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Abstract: In the current competition process of e-commerce platforms, the technical and algorithmic
wars that can quickly grasp user needs and accurately recommend target commodities are the core
tools of platform competition. At the same time, the existing online purchase behavior prediction
models lack consideration of time series features. This paper combines the Recurrent Neural Network,
which is more suitable for the commodity recommendation scenario of the e-commerce platform, with
Naive Bayes, which is simple in logic and efficient in operation and constructs the online purchase
behavior prediction model RNN-NB, which can consider the features of time series. The RNN-NB
model is trained and tested using 3 million time series data with purchase behavior provided by the
Ali Tianchi big data platform. The prediction effect of the RNN-NB model and Naive Bayes model is
evaluated and compared respectively under the same experimental conditions. The results show that
the overall prediction effect of the RNN-NB model is better and more stable. In addition, through the
analysis of user time series features, it can be found that the possibility of user purchase is negatively
correlated with the length of time series, and merchants should pay more attention to those users
with shorter time series in commodity recommendation and targeted offers. The contributions of
this paper are as follows: (1) By constructing an online purchasing behavior model RNN-NB, which
integrates the N vs 1 structure Recurrent Neural Network and naive Bayesian model, the validity
limitations of some single-architecture recommendation algorithms are solved. (2) Based on the
existing naive Bayesian model, the prediction accuracy of online purchasing behavior is further
improved. (3) The analysis based on the features of the time series provides new ideas for the research
of later scholars and new guidance for the marketing of platform merchants.

Keywords: online purchase behavior; prediction model; behavior sequence; time series

1. Introduction

In recent years, the competitive pattern and competitive means of e-commerce plat-
forms have rapidly evolved. The traditional competitive strategy based on advertising war
and price war has become increasingly ineffective in the current e-commerce market where
the commodity system is converging and the profit margins are shrinking. The technical
war and algorithm war that can quickly grasp user needs and accurately recommend target
commodities have gradually become the core weapon of platform competition. Bodduluri
et al. (2024) pointed out that with the increase in the amount and complexity of data, it is
particularly important to induce users to choose the commodity that meets their preference
features through recommendation algorithms [1]. Recommendation algorithms can not
only make the marketing goal of e-commerce platforms consistent with the purchase pref-
erence of target users but also ensure the acceptance and satisfaction of users (Stalidis et al.,
2023; Li et al., 2023). Because of this, Amazon, eBay, Shopify, Alibaba, and other e-commerce
platforms continue to make efforts in the field of recommendation algorithms [2,3]. Based
on historical user data and artificial intelligence technology, they build user online purchase
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behavior prediction models to analyze user behavioral preferences and guide commodity
recommendation, thus improving transaction probability and platform revenue.

In the existing research of online purchase behavior prediction models, user behavior
sequence is usually considered to be the important data containing user behavior features
and preference features. The traditional method is to map the original ID class feature
information to the low-dimensional space through the embedding technology and then
input it into the Multi-Layer Perception (MLP) network. Models such as Workflow Descrip-
tion Language (WDL), DeepFM [4], Deformable Convolutional Networks (DCNs), and so
on all meet this paradigm, but such methods cannot fully extract the feature information
in the user behavior sequence. Since then, an attention mechanism has been introduced
to extract the information of users’ historical behavior sequences. Common models such
as Deep Interest Network (DIN) describe the distribution of users’ diverse interests by
calculating the degree of correlation between users’ historical behavior sequence and the
current Item. Still, such methods only consider the correlation between users’ behaviors
without considering their order. In addition to this, the effectiveness of single-architecture
recommendation algorithms is often limited by issues such as data sparsity, challenges in
understanding user needs, and the cold start problem. Hybridization, which combines
multiple algorithms in different methods, has emerged as a dominant solution to these
limitations (Bodduluri et al., 2024) [1].

In view of this, this paper uses 3 million time series data with purchase behavior
provided by the Ali Tianchi big data platform, combines the Recurrent Neural Network,
which is more suitable for the commodity recommendation scenario of an e-commerce
platform, with Naive Bayes, which is simple in logic and efficient in operation, to build
an online purchase behavior prediction model RNN-NB, which can consider the features
of time series. Compared with the single-architecture collaborative filtering model and
deep neural network model widely used in current e-commerce platforms, the RNN-
NB constructed in this paper mainly makes breakthroughs and innovations in feature
engineering and model construction. In the aspect of feature engineering, this paper
makes statistics from three aspects: user feature, commodity feature, and interaction
feature, and considers the corresponding feature events and their time nodes. In terms
of model construction, this paper designs a Recurrent Neural Network with an N vs.
1 structure to extract the feature information in the user behavior sequence, forms the
corresponding feature data matrix, and then obtains the final prediction result through the
Naive Bayes classifier.

2. Related Work

User behavior sequence refers to some or all events triggered by a single user in a
fixed time in chronological order, including positive feedback information such as click,
browse, favorite, purchase, and order, as well as negative feedback information such as
dislike and exposure not viewed. The sequential recommendation is to take these user
behavior sequence data as input, predict the user’s possible subsequent interaction behavior
by modeling the dependency between the user and item interaction, and then output
the corresponding item recommendation list. At present, sequential recommendation
algorithms can be divided into two categories. One is based on traditional recommendation
algorithms, such as collaborative filtering, Markov chain, etc. The other category is sequence
recommendation based on deep neural networks, such as Recurrent Neural Networks,
Convolutional Neural Networks, and Graph Neural Networks.

2.1. Sequential Recommendation Based on Traditional Recommendation Algorithm

Most of the early studies directly applied mature and classical traditional recommen-
dation algorithms to sequential recommendation. Collaborative filtering is the most widely
used algorithm in recommendation algorithms. Latent factor representation and embedded
representation are typical representatives. The potential factor representation first obtains
the potential representation of users and items through decomposition learning and then
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uses the obtained representation information to predict. The embedded representation will
decompose the learned potential representation input, using cosine or Pearson similarity to
calculate the user’s similarity to the item as a prediction. Markov chains are also used in
sequence recommendations because they are defined by the assumption that the probability
of a state transition at a given time depends only on its state at a previous time.

2.1.1. Sequence Recommendation Based on Collaborative Filtering

Hidasi et al. (2016) proposed a general decomposition framework, taking the pref-
erence model as input to calculate the potential feature matrix of input dimensions. One
dimension is users, the other is items, and other behavioral operations can affect users’
preferences [5]. This framework enables different linear frames to perform experiments in
any context-aware recommendation task and provides a new idea for a sequential recom-
mendation algorithm. He et al. (2017) proposed a scalable tensor decomposition method,
which adopted a model to simulate three kinds of relations between users, items, and inter-
actions. Items were embedded in the transition space as a point, each user was a transition
vector in the space, and users’ transformations from one item to another were captured by
user-specific transformation operations. The user’s pending recommendation is completely
derived from the user’s past interactions with the item and the user transfer vector. Finally,
the potential representation between the user and the pending item is obtained, and the
item prediction expressed by Euclidean distance is directly used [6]. However, collaborative
filtering for a sequential recommendation has some shortcomings, such as sparse data,
new users, and other problems that will affect the recommendation effect. In addition,
due to the relationship between time and space in the real user interaction sequence, this
relationship cannot be well expressed through collaborative filtering, which also affects the
recommendation effect.

2.1.2. Sequence Recommendation Based on Markov Chain

Rendle et al. (2010) successfully applied the Markov chain to the sequence recom-
mendation model of short sequences, which can capture the transformation of items in
short sequences and perform well even when the data is somewhat sparse [7]. Feng et al.
(2015) mapped each point of interest into a potential space through distance embedding
and then used the Markov chain model to predict the changes in the points of interest. The
distance between the points of interest was used as the basis to measure the sequential
relationship between the two points, and the points were finally recommended based on
the sequencing [8]. Aghdam et al. (2015) modeled user behavior as a hidden Markov chain
to capture changes in user preferences and modeled the user’s current context information
as a hidden variable in the model [9]. Similarly, Le et al. (2016) also modeled user behavior
as a hidden Markov chain, but the latter took into account factors such as user dynamic
preference for emissions. For example, different users would consider the seasons when
purchasing clothing, but the clothing brands they choose in each season are different [10].
However, the Markov chain also has obvious shortcomings in sequence recommendation.
First, it can only achieve an obvious effect in short sequences, and sequence length will
significantly decrease the recommendation effect. Secondly, it is more about acquiring
the connection between individual items and individual items and ignores the interaction
between multiple items; the interaction between multiple items is an important feature of
the reality sequence.

2.2. Sequence Recommendation Based on Deep Neural Networks

With the development of hardware technology, deep neural networks gradually ma-
ture and are gradually applied to recommendation algorithms. The current mainstream
deep neural network models include Recurrent Neural Networks (RNNs), Convolutional
Neural Networks (CNNs), and Graph Neural Networks (GNNs).
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2.2.1. Sequential Recommendation Based on Recurrent Neural Networks

Hidasi et al. (2016) innovatively introduced RNNs into the recommendation algo-
rithm, taking the interaction of a series of items viewed in a session as a sequence and
inputting the sequence into the model to predict the next viewed item [11]. The model
uses RNNs to integrate sequence recommendation. This solves the problem that only the
interactive sequence is used in the case of a lack of long-term user history record, but the
recommendation effect is not good. As a variant of RNNs, Wu et al. (2017) adopted the
Long Short-Term Memory network (LSTM) to build a model to adapt to the dynamics of
users and movies and achieve more accurate video recommendations [12]. Every time a
user scores a movie, the LSTM model is used to update the user representation, and the
corresponding movie representation is also updated. The recommendation model predicts
the user’s rating of a movie through the representation of the two. To solve the problem
that the single-layer RNN model cannot effectively capture the long-term preferences of
users, Quadrana et al. (2017) proposed the Hierarchical Recurrent Neural Network model
(HRNN), which adopts different strategies for different user groups. If the user has a
history, the general preferences can be obtained according to the user history and passed
to the next sequence. If the user does not have a history, the user behavior sequence is
simply modeled [13]. Compared with the single-layer RNN model, the advantage of this
model is that it can integrate the user’s general preferences, combined with the short-term
preferences reflected by the sequence information, and jointly improve the recommendation
efficiency. Ying et al. (2019) proposed that the influence of users’ past and present behaviors
on users’ preferences will change with the change of time and used the contextual time
attention mechanism to learn the influence weight of users’ past behaviors. This not only
contains information about the behaviors themselves but also includes information about
time and space. Finally, a Bidirectional Recurrent Neural Network (BiRNN) is integrated
to output together [14]. Therefore, from the point of view of the problem scenario, the
Recurrent Neural Network is more suitable for the commodity recommendation scenario
of the e-commerce platform.

As a kind of deep neural network, the advantage of a Recurrent Neural Network is that
it is good at processing sequence feature data, and it can more effectively mine the hidden
behavior feature information and timing feature information in user behavior sequences.
Since the purchasing lines of users on the e-commerce platform have very obvious serial
features, and their needs and preferences for commodities are very personalized, Recurrent
Neural Networks are an ideal choice for predicting online purchasing behavior.

2.2.2. Sequence Recommendation Based on Convolutional Neural Network

Tang et al. (2018) proposed a Caser model, which takes the interaction sequences
of items closest to each other in time and space as an image matrix, the rows of which
represent the interaction sequence of items, and then uses different convolution filters to
learn the sequence patterns as local features of the image. This model can not only represent
the user’s sequence preference but can also indicate the user’s general preferences [15].
However, the Caser model will lose some important and repetitive information when facing
long sequences due to the structural limitation of CNNs. The longer the sequence, the more
obvious the problem will be. Yuan et al. (2019) proposed the NextItNet model based on
the Caser model in view of the poor performance of CNNs in long series. The core of this
model is an expanded CNN. Different from standard CNNs, the width of the receiving
domain increases linearly, while the width of the receiving domain increases exponentially.
The information used is broader, so compared with the traditional CNN model, it can
efficiently process long sequences of rich information when using the same kernel and the
same level [16].

As another general deep neural network, the advantages of Convolutional Neural
Networks lie in local perception and weight sharing. Different from Recurrent Neural
Networks in mining sequence feature information, Convolutional Neural Networks are
better at predicting incomplete sequences with missing or fuzzy data based on existing
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complete sequences, which makes Convolutional Neural Networks more suitable for
application scenarios such as image recognition and speech processing.

2.2.3. Sequence Recommendation Based on Graph Neural Network

Wu et al. (2019) applied a Graph Neural Network to sequence recommendations for
the first time and proposed the SR-GNN model. The model treated each session sequence
as a directed graph, adopted the edge weight homogenization for repeated edges and
nodes, and then used a GNN to obtain the potential vector of nodes. Finally, through the
concatenation of local and global vectors, a sequence vector representation combining long-
term and short-term preferences is obtained, and the recommendation effect is significantly
improved [17]. Xu et al. (2019) proposed a GC-SAN model based on the complementarity
of a Graph Neural Network and a self-attention network and used a multi-layer self-
attention network to obtain global dependence between long distances. The model sought
to establish a complex context representation relationship among adjacent items, thus
achieving a better recommendation effect than the SR-GNN model [18].

Compared with the above two kinds of deep neural networks, a Graph Neural Net-
work is better at processing graph structure data, such as social network diagrams, traffic
road maps, person relationship diagrams, molecular structure diagrams, computational
junction network topology diagrams, etc. It can complete a graph structure budget, graph
representation classification, and graph expansion prediction.

In summary, although serial recommendation based on traditional recommendation
algorithms can achieve certain recommendation effects, it has obvious shortcomings in the
face of problems such as new users and long sequences. In contrast, a serial recommenda-
tion based on deep neural networks can use algorithm improvement or a combination of
multiple algorithms to solve these problems, and good recommendation effects have been
obtained. Drawing on the research of existing scholars, this paper, on the basis of fully con-
sidering the features of the user behavior sequence data of e-commerce platform, combines
the Recurrent Neural Network, more suitable for the commodity recommendation scenario
of e-commerce platform, with Naive Bayes, with simple logic and efficient operation, to
build an RNN-NB online purchase behavior prediction model that can consider the features
of time series.

3. Online Purchase Behavior Prediction Model
3.1. Problem Scenario

The online purchase behavior prediction model is the main part of the recommendation
algorithm of the e-commerce platform. Its purpose is to model the dependence relationship
between the user and the commodity through the user behavior sequence data, predict
the possible subsequent purchase behavior of the user, and provide guidance for the
corresponding commodity recommendation. The historical data generated by users during
platform activities, such as clicking, browsing, collecting, adding, and placing orders, often
implies the user’s subsequent behavioral preferences. For example, the user views the page
of the commodity before purchasing, the user likes to buy a commodity from the collection
of commodities, and the user adds the commodity to the shopping cart before each purchase.
Therefore, users’ historical behavioral sequences often predict their subsequent behavioral
choices. E-commerce platforms can use these user behavioral sequence data to train and test
online purchase behavior prediction models so as to analyze users’ behavioral preferences
and guide commodity recommendations.

3.2. Feature Engineering

When extracting features, we must first understand the research objectives and the
overall data situation so as to improve the classification accuracy. The data set provided
to us by the Ali Tianchi big data platform includes “User ID”, “Commodity category
ID”, “Commodity ID”, behavior category, and behavior time stamp. In order to predict
whether users will have purchase behaviors for a certain commodity, we select all feature
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variables in the data set that can be used to represent user features, commodity features,
and interaction features, as shown in Table 1. Then, we process user behavior data twice
according to different time spans to obtain corresponding time series feature data.

Table 1. Feature set after preprocessing.

Feature Type Feature Description

User Feature

User ID
The number of times that the user viewed the commodity

The number of categories of commodities viewed by the user
The number of times that the user favored the commodity

The number of categories of commodities favored by the user
The number of times that the user added the commodities to the shopping cart

The number of categories of user-added commodities to the shopping cart
The number of times the user purchased the commodity

The number of categories of commodities purchased by the user

Commodity Feature

Commodity category ID
Commodity ID

The number of times the commodity was viewed
The number of times the commodity was favored

The number of times that the commodity was added to the shopping cart
The number of times the commodity was purchased

The number of users who viewed the commodity
The number of users who favored the commodity

The number of users who add the commodity to the shopping cart
The number of users who purchase the commodity

Interactive Feature
User behavior sequence for the particular commodity

Time series of user behaviors for the commodity
The number of times the user viewed the categories of commodities

(1) User features are the description of the user’s behavior pattern to the commodity in
order to capture the user’s personalized behavior law so as to highlight the individual
features. Here, we extract the relevant metrics involved in the conversion rate of users
from clicks to purchases, including the number of times that the user viewed the
commodity, the number of categories of commodities viewed by the user, the number
of times that the user favored the commodity, the number of categories of commodities
favored by the user, the number of times that the user added the commodities to the
shopping cart, the number of categories of user added commodities to the shopping
cart, the number of times user purchased the commodity, and the number of categories
of commodities purchased by the user;

(2) From the perspective of the commodity, the features of the commodity itself are
studied on the impact of user behavior, including “page view (pv)”, “favor (fav)”,
“add to the shopping cart (cart)”, “purchase (buy)”, and other behaviors. These
features reflect the degree of favor and popularity of the commodity in the same
category by users. For example, the conversion rate of the commodity from being
viewed to being purchased reflects the competitiveness of the commodity in the same
category. The higher the conversion rate, the more users favor the commodity in the
same category. Relevant indicators include the number of times the commodity was
viewed, the number of times the commodity was favored, the number of times that
the commodity was added to the shopping cart, the number of times the commodity
was purchased, the number of users who viewed the commodity, the number of users
who favored the commodity, the number of users who add the commodity to the
shopping cart, and the number of users who purchase the commodity;

(3) Interactive features are the various behaviors of users for specific commodities. In this
paper, the user behavior sequence is statistically analyzed according to the keywords
of user, commodity category and commodity ID in chronological order, and the time
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series generated by the behavior is analyzed; each user behavior is arranged within a
24 h interval. The interaction features reflect the number and sequence of the user’s
behavior towards the commodity of this category. This feature reflects the user’s
interest in the category of the commodity and helps judge the user’s subsequent
behavior toward the commodity. Relevant indicators include user behavior sequence
for the particular commodity, time series of user behaviors for the commodity, and
the number of times the user viewed the categories of commodities.

3.3. Model Construction

Since the effectiveness of a single architecture recommendation algorithm is often
limited by issues such as data sparsity, challenges in understanding user requirements,
and cold start problems, fusion models have become the primary approach to address
these limitations. As a recommendation algorithm that can more effectively mine the
hidden behavior feature information and timing feature information in the user behavior
sequence, a Recurrent Neural Network has a natural algorithm advantage in processing
the user behavior sequence and predicting the purchase behavior; therefore, it becomes an
ideal choice for us to build a fusion model. In addition, a Naive Bayes model, as a typical
representative of the classifier model, has the advantages of simple logic and efficient
operation and naturally becomes an indispensable part of our fusion model.

The overall framework of the online purchase behavior prediction model, the RNN-
NB model, constructed in this paper is shown in Figure 1. The RNN-NB model is mainly
composed of a Recurrent Neural Network (RNN) model layer and a Naive Bayes (NB)
model layer. The RNN model layer is mainly used to mine the feature information in the
user behavior sequence, and the Naive Bayes model layer is to predict the user’s purchase
behavior according to the feature information. The top layer of the RNN-NB model uses
a Recurrent Neural Network with an N vs. 1 structure. Specifically, the RNN model
consists of an input layer, a hidden layer, and an output layer from top to bottom. After the
user behavior sequence is divided into levels according to different sequence lengths, the
behavior sequence of any level is denoted as X (Formula (1)). n is the length of the user
behavior sequence, the value range of each time is between 0 and 24 h, and all behaviors
are represented by integer values. If each behavior is filled to the time node where it is
located, the value of other hour points is 0, and the length of the sequence is 24 × 1. M; this
indicates the total number of input behavior records.

X =


x11 x12 · · · x1n

x21
. . . x2n

...
. . .

...
xm1 xm2 · · · xmn

 (1)

The hidden layer h(0) = 0 at t1 is initialized. The parameters U, W, and V of the input
layer, hidden layer, and output layer are randomly initialized. The calculation is carried
out by input Formula (2), where f is the activation function of the RNN, b is the bias term
of the linear relation of the model, and the initial bias term is 1.

h(t) = f (Uxt + Wht−1 + b) (2)

Since the problem studied in this paper is a classification problem, Formula (3) is used
to finally obtain Score, where c is the value obtained by the calculation of the last hidden
layer.

Score = So f tmax(Vhl + c) (3)
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Due to the large amount of data in the training set and the test set, in this experiment,
Batch_Size is set between [100 and 150]. In the RNN training, the value of iteration is set
between [1000 and 2000], and the value of the learning rate is set between [0.001 and 0.1].

In the Naive Bayes model, the data set has two possible classification tags, C = {Y1,
Y2}, which are the two different behaviors that the user can have. X is the set of samples to
be classified. The score of the preliminary classification result obtained by the Recurrent
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Neural Network model (RNN) is taken as one of the attribute features of the set of samples
to be classified. There are a total of d + 1 attributes, and the d + 1 attribute is the result
obtained by RNN classification; that is, xd+1 = yl, and the original matrix input to the model
is marked by X (Formula (5)).

X =


x11 x12 · · · x1d x1(d+1)

x21
. . . x2d x2(d+1)

...
. . . ...

...
xm1 xm2 · · · xmd xm(d+1)

 (5)

Before entering the data into the model, the data is preprocessed to generate a feature
data matrix suitable for the binary classification model (Formula (6)).

A =


w11 w12 · · · w1d w1(d+1)

w21
. . . w2d w2(d+1)

...
. . . ...

...
wm1 wm2 · · · wmd wm(d+1)

 (6)

where A is the classifier model feature dimension vector, and A = (a1,a2,. . .,ak), k = m, and ak
represent a specific classification feature. Then, the final prediction result is obtained by the
Naive Bayes classifier (Formula (7)).

C = f (ak) = argmaxYj

P
(
C = Yj

)
∏k P

(
ak = ωik

∣∣C = Yj
)

∑j P
(
C = Yj

)
∏k P

(
ak = ωik

∣∣C = Yj
) (7)

where C is the category label purchased by the user, Yj is the category label value, and
P(C = Yj) is the prior probability. P(ak = ωik|C = Yj) is the conditional probability of the
value of the feature variable when the class label is determined. The closer C is to 0, the
less likely the user is to purchase the commodity later. The closer C is to 1, the more likely
the user is to make a subsequent purchase.

4. Results and Analysis

This paper uses time series data with purchase behavior provided by the Tianchi
big data platform, which records the behavior sequence of 980,000 users who purchased
different kinds of commodities at different times. After pre-processing, these data will be
used for the training and testing of the user’s online purchase behavior prediction model
(RNN-NB), as shown in Figure 3.

4.1. Data Preprocessing Procedure

Firstly, we processed the raw data, eliminated the duplicate values and missing values,
and carried out statistical analysis to remove the noise data and obtain the feature data
set used in this paper. Then, we divided the feature data set into user behavior sequence
data and other feature data. These user behavior sequence data will be input into the RNN
model, and the classification results of the RNN model will be integrated with other feature
data. Then, they will be input into the Naive Bayes model to obtain the final prediction
result. In order to describe the user’s certain consumption choice of the commodity,
this paper grouped the data according to the “User ID”, “Commodity category ID”, and
“Commodity ID” and counted the user’s behavior sequence data, respectively, according to
the category. Then, the time series generated by the user with the behavior sequence was
matched, and it was finally identified whether the user purchased the commodity.
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Figure 3. Model training demonstration.

In purchase behavior analysis, the purchase conversion rate is an important indicator.
As shown in Figure 4, the vertical axis represents commodity categories, and the horizontal
axis represents user behavior. As can be seen from the dot distribution diagram, “page
view (pv)” accounts for the vast majority of users’ pre-purchase behaviors, while the types
of the commodity involved in page view behavior are less than half of the “pv” behavior.
This means that users often conduct multiple operations on the selected commodity before
purchasing online, “page view (pv)”, “favor (fav)”, and “add to the shopping cart (cart)”
before “buy” behavior. In addition, the “pv” point distribution is very close to the X-axis,
which means that consumers browse similar commodities more times before buying, and
their purchase behavior is more cautious.
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Through data analysis, it was also found that the proportion of “pv” behavior in
the original data was as high as 89%. At the same time, after the survey of the statistical
behavior sequence, it was found that the final purchase of the commodity only accounted
for 0.153 of the total number of users, which led to a serious imbalance in the proportion
of positive and negative samples. In a machine learning model, such a large difference in
data magnitude will cause this property to dominate the experimental process and also
cause the iterative convergence to slow down. In order to speed up the prediction rate and
accuracy, according to the purpose and demand of the prediction, it is necessary to delete
the data meeting the following conditions:

(1) Data on impulse purchases or direct purchases without any other behavior. Some
users make a purchase without “pv” behavior on the commodity. In addition to
the possibility of brushing, such user behavior may also be an impulse purchase.
The occurrence of impulse consumption is related to commodity categories, user
economic conditions, environmental factors, and merchants’ promotional activities.
For example, during activities like “Double 11” or “Double 12”, when commodities
are promoted, or brand-name low-price buying activities are carried out, users often
have impulse consumption and even buy some unnecessary commodities. Therefore,
impulse consumption not only cannot fully reflect the real purchase intention of users
but also interferes with model training and model prediction accuracy;

(2) Low-frequency single operation single commodity. The user has only one page view
on a certain category of a commodity (the user only viewed one of the items of this
category of a commodity), the number of operations is less than two, and there is
no other behavior such as “fav”, “cart”, etc., to show that the user is interested in
the commodity. Because the features of such behavior sequences are too few and the
dimension is low, it is difficult to judge the subsequent behavior of users through only
one behavior of users;

(3) Low-frequency single operation of multiple commodities. When users browse multi-
ple commodities under different categories, each operation is less than two times, and
the type of behavior is limited to “pv” behavior; the user does not produce recogniz-
able “fav” or “cart” behavior. The user’s behavior sequence length is too short, which
will inevitably affect the accuracy of the final training results of the model. A partial
example of the processed user behavior sequence is shown in Table 2.

Table 2. Examples of behavior sequence data after processing.

User ID Commodity
Category ID Commodity ID Behavior

Count Time Sequence Behavior Sequence Buy

25313 4643350 602041 1 0, 7, 7, 7, 23 cart, pv, pv, pv, pv 0

246654 381850 4802139 1 20, 20, 23, 7 pv, pv, pv, pv 0

159913 4789432 4685183 3 10, 10, 8, 8 cart, pv, pv, pv 0

165889 1102540 829406 6 15, 15, 22, 22, 22 pv, pv, pv, pv, buy 1

286669 4672807 2931238 8 21, 21, 15, 10 fav, buy, pv, pv 1

249004 815501 1083709 6 16, 16, 16, 16, 18 pv, pv, buy, pv, pv 1

After screening statistics, the statistical results show that the length of the behavior
sequence generated by most users before purchase is in the range [3,8]. In order to study
behavior sequences of different lengths in more detail, the data were statistically divided
into six data sets according to different behavior sequence lengths, and the model was
divided into six behavior levels for research during training.
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4.2. Model Training

In order to test the predictive effect of the RNN-NB model on users’ online purchase
behavior in the e-commerce commodity recommendation scenario, this paper uses the real
user behavior sequence after desensitization provided by the Tianchi big data platform
for training and testing. First of all, Mysql5.6 is used to remove duplicate values and
missing values from the raw data, and 3 million time series data with purchase behavior
are obtained after statistical analysis of user behavior features with commodities as the
minimum unit and noise removal and other pre-processing steps. These data are merged
with other feature data to obtain a new dataset, D1. The Naive Bayes model training was
performed on the D1 data set using Python3.5, and the training results were saved for
subsequent model comparison. Then, the D1 data set is divided into user behavior sequence
data D1 and other feature data D2. The d1 data set is divided into a training set and a test
set according to a 3:1 ratio, and the training set is divided into six levels according to the
sequence length. The N vs. 1 RNN model layer based on the TensorFlow1.2.1 framework
is input for training and testing. In this way, the RNN classification probability result is
obtained, and then the classification probability result is carted to the D1 dataset as a new
feature item to form a new dataset D2. The D2 data set is divided into a training set and a
test set in a 10:1 ratio, and the training set is input into the Naive Bayes model layer for
training tests to obtain the final classification result.

4.3. Model Comparison

In order to test the training effect of the RNN-NB model, this paper selects the widely
used Naive Bayes model in the recommended algorithm. According to the data set D1
obtained by the fusion of 3 million user behavior sequence data and other feature data
after preprocessing, Python3.5 was used to perform the Naive Bayes model training on the
D1 data set. The training results of the Naive Bayes model were compared with the ACC,
PPV, TPR, TNR, F1-Score, and ROC curves of the RNN-NB model, as shown in Table 3 and
Figure 5.

Table 3. Comparison of prediction results.

ACC PPV
Naive Bayes RNN-NB Naive Bayes RNN-NB

3 0.7777 0.8339 0.3270 0.3945
4 0.7810 0.8300 0.3387 0.3887
5 0.7800 0.8244 0.3322 0.3867
6 0.7989 0.8378 0.3483 0.3760
7 0.8044 0.8875 0.3550 0.3520
8 0.8133 0.8806 0.3651 0.3561

TPR TNR
Naive Bayes RNN-NB Naive Bayes RNN-NB

3 0.9150 0.9250 0.8567 0.8225
4 0.9150 0.9250 0.8564 0.8281
5 0.9050 0.9200 0.8553 0.8338
6 0.8320 0.9100 0.8825 0.8488
7 0.8300 0.9175 0.8848 0.8525
8 0.8200 0.9181 0.8900 0.8531

F1 Score
3 Naive Bayes RNN-NB

4 0.4815 0.5531
5 0.4944 0.5473
6 0.4860 0.5454
7 0.4911 0.5321
8 0.4973 0.5188
3 0.5052 0.5132
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The ACC value predicted by the Naive Bayes model as a whole was 0.7925, and
the TPR value was 0.8695. The F1-Score increased with the increase in sequence length,
indicating that the overall prediction effect of the Naive Bayes model increased with the
increase in sequence length; this was consistent with the conclusion of Borisov et al. (2018)
that “the longer the sequence of user behavior, the higher the prediction accuracy” [19].
However, it is regrettable that the F1-Score only reached above 0.5 when the sequence
length was 8. Compared with the recognition ability of negative samples, the Naive Bayes
model has a stronger recognition ability of positive samples. With the increase in sequence
length, the ability of the Naive Bayes model to identify positive samples gradually weakens.
According to the ROC curve, the maximum AUC of the Naive Bayes model was 0.9126.

The overall predicted ACC value of the RNN-NB model was 0.8456, and the TPR
value was 0.9192. The F1-Score decreased with the increase in sequence length, indicating
that the overall prediction effect of the RNN-NB model decreased with the increase in
sequence length. The F1-Score of each sequence length remained above 0.5, indicating that
the overall prediction effect of the RNN-NB model was relatively stable. Compared with
the recognition ability of negative samples, the RNN-NB model has a stronger recognition
ability of positive samples. With the increase in sequence length, the recognition ability
of the RNN-NB model to positive samples is gradually weakened. According to the ROC
curve, the maximum value of AUC was 0.9251.

In conclusion, under the same conditions, the RNN-NB model has a better prediction
effect and stability than the Naive Bayes model.

4.4. Time Series Feature Analysis

Excluding abnormal purchasing behavior, most sequences with purchasing behavior
are between [2 and 7] in length (as shown in Figure 6). With the increase in the sequence
length, the number of users with purchase behavior gradually decreases; that is, the
possibility of users buying gradually decreases, which indicates that the possibility of
users buying is negatively correlated with the sequence length. If the user has more
behavioral events during this period of time before purchasing a commodity, that is, the
longer the sequence of user behaviors, it indicates that the user is more cautious. The
purchase decision of such users often has to undergo a lot of trade-offs and comparisons.
Therefore, if the merchant gives a larger price discount, they will not make a purchase
decision immediately. On the contrary, if the user has fewer behavioral events in the period
before purchasing the commodity, that is, the shorter the sequence of user behaviors, the
more decisive the user is; as long as the merchant gives a certain level of price concessions,
they will immediately make a purchase decision. Therefore, for targeted offers, exclusive
gifts, and other e-commerce marketing activities, merchants and platforms should pay
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more attention to those users with shorter sequence lengths and more decisive purchase
behaviors.

J. Theor. Appl. Electron. Commer. Res. 2024, 19, FOR PEER REVIEW 14 
 

 

4.4. Time Series Feature Analysis 
Excluding abnormal purchasing behavior, most sequences with purchasing behavior 

are between [2 and 7] in length (as shown in Figure 6). With the increase in the sequence 
length, the number of users with purchase behavior gradually decreases; that is, the pos-
sibility of users buying gradually decreases, which indicates that the possibility of users 
buying is negatively correlated with the sequence length. If the user has more behavioral 
events during this period of time before purchasing a commodity, that is, the longer the 
sequence of user behaviors, it indicates that the user is more cautious. The purchase deci-
sion of such users often has to undergo a lot of trade-offs and comparisons. Therefore, if 
the merchant gives a larger price discount, they will not make a purchase decision imme-
diately. On the contrary, if the user has fewer behavioral events in the period before pur-
chasing the commodity, that is, the shorter the sequence of user behaviors, the more deci-
sive the user is; as long as the merchant gives a certain level of price concessions, they will 
immediately make a purchase decision. Therefore, for targeted offers, exclusive gifts, and 
other e-commerce marketing activities, merchants and platforms should pay more aĴen-
tion to those users with shorter sequence lengths and more decisive purchase behaviors. 

 
Figure 6. Analysis of the number of behaviors before buying. 

5. Conclusions 
User behavior sequence has always been the focus of the online purchase behavior 

prediction model. Existing research usually uses collaborative filtering or deep neural net-
works to extract the feature information contained in it and then predict the user’s subse-
quent purchase behavior based on it. In addition to the problems of cold start and data 
scarcity of the single architecture model, the lack of timeliness and personalization are 
also unavoidable defects of these models. In order to solve the above problems, this paper 
combines the Recurrent Neural Network, which is more suitable for the commodity rec-
ommendation scenario of the e-commerce platform, with Naive Bayes, which is simple in 
logic and efficient in operation, to build an online purchase behavior prediction model 
(RNN-NB) that can consider the feature of time series. Compared with the widely used 
Naive Bayes model, the results show that the RNN-NB model has a beĴer prediction effect 
and stability. Compared with the existing models, the RNN-NB model constructed in this 
paper not only considers the time series feature of users’ online purchase behavior more 
effectively but also solves the problems of prediction efficiency and prediction accuracy 
of the single structural model from the perspective of architecture. This method provides 
a new idea for prediction model research and fusion model research. It fills the gap in the 

Figure 6. Analysis of the number of behaviors before buying.

5. Conclusions

User behavior sequence has always been the focus of the online purchase behavior
prediction model. Existing research usually uses collaborative filtering or deep neural
networks to extract the feature information contained in it and then predict the user’s
subsequent purchase behavior based on it. In addition to the problems of cold start and
data scarcity of the single architecture model, the lack of timeliness and personalization
are also unavoidable defects of these models. In order to solve the above problems, this
paper combines the Recurrent Neural Network, which is more suitable for the commodity
recommendation scenario of the e-commerce platform, with Naive Bayes, which is simple
in logic and efficient in operation, to build an online purchase behavior prediction model
(RNN-NB) that can consider the feature of time series. Compared with the widely used
Naive Bayes model, the results show that the RNN-NB model has a better prediction effect
and stability. Compared with the existing models, the RNN-NB model constructed in this
paper not only considers the time series feature of users’ online purchase behavior more
effectively but also solves the problems of prediction efficiency and prediction accuracy of
the single structural model from the perspective of architecture. This method provides a
new idea for prediction model research and fusion model research. It fills the gap in the
study of time series features of users’ purchase behavior in the field of online purchase
prediction and opens up a new direction for follow-up research.

Based on the RNN-NB model, this paper analyzes the time series feature of user
purchasing behavior and finds that the possibility of a user purchasing a commodity is
negatively correlated with the sequence length. This finding suggests that if the user’s
sequence of actions is longer, that is the more behavioral events they experience and the
more time before purchase, the less likely they are to make the purchase decision. For these
more “cautious” users, it is difficult to impress these users even if the platform merchants
give greater incentives for activities. On the other hand, if the user’s sequence of actions
is shorter, that is, the fewer behavioral events they experience and the less time before
purchase, the more likely they are to make the purchase decision. For these more “decisive”
users, as long as the platform merchants give a certain amount of activity, concessions can
impress these users. Therefore, for platform merchants, when they develop targeted offers,
exclusive gifts, and other marketing programs, they should pay more attention to those
users with shorter series lengths or more decisive purchase behaviors, which will make it
easier for them to sell commodities and improve revenue.
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Although certain breakthroughs and innovations have been made in the construction
of the RNN-NB model in this paper, due to user privacy protection and other reasons,
we use the desensitized data provided by the Tianchi big data platform, which means
that the model can only consider the behavior sequence of specific users within the single
platform and cannot extract cross-platform feature information. However, in some cases, the
user’s purchase decision is not made alone, and cross-platform product recommendations,
such as family or friend recommendations and content marketing, will also promote the
corresponding purchase behavior. Therefore, if the cross-platform historical behavior
sequence of specified users can be obtained and cross-platform feature information can
be extracted on the premise of ensuring the privacy and security of users, the prediction
efficiency and prediction accuracy of the prediction model will be further improved, which
will be an important direction for the prediction model of online purchase behavior in
the future.
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