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Abstract: Obstructive sleep apnea (OSA) is a common sleep disorder that often associates with
reduced heart rate variability (HRV) indicating autonomic dysfunction. HRV is mainly composed of
high frequency components attributed to parasympathetic activity and low frequency components
attributed to sympathetic activity. Although, time domain and frequency domain features of HRV
have been used to sleep studies, the complex interaction between nonlinear independent frequency
components with OSA is less known. This study included 30 electrocardiogram recordings (20 OSA
patient recording and 10 healthy subjects) with apnea or normal label in 1-min segment. All segments
were divided into three groups: N-N group (normal segments of normal subjects), P-N group (normal
segments of OSA subjects) and P-OSA group (apnea segments of OSA subjects). Frequency domain
indices and interaction indices were extracted from segmented RR intervals. Frequency domain
indices included nuLF, nuHF, and LF/HF ratio; interaction indices included mutual information (MI)
and transfer entropy (TE (H→L) and TE (L→H)). Our results demonstrated that LF/HF ratio was
significant higher in P-OSA group than N-N group and P-N group. MI was significantly larger in
P-OSA group than P-N group. TE (H→L) and TE (L→H) showed a significant decrease in P-OSA
group, compared to P-N group and N-N group. TE (H→L) were significantly negative correlation
with LF/HF ratio in P-N group (r = −0.789, p = 0.000) and P-OSA group (r = −0.661, p = 0.002).
Our results indicated that MI and TE is powerful tools to evaluate sympathovagal modulation in
OSA. Moreover, sympathovagal modulation is more imbalance in OSA patients while suffering from
apnea event compared to free event.

Keywords: obstructive sleep apnea (OSA); heart rate variability (HRV); autonomic nervous system
(ANS); parasympathetic; sympathetic; interactions; mutual information (MI); transfer entropy (TE)

1. Introduction

Obstructive sleep apnea (OSA) is a common sleep disorder characterized by the repeated,
temporary cessation or reduction of airflow [1] and has been linked with an increased risk of
cardiovascular events and morbidity [2–4]. The diagnosis of OSA requires apnea-hypopnea index
(AHI) which is defined as the number of apnea and hypopnea events per hour.
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Autonomic nervous dysfunction has been reported to be exhibited with OSA patents at night [5].
In 1996, Camm demonstrated the heart rate variability (HRV) analysis was useful tool to study of
the autonomic nervous system (ANS) [6]. Traditionally, HRV can be measured by three domains:
time domain, frequency domain and nonlinear analysis. Frequency domain method which is analyzed
by studying the power spectral density is mainly composed of two components: the low frequency
band (LF) with the range from 0.04 Hz to 0.15 Hz; and the high frequency band (HF) with the
range from 0.15 Hz to 0.4 Hz [7]. The HF is an indicator for parasympathetic activity while the LF
evaluates sympathetic activity [8]. Furthermore, the LF/HF ratio serves as an index of sympathovagal
balance [9,10]. More recently, nonlinear measurement of HRV has been found to be more sensitive
in reflecting fluctuation of the complexity of ANS compared to other methods [11,12]. For example,
Haitham et al. reported that the normal subjects have significantly more complex HRV pattern than
the OSA subjects by using sample entropy [12].

Most of HRV studies are focused on the changes of features which reflect sympathetic and
parasympathetic activity of ANS [13–15]. Gong et al. [16] used 25 OSA patients and 27 normal
participants and found that the LF/HF and normalized LF (nuLF) were significantly associated with
the value of AHI. Gula et al. [9] and Park et al. [17] demonstrated that patients with more severe OSA
exhibited a higher LF/HF which represents the balance between the sympathetic and parasympathetic
systems. The experiment by Pan et al. [5] was performed on 10 mild OSA patients, 24 moderate
OSA patients, 45 severe OSA patients, and 10 normal participants. They found a reduction in sample
entropy (SampEn) with an increase in severity of OSA and multiscale entropy index into small scale
(MEIss) of normal subjects and mild OSA patients were significantly higher than that of moderate OSA
and severe OSA patients. However, few studies investigate the interaction between sympathetic and
parasympathetic activity [18–20]. There is no study that propose useful tool to evaluate interaction
between sympathetic and parasympathetic activity.

Mutual information (MI) and transfer entropy (TE) have been recognized as powerful tools to
detect causality between two variables [21,22]. MI quantifies the amount of information that can be
obtained about a random variable through another one [23]. TE quantifies the amount of information
transfer from one variable to the other [24]. Moreover, MI and TE have an advantage in calculation
because they are model-free approaches. Thus, they are sensitive to all types of dynamical interactions.
For example, Melia et al. used MI to quantify coupling between different zones of scalp and found
that coupling between occipital and frontal zones was stronger when sleep disorder breathing patients
with excessive daytime sleepiness [21]. Faes et al. used TE to study interaction of cardio-vascular (CV),
cardio-pulmonary (CP), and vascular-pulmonary (VP) and suggested that TE successfully described
CV, CP, and VP interaction [25]. Montalto et al. found a substantial increase of the TE from systolic
arterial pressure to inter-beat interval when moving from supine to upright [22]. In this context,
we intent to access the interaction between sympathetic and parasympathetic activity using MI and
TE, which could give an insight into sympathovagal modulation.

In this work, we aimed to explore the transferred information between the sympathetic and
parasympathetic systems by analyzing MI and TE from HRV. First, the significance of TE is validated
on simulations reproducing interaction between two time series. Then, frequency domain indices of
HRV were extracted to analyze the fluctuation of ANS. Next, RRI were divided to two parts: the low
frequency band of RRI and the high frequency band of RRI. Finally, MI and TE were extracted from
two parts of RRI to study the interaction between the sympathetic and parasympathetic systems.
To achieve this goal, the segments were categorized into three groups according to two conditions:
(1) whether the subject is OSA patient or not; (2) whether segment has apnea or not.
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2. Methods

2.1. Datasets

The open database of Physionet website used in the present study consisted of 35 electrocardiogram
(ECG) recording obtained from 35 subjects [12]. Their average age was 46 ± 10 years (mean ± standard
deviation) with body mass index (BMI) between 19.2 and 41.67 kg·m2. These ECG data were from complete
night polysomnography (PSG) recordings with a sampling rate of 100 Hz. The mean time of recording
is eight hours. Each ECG recording includes a set of apnea annotations (each minute labeled with apnea
or normal by sleep experts). The subjects of the Physionet database were classified into three classes
by sleep experts: Apnea (A), Borderline (B) and Control or Normal (C). Class A, B and C consisted of
20, 5 and 10 subjects, respectively. Class A contained at least 100 min of disordered respiration and all
recordings in this class had an AHI above 15 events per hour. Class B contained between 5 and 99 min
with disordered breathing and all recordings in this class had an AHI above 5 events per hour. Class C
contained fewer than 5 min with disordered breathing and all recordings in this class had an AHI less
than 5.

2.2. RR Intervals Preprocessing

In present study, we included 20 subjects from class A and 10 subjects from class C. The missing
recordings in the beginning and end of ECG were abandoned. Each ECG signal was divided in
1 min segment corresponding to label. There were a total of 13,993 min. Then, The RRI measure the
duration of heartbeat cycles, which are obtained by measuring the intervals between the successive
R peaks of ECG [1]. The R peaks were detected from the ECG signals using the algorithm proposed by
Pan and Tompkins [26]. An adaptive filter algorithm was used to filter RRI time series for replacing
and interpolating ventricular premature beats and artifacts [27,28].

A subject with the value of AHI > 5 is generally diagnosed as an OSA patient. 20 subjects from class
A were OSA patients, and 10 subjects from class C were healthy subjects. Due to label (apnea or normal)
of 1-min segments, the segments were categorized into three groups: N-N group, P-N group and P-OSA
group. N-N group contained all normal segments of 10 normal subjects; P-N group contained all
normal segments of 20 OSA patients; P-OSA group contained all apnea segments of 20 OSA patients.
The number of N-N group, P-N group and P-OSA group were 4367, 3374 and 6252, respectively.

In calculation of TE, the sample size of signal is generally around 200–600 points [22,24,25,29]. In order
to avoid the effect of length on features, the processed RRI were resample at 8.3 Hz (length = 500 points) by
using cubic interpolation. Firstly, Fast Fourier Transformation (FFT) was performed on RRI sequence
to estimate power spectral density. The length n of FFT was set as 512 points. Then, the LF components
(0.15–0.4 Hz) of RRI were obtained by multiplying by rectangular window. Finally, the time signals
without HF components (RRL) were obtain by using inverse Fast Fourier Transform (IFFT). The time
signals without LF components (RRH) were obtain by the same method.

2.3. Frequency Domain and Interaction Analysis of HRV

2.3.1. Frequency Domain Features

The power spectral density of HRV were estimated by using FFT. The very low frequency band
(VLF) with the range from 0.0033 Hz to 0.045 Hz. The power was calculated in VLF, LF and HF
range [30,31].

1. LF power in normalized units (nuLF) was calculated by the power in LF in proportion to total power
minus the power in VLF. The formula is as follows [32]:

nuLF = the power in LF/(total power−VLF)× 100 (1)
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2. HF power in normalized units (nuHF) was calculated by the power in HF in proportion to total
power minus the power in VLF. The formula is as follows [32]:

nuHF = the power in HF/(total power−VLF)× 100 (2)

3. LF/HF ratio was calculated by the power in LF in proportion to the power in HF. The formula is
as follows [32]:

LF/HF ratio = the power in LF/HF (3)

2.3.2. Interaction Features

The interaction features include mutual information (MI) and transfer entropy (TE).

1. MI was calculated to estimate the share information between parasympathetic and sympathetic
of the autonomic nervous system. The formula is as follows [33]:

For two X = {x(i), i = 1, . . . , N} and Y = {y(j), j = 1, . . . , N}, where N is the length of time series.

MI =
N

∑
i

N

∑
i

p(x(i), y(j)) log
p(x(i), y(j))

p(x(i))p(y(j))
(4)

Time series X and Y were replaced by time series RRL and RRH, respectively. Then, Equation (4)
can be expressed as follows

MI =
N

∑
i=1

N

∑
j=1

p(RRL(i), RRH(j)) log
p(RRL(i), RRH(j))

p(RRL(i))p(RRH(j))
(5)

where RRL is the time signal without HF components, and RRH is the time signal without LF
components. N is the length of the time signal, i and j are progressive counter. p(RRL(i), RRH(j))
is the join probability distribution of RRL and RRH. p(RRL(i)) and p(RRH(j)) are the marginal
probability distributions of RRL and RRH. If RRL and RRH are independent, then MI = 0. It is
noteworthy that MI is symmetric under the information transformed between RRL and RRH.
Therefore, it does not contain any directional information.

2. TE was calculated to quantify coupling strength and directional information between parasympathetic
and sympathetic of the autonomic nervous system. The formula is as follows [24]:

TERRH→RRL = ∑
RRL(i),RRL(i−1),RRH(i−1)

p(RRL(i), RRL(i− 1), RRH(i− 1)) log
p(RRL(i)/RRL(i− 1), RRH(i− 1))

p(RRL(i)/RRL(i− 1))
(6)

where p(RRL(i), RRL(i−1), RRH(i−1)) is the joint probabilities of RRL(i), RRI(i− 1) and RRH(i− 1).
The classic approach of fixed bins is used to estimate the probability in Equation (6), which is to allocate
data points to fixed, equally-spaced bins. The following step is to rearrange the time signal RRL
and RRH by ranging from smallest value to largest value of them, obtaining X = {x1, x2, · · · , xN}
and X = {x1, x2, · · · , xN}. Then, Equation (6) can be expressed as follows [24]:

TERRH→RRL = ∑
xi ,xi−1,yi−1

p(xi, xi−1, yi−1) log
p(xi, xi−1, yi−1)p(xi−1)

p(xi−1, yi−1)p(xi, xi−1)
(7)

Using fixed bins, Equation (7) can be expressed as follows:

TERRH→RRL =
Q

∑
a=1,b=1,c=1

ma,b,c

P
log

ma,b,cmb

ma,bmb,c
(8)

where Q is the unified number of bin. a, b and c represent the index of bins along the along the
xi, xi−1 and yi−1 respectively, P is the total number of triplets of xi, xi−1 and yi−1. ma,b,c, ma,b and
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mb,c are the number of data points in the intersection of the one-dimensional bins indexed by
their subscript, and the number of data points in bth bin in the xi−1 dimension denoted by mb.

2.4. Simulated Data

The significance of TE is tested by surrogate data. Two processes X and Y are constructed
according to the equations [22]:

xn = 1− βx2
n−1 + dun

yn = (1− C1)(1− βyn−1) + C1(1− βx2
n−1) + dun

(9)

where un is independent white noises with zero mean and variance σ2 = 1; the parameter design in
Equation (9) is chosen to simulate the rhythms of RRL and RRH. The oscillation of processes X and Y are set
to mimic the frequency band of RRL and RRH, respectively, fx ∈ [0.04, 0.15] Hz and fy ∈ [0.15, 0.4] Hz.
C1 is the coupling strength according to X is influencing Y; β = 1.8, d = 0.03. The stochastic processes X
is driver system, and Y is target system. The interaction between X and Y is defined by the Equation (9).

2.5. Statistical Analysis

To validate the results obtained from each of the previous analysis, a statistical study is conducted
to verify if significant differences are present among the different groups. The results are expressed
as mean ± standard deviation (SD), and all data are analyzed using the statistical software SPSS 14.0
(SPSS Inc., Chicago, IL, USA). We use a two tailed Sparman’s correlation analysis to explore the linear
relationship between the HRV indices and interaction indices. A p values less than 0.05 is considered
significant for all tests.

3. Results

3.1. Simulated Experiment

We generated 100 realizations of Equation (9), length of n = 512 points. From simulated data,
there was information transfer from processes X (driver system) to Y (target system), but there was
less information transfer from processes Y to X. For each realization, TE were computed according
to Equation (7), the lag time was set at 1, the number of bin was set at Q = 8. As shown in Figure 1,
average TE matrix was showed in color map to indicate the causality between processes X and Y.
The average TE of X→Y is much higher than the average TE of Y→X. It indicated that the TE detected
correctly the information transfer X→Y, and it was reasonable to set the parameters of TE in this study.
Moreover, Figure 2 shows how the both directional TE performed when lag time was varied from 1 to
10 in simulated experiment. With the increase of lag time, TE (X→Y) kept close to 0.63 and TE (X→Y)
kept close to 0.31. Moreover, there were extremely significant differences between TE (X→Y) and TE
(X→Y) (p < 0.001) with the increase of lag time (1 to 10). It indicated that the influence of lag time on
TE was tiny for RRI and the parameter of lag time = 1 was suitable for the simulated experiment.
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Figure 2. A plot of mean transfer entropy over 100 realizations of simulation with different lag time.
# represents statistically significant difference p < 0.001.

3.2. The Frequency Domain Features Analysis

The nuLF is an indicator for sympathetic activity, while the nuHF represents parasympathetic
activity. the ratio of LF/HF reflects the balance of global autonomic nervous system. Figure 3 shows
the results of post hoc analysis to nuLF, nuHF, and LF/HF ratio. Figure 3a shows the value of nuLF in
N-N, P-N, P-OSA groups. Results demonstrated that the value of nuLF was highest in P-OSA group,
and the value of nuLF was lowest in N-N group. Besides, the value of nuLF increased from N-N group
to P-N group and a further rise was seen in P-OSA group. Post hoc analysis indicated that the value of
nuLF was significantly higher in P-OSA group than in N-N group (p < 0.001) and P-N group (p < 0.001).
In addition, the value of nuLF was significant higher in P-N group than in N-N group (p < 0.01).
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Figure 3. Mean and standard error of nuLF, nuHF and LF/HF ratio in N-N, P-N and P-OSA group.
(a) nuLF of three groups. (b) nuHF of three groups. (c) The LF/HF ratio of three groups. nuLF: LF power in
normalized units, nuHF: HF power in normalized units, LF/HF ratio: the power in LF⁄HF. *, ** and ***
represent statistically significant difference p < 0.05, p < 0.01 and p < 0.001, respectively.

The mean and standard error of nuHF were showed in Figure 3b. The value of nuHF was lowest
in P-OSA group, and value of nuHF was highest in N-N group. The value of nuLF decreased from N-N
group to P-N group and a further reduction was seen in P-OSA group. Post hoc analysis demonstrated
that the value of nuHF was significantly lower in P-OSA group than in N-N group (p < 0.001) and P-N
group (p < 0.001). The value of nuHF was significant lower in P-N group than in N-N group (p < 0.01).

As shown in Figure 3c, there was an increase trend in LF/HF ratio. The value of LF/HF ratio was
highest in P-OSA group, and was lowest in N-N group. Besides, the value of LF/HF ratio increased
from N-N group to P-N group and a further rise was seen in P-OSA group. Post hoc analysis indicated
that the value of LF/HF ratio was significantly higher in P-OSA group than in N-N group (p < 0.001)
and P-N group (p < 0.05). The value of LF/HF ratio was significantly higher in P-N group than in N-N
group (p < 0.05). The results demonstrated that the balance between sympathetic and parasympathetic
was highest in P-OSA group and lowest in N-N.
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3.3. The Interaction Features Analysis

3.3.1. The Selection of Lag Time

Figure 4 shows the influence of lag time on mean transfer entropy of N-N group. With the
increase of lag time, TE (LF→HF) kept close to 0.37 and TE (HF→LF) kept close to 0.26. It indicated
that the influence of lag time on TE was tiny for HRV. Moreover, with the increase of lag time (1 to 60),
TE (LF→HF) were significantly larger than TE (HF→LF) (p < 0.001). Thus, the lag time = 1 was selected
for the rest of experiment.
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3.3.2. The Results of MI and TE

Mutual information was used to estimate coupling strength between sympathetic and
parasympathetic system. Transfer entropy was used to quantify coupling strength and direction
of information transfer between sympathetic and parasympathetic system. Figure 5 showed the
statistical analysis results of interaction features.

The mean values of MI in three groups were showed in Figure 5a. The value of MI was highest in
P-OSA group, lowest in P-N group. Post hoc analysis indicated that the value of MI was significantly
higher in P-OSA group than P-N group. However, there was no significant differences between N-N
group and P-N group. It showed that the coupling strength between sympathetic and parasympathetic
system in P-OSA group was larger than in P-N and N-N groups.

Figure 5b,c displays the mean value of transfer entropy from low frequency to high frequency
(TE (L→H)) and transfer entropy from high frequency to low frequency (TE (H→L)) in three groups,
respectively. As shown in Figure 5b, the value of TE (L→H) was highest in N-N group and was
lowest in P-OSA group. Post hoc analysis indicated the TE (L→H) was significant lower in P-OSA
group than in N-N group (p < 0.01), and in P-N group (p < 0.01). As showed in Figure 5c, the value of
TE (H→L) was highest in N-N group and was lowest in P-OSA group. Post hoc analysis indicated
the TE (H→L) was significant lower in P-OSA group than in N-N group (p < 0.001), and in P-N
group (p < 0.01). The value of TE (H→L) was larger in N-N group than in P-N group (p < 0.01).
In addition, Figure 5d demonstrated the differences of information transfer between high frequency to
low frequency. The value of TE (L→H) were significant larger than the value of TE (H→L) in three
groups (p < 0.001).
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Figure 5. The results of interaction feature in N-N, P-N and P-OSA group. (a) The mean value of MI
in three groups. (b) The mean value of TE (L→H) in three groups. (c) The mean value of TE (H→L)
in three groups. (d) The differences between TE (L→H) and TE (H→L) in three groups. MI: mutual
information; TE: transfer entropy; TE (L→H): transfer entropy from low frequency to high frequency;
TE (H→L): transfer entropy high from frequency to low frequency. ** and *** represents statistically
significant difference p < 0.01 and p < 0.001, respectively.

3.4. The Correlation Analysis between Interaction Features and LF/HF Ratio for Three Groups

Table 1 lists the correlation coefficients between and the MI, TE (L→H) and TE (H→L) with regard
to N-N group, P-N group and P-OSA group. As shown in Table 1, TE (L→H) was significantly and
negatively correlated with the LF/HF ratio (r = −0.154, p = 0.020). The TE (H→L) was significantly
and negatively correlated with LF/HF ratio in P-N group (r = −0.789, p = 0.000) and in P-OSA group
(r = −0.661, p = 0.002). The scatterplots showing the relationship between LF/HF ratio and interaction
features were shown in Figure 6. The results revealed that the LF/HF was significantly and negatively
correlated with the interaction features.

Table 1. The correlation between LF/HF ratio and interaction features.

Parameters
LF/HF Ratio
(N-N Group)

LF/HF Ratio
(P-N Group)

LF/HF Ratio
(P-OSA Group)

r p r p r p

MI −0.388 0.268 −0.248 0.293 −0.154 0.516
TE (L→H) −0.388 0.640 −0.248 0.095 −0.154 0.020 *
TE (H→L) 0.532 0.113 −0.789 0.000 *** −0.661 0.002 **

*, ** and *** represents statistically significant difference p < 0.05, p < 0.01 and p < 0.001.
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4. Discussion

The impairment of autonomic nervous system in OSA patients has attracted widespread attention.
In present study, the LF component and HF component of global HRV were separated. The MI and TE
were used to quantify the interaction between the LF component and HF component of global HRV in
a group of N-N, P-N and P-OSA segments. These interaction features showed promise as effective
parameters of sympathovagal modulation of AMS.

4.1. Comparison with Other Work

In frequency domain analysis, the finding of this study demonstrated an increase in nuLF among
N-N, P-N, and P-OSA group while a reduction in nuHF. An increase in LF/HF ratio among N-N, P-N,
and P-OSA group. It indicated that nuLF and LF/HF ratio were greater in OSA patients and nuHF
was lower in OSA patients. These results are consistent with findings of previous studies [5,16,17,34].
They found that the increased LF power and LF/HF ratio in OSA patients, and the greater the AHI
of OSA patient, the greater the LF/HF ratio [5,16,17,34]. The HF power is generally regarded as
a reflection of parasympathetic activity, and LF power is known to be associated with sympathetic
activity. Therefore, the LF/HF ratio can reflect the overall balance of parasympathetic activity and
sympathetic activity. The LF/HF ratio was found to have a better statistical significance for assessing
the change in sympathovagal balance in frequency analysis, because it is a normalized parameter with
eliminating individual difference in total power. Moreover, the fact that LF/HF ratio is greater in
P-OSA group compared to P-N group suggests a higher proportion of sympathetic activity when OSA
patients suffered from apneic event.

4.2. Analysis of Interaction Features

The decomposing independent frequency components of HRV (HF and LF components) have been
studying to demonstrate sympathetic and parasympathetic activity [35–37]. However, they neglected
a complex interaction between the independent frequency components of HRV. In this study, MI and
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TE were proposed to deal with this problem, because both of them were good indicators to quantify
the amount of shared information between two biomedical time series. Moreover, the feasibility of TE
detecting interaction was verified by employing surrogate data.

Figure 3a showed that MI was higher in P-OSA group compared to P-N group, which was
in agreement with LF/HF ratio. Furthermore, as shown in Figure 3b–d, the TE (L→H) and TH
(E→L) exhibited a significant reduction within an increase unstable states (N-N to P-N to P-OSA).
These findings suggested that the information interaction between sympathetic and parasympathetic
system was decreasing within an increase unstable states. In other words, although OSA patients
didn’t suffer from apnea event, OSA patients had autonomic function imbalance. This conclusion is
supported by other literatures. They found that the more serious OSA patient was, the more variability
the HRV decreased [5,15,17]. It is known that sympathetic system and parasympathetic system are
two antagonistic parts of ANS. The influence of two nervous systems on a given tissue are opposed,
which show enhancing the activity of given tissue while simultaneously inhibiting the activity of
given tissue to avoid too rapid function of the tissue. The presence of interaction between the two
nervous systems has been reported in many experimental studies [18–20]. As to experimental method,
the MI and TE shows promise as noninvasive and quantitative markers of interaction between the two
nervous system.

The practicability of TE to estimate interaction between the two nervous system was further
validated by using Spearman’s correlation analysis between the HRV frequency indices and TE on
both directions (TE (L→H) and TE (H→L)). The results showed that TE (L→H) and TE (H→L) were
negatively related to LF/HF ratio in OSA patient with apneic event or not and that TE (H→L) was
negatively related to LH power in healthy people. It tended to support the view that TE provides
an accurate measure of interaction between the two nervous system. TE can quantify the amount
of nonlinear interaction between two systems [22], so it is a more applicable as marker to measure
nonlinear interaction between the two nervous systems. Comparing with linear power spectral
analysis, it is a potential marker to provide new insight into the understanding of autonomic regulation
of physiological phenomena.

4.3. The Length of RRI Time Series

A signal of 5 or more min is long accepted for HRV analysis [38,39]. Nevertheless, de Chanzal
et al. considered 1-min epoch was particularly suited to the automated detection of apnea events,
because 1 min is probably quite close to the natural duration time of apnea event [40]. In present
study, the results of 1-min frequency features are in line with findings of 5 or more min in previous
studies [5,9,16,17]. It supports the view that the information representation of 1-min epoch is the same
as 5 or more-min epoch. The work by Gammoudi et al. [15] compared the 5-min epoch of RR-intervals
(RRI) during free-events to those with obstructive events and found that there were no significant
differences in LF/HF, LFnu and HFnu. The possible reason is that it is too long for 5-min epoch to
analyze the distinction between patients during normal breathing and obstructive events. Because
5-min epoch is mixture of disordered and normal respiration [40].

In addition, it is more significant that using 1-min epoch to automatically detect OSA patients
in clinical application. The difficult problem of automatically detecting OSA patients is to accurately
determine whether an obstructive event in 1 min or not. Many studies have been trying to improve the
accuracy of detection of 1-min apnea epoch, and thus improve the accuracy of automated detection
of OSA patients [41–44]. The classification accuracy of previous work is about 85%. Therefore, it is
important to provide more valuable information about 1-min epoch for better classification accuracy.

The present study has several limitations. First, we did not account for age and OSA severity
which also influence the function of ANS [45]. Second, the effect of different sleep stages was not taken
into account. At last, although we demonstrated negative correlation between LF/HF ratio and TE,
we did not study the relationship between the PSG diagnostic indices and MI or TE.
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5. Conclusions

This study aimed to investigate the interaction between sympathetic and parasympathetic activity
by HRV with the presence of OSA. The results of this study proposed that MI and TE are powerful
tools to detect the antagonistic relation between sympathetic system and parasympathetic system of
ANS. Moreover, sympathovagal modulation is more imbalance in OSA patients while suffering from
apnea event compared to free event.
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