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1 PAGE4 - Androgen Receptor -X Module:

Building up from our previous work in [1], we first got correct dimensions of time. The absolute levels of the players are not
known hence the levels are kept dimensionless. We also add another node “X” in the circuit to couple with AR.

Following are the equations for WT-PAGE4 (Py ), HIPK1-PAGE4 complex (Pys), CLK2-PAGE4 complex (Pg), CLK2 (C),
Androgen Receptor (AR), new node ”X” (X) :

Py(t)=gp, — H- sz)(?_a —vp, Pu(t)
PM(t) = H_Pupgtu)(t—i)—a — gHC(t)_P]\jZ(Vi)(?-b — ’}/PMP]y[(t)
Pu(t) = guC(t) 5o = ey Pa(t)

C(t) = goH (A(t — 7¢),C) = 1cC(t)

A(t) = gaHS (X (1), A)H® (Par(t —74), A) — 74 A(t)

X(t) = gx H¥(A(t), X)HS (X (t), X) —vx X (1)

The terms H(X(t), A) and H®(A(t), X) stand for the coupling terms of AR and X. The terms H*(Pys(t — 74), A) and

H3(A(t — 7¢), C) stand for the delay terms due to the intermediate terms. All parameters are taken from [1] except for the
parameters involving node ”X” which are estimated.

Table 1: Parameters for Paged-AR circuit

Parameter | Value Units
H 2.31 hour—1!
Production rates:

ga 4.62 hour=1
gpy 2.31 hour—1!
go 2.77 hour—!
gH 0.04 hour—!
gx 2.31 hour—1!
Degradation rates:

Yo 0.02 hour—!
YPar 0.004 hour—!
YPy 0.04 hour—!
YPy 0.016 hour—!
YA 0.020 hour—!
Tx 0.04 hour—!
Threshold constants:

a 5 dimensionless
b 20 dimensionless
POA 20 dimensionless
A0 65 dimensionless
X0 25 dimensionless




Hill Coefficient:

na 4 dimensionless
ng 4 dimensionless
nx 4 dimensionless
Delay constants:

TA 16.23 hour
TC 16.23 hour
Fold-change (regulation strength):
AMtoC 0.1 dimensionless
AMtoA 0.1 dimensionless
AXtoA 1 dimensionless
AtoX 1 dimensionless
AXtoX 1 dimensionless

2 PAGE4-AR-EMT Module:

To model EMT network,we first reduce the framework from [2] as done in [3].

with Zeb(Z). All other equations remain same. The parameters for EMT circuit are taken from [2] and [3].

Py(t)=gp, —H- sz)(i)ra —p, Pu(t)
Pua(t) = H ot = guClt) 5 = v, Pt
Pu(t) = ch@% —py Pu()

A(t) = gaHS (Z(t), A)HS (Pas(t — 74), A) — 74 A(t)
C(t) = gcH(A(t — 7¢),C) — vcC(t)
Z(t) = kpgz HS (A(t), Z)H5(Z(t), Z)HS (S(t), Z)Pl(p200(t), 6) — 72 Z(1)

MéOO(t) = guzooHS(S(t)v M2OO)HS<Z(t)7 /”'200) - ngS(Z(t), Z) : HS(S(t)’ Z)Py(MQOO(t)’ 6) - 7#200:“200“)

Table 2: Parameters for core-EMT circuit

Parameter | Value | Units
Translation rate:

kp ‘ 1.0 x 102 ‘ proteins per mRNA per hour
Degradation rate of mRNA:

km ‘ 5.0 x 10T ‘ per hour
Production rates:

Gpia00 2.1 x 10° molecules/hour
9z 11 molecules/hour
Degradation rate:

Yp200 5.0 x 1072 hour=1!
Yz 1.0 x 107! hour~1
Threshold constants:

S0pu200 1.8 x 10° molecules
S0Z 1.8 x 10° molecules
Z0p200 2.2 x 10° molecules
7207 2.2 x 10° molecules
A0Z 65 molecules
Z0A 2.5 x 10* molecules

Next, we replace X in the previous section



Hill Coefficient:

N Ztopso0 3 dimensionless
NStopsoo 2 dimensionless
NStoZ 2 dimensionless
NZto7 2 dimensionless
NZtoA 4 dimensionless
NAtoZ 4 dimensionless
Fold-change (regulation strength):

AZtopsoo 0.1 dimensionless
AStopsoo 0.1 dimensionless
AStoz 10 dimensionless
AZtoZ 7.5 dimensionless
AZtoA 0.1 dimensionless
AtoZ 0.1 dimensionless

Table 3: Parameters for translation, mRNA degradation and
micro-RNA degradation upon protein-micro-RNA binding

Parameter group Parameter Value | Units
Translation rate l; 1.0, 0.6, 0.3, 0.1, 0.05, 0.05, 0.05 h=1
mRNA degradation rate Ymi 0, 0.04, 0.2, 1.0, 1.0, 1.0, 1.0 h=!
micro-RNA degradation rate Vuui 0, 0.005, 0.05, 0.5, 0.5, 0.5, 0.5 h—!

3 PAGE4-EMT-NDJ:
For combining the N-D-J circuitry, we add ODE’s for Snail(S), microRNA-34(us4), Notch (N), Delta(D), Jagged (J) and
NICD(I) from [3]. All parameters are taken from [3].

5 o Pu(t)

Py(t) =gp, — H Pult) +a vp, Pu(t)
Pu(t) P (t)
) o) MY
Py +a OB 0+

Py (t) = gHC(t)m) —Ypy Pr (1)

C(t) = gc H5(A(t — 7¢),C) — 70 C(t)

PM(t) =H - 7PMPM(t)

g@

~— —

A(t) = gaHS(Z(t), A)HS (Par(t — 7a), A) — 74 A(t)
Z(t) = kpgz HS(A(t), Z)YH® (Z(t), Z)H® (S(t), Z) Pl(pa00(t), 6) — vz Z (1)

14300 (t() )= Gpunoo HE (S (), praoo) HE (Z(t), pa00) =gz H® (Z(t), Z)-H® (S(t), Z) Py(p200(t), 6)—g.s H® (1(t), prao0) Py (pa200 (1), 5) —
Voo H200(E

S(t) = kpgsHS(S(1), S)HS (I(t), S)HS (It, S)Pl(p3a(t), 2) — 755 (t)

1134 (t) = o HS(S(t), psa) H (Z(t), psa)—gs HS (S(t), S)YHS (1(t), S)H® (It, S) Py(psa(t), 2)—gn H (1(t), N) Py(usa(t), 2)—
gpH(I(t), D)Py(p3a(t),3) — Ypusutiza(t)

N(t) = kPgnHS(I(t), N)Pl(u34(t),2) — N(t)((keD(t) + ktDt)HS(I(t), D) + (keJ(t) + ktJt)H(I(t),J)) — v N(t)
D(t) = kPgpHS(I(t), D)PU(ps34(t), 3) — D(t)(keN (1) H(I(t), D) + ktNt) — ypD(t)

J(t) = kPgy HS(I(t), J)Pl(pa0o(t),5) — J()(keN () HS (I(t), J) + ktNt) — ypD (1)



I(t) = ktN(t)(DtHS(1(t), D) + JtHS(I(t), J)) — vr1(t)

Table 4: Parameters for EMT - NDJ circuit

Parameter | Value | Units
Production rates:

Gpisa 1.35 x 10 | molecules/hour
gs 9 x10! molecules/hour
gN 0.8 x10! molecules/hour
gp 7 x10! molecules/hour
g7 2 x10! molecules/hour
Degradation rates:

Visa 5.0 x 1072 hour—1!
Vs 1.25 x 107! hour—1!
YN 1.0 x 1071 hour—1
vr 5.0 x 1071 hour=1
YD 1.0 x 1071 hour~1
Vg 1.0 x 1071 hour—1
Threshold constants:

S04i34 3 x 10° molecules
S0S 2 x 10° molecules
Z 034 2.2 x 10° molecules
108 3 x 102 molecules
10 100 molecules
Hill Coefficient:

NStopuss 1 dimensionless
NStoS 1 dimensionless
Npugy 2 dimensionless
nr 2 dimensionless
ng 1 dimensionless
nN,np,NJy 2 dimensionless
Fold-change (regulation strength):

AStopzn 0.1 dimensionless
AStoS 0.1 dimensionless
AZtopsoo 0.2 dimensionless
AltoS 6.5 dimensionless
AltoN 7.0 dimensionless
AltoD 0.0 dimensionless
AltoJ 2.0 dimensionless
Cis-inhibition rate:

ke \ 1.0 x 10~% \ hour~1!
Trans-activation rate:

kt ‘ 1.0 x 107° ‘ hour—1
External Ligand and Notch Concentration:
Dt 0.1 molecules
Nt 0.1 molecules
Jt 0.1 molecules
External Signal on Snail:

It ‘ 0.0 ‘ molecules

4 Functions:

In our framework, we used following functions.

HS(A(t), B(t)) = H5(A, AOB, n AitoB) 1 (a5 )naton
’ - ’ s WAtoBs NAtoB) —
1—|—(ﬁ)nm03 14+ (ﬁ)nm(@



We discuss Shifted Hill function in detail in Materials and Methods in the main text.

The following functions appear in the EMT circuit which models effect of micro-RNA on gene expression. The formulation
is formulated in detail in Supplementary Information of [2] and has been extended in [3].

L(p,n)
P(y,n) = ———""—
This represents post-translational inhibition due to a micro-RNA species p (120007134 here). Here n represents the number
of binding sites of micro-RNA on the promoter region of the target species. k,, represents the degradation rate of mRNA.
Y (p,m)
P,(p,n)=—""1"7
y(M ) Ym(#a”) +km
represents the decrease in the levels of microRNA due to the degradation of the microRNA/mRNA complex.

Here, L(pu,n) = 31" LCI M (1)
Yo, (M) Tl) = Z?:O ’Ymtcanzn (:u)

n n!
o = il(n —1i)!
and
(L)’
M! = 1
1+ B

5 Phase plots for PAGE4 - AR -X Module:

The phase plot was divided into 50 x 50 cells. For each cell, at that parameter value, two trajectories were obtained, one
starting with AR high and X low and other with AR low and X high. We used Euler-Integration with time step dt=0.001hr
and for a total time of 10 weeks. After this, extrema of the second half of the trajectory were calculated, if the

dif ference of the extrema . :
sum of the extrema > 0.1; then oscillatory

. .p. dif fernce of steady state of trajectories . .
Otherwise, if: <=2 of steady state of trajeciories > 0.1; then bistable
Otherwise, it was considered monostable.

The phase plots were visualised using seaborn heatmap ([4]).

6 Dynamics Trajectories:

We first uniformly sample initial conditions from a specific range for each variable (say a random number between 0 and 300
for AR). Then we integrate the ODES’s using Euler-Method with time step dt=0.001 hr and total duration of 10 weeks. The
same process was repeated for 100 different trajectories for different initial conditions.

7 Phase plots for PAGE4-AR-EMT Module:

We first divided the phase space in 20 x 20 cells. Then for each cell, we calculated 100 trajectories, each starting with
different initial conditions. The time step was fixed at dt=0.1hr and the trajectory was calculated for 100 weeks. Next we
took the later half of the trajectory and calculated the amplitude (difference between the extrema) and the average value of
both miR-200 and AR.

For AR:

amplitude of AR

average of Ar > 0-2; then oscillatory

Otherwise, it was considered monostable.

Then we calculated average amplitude, accounting for only those cases out of total 100 cases where oscillations were
observed according to the aforementioned condition.
For miR-200:



average 200 > 15000; then Epithelial
15000 > average poo > 5000; then Epithelial Mesenchymal (Hybrid)
5000 > average pooo then Mesenchymal

Now we calculated the fraction of initial conditions which go into each of the state and if this fraction is more than 2%,
we consider that state to be present.

8 Sensitivity Analysis:

To perform the Sensitivity analysis, we first fix the value of Aaroc, AMrtoa, Adtoz, Aztoa and S. After this, we vary each of
the parameters (one at a time) by +10% and -10%. We calculate the extrema of the later half of the trajectory and also
calculate the time points at which these extrema occur. We thus calculate the variation in time period and amplitude of AR.
These variations are plotted in Figure S4.

9 Bifurcation Diagrams:

The bifurcation diagram for miR-200 in Figure 1B was made in MATLAB using the package MATCONT [5] and was
diagram is adapted from our previous study [2]. The bifurcation diagram for miR-200 in Figure 5B and Figure S4 were made
in Python2 using PyDsTool ([6]).Figure 5B was also adapted from our previous study [3].

10 Codes:

These codes were written in Python3 and only basic libraries like numpy ([7]), scipy ([8]) and pandas ([9]) were used . The tra-
jectories were visualised using matplotlib ([10]). All codes are available publicly on the GitHub page (https://github.com/Divyoj-
Singh/PAGE4-AR-EMT-NDJ).

References

[1] X. Lin, S. Roy, M. K. Jolly, F. Bocci, N. P. Schafer, M. Y. Tsai, Y. Chen, Y. He, A. Grishaev, K. Weninger, J. Orban,
P. Kulkarni, G. Rangarajan, H. Levine, and J. N. Onuchic, “PAGE4 and Conformational Switching: Insights from
Molecular Dynamics Simulations and Implications for Prostate Cancer,” Journal of Molecular Biology, vol. 430, no. 16,
pp. 2422-2438, 2018, 1sSN: 10898638. DOI: 10.1016/j.jmb.2018.05.011.

[2] M. Lu, M. K. Jolly, H. Levine, J. N. Onuchic, and E. Ben-Jacob, “MicroRNA-based regulation of epithelial-hybrid-
mesenchymal fate determination,” Proceedings of the National Academy of Sciences of the United States of America,
vol. 110, no. 45, pp. 18 144-18 149, 2013, 1SSN: 00278424. DOI: 10.1073/pnas.1318192110.

[3] M. Boareto, M. K. Jolly, A. Goldman, M. Pietil4, S. A. Mani, S. Sengupta, E. Ben-Jacob, H. Levine, and J. N. Onuchic,
“Notch-Jagged signalling can give rise to clusters of cells exhibiting a hybrid epithelial/mesenchymal phenotype,”
Journal of The Royal Society Interface, vol. 13, no. 118, 2016, 1SSN: 1742-5689. DOI: 10.1098/rsif .2015.1106.

[4] M. Waskom and the seaborn development team, Mwaskom/seaborn, version latest, Sep. 2020. DOI: 10.5281/zenodo.
592845. [Online]. Available: https://doi.org/10.5281/zenodo.592845.

[5] A. Dhooge, W. Govaerts, and Y. A. Kuznetsov, “MATCONT: A MATLAB package for numerical bifurcation analysis
of ODEs,” ACM Transactions on Mathematical Software, vol. 29, no. 2, pp. 141-164, 2003, 1SSN: 00983500. DOTI:
10.1145/779359.779362. [Online]. Available: https://dl.acm.org/doi/10.1145/779359.779362.

[6] G. J. Clewley RH, Sherwood WE, LaMar MD, PyDSTool, a software environment for dynamical systems modeling.
2007. [Online]. Available: http://pydstool.sourceforge.net.

[7] C. R. Harris, K. J. Millman, S. J. van der Walt, R. Gommers, P. Virtanen, D. Cournapeau, E. Wieser, J. Taylor,
S. Berg, N. J. Smith, R. Kern, M. Picus, S. Hoyer, M. H. van Kerkwijk, M. Brett, A. Haldane, J. F. del Rio, M.
Wiebe, P. Peterson, P. Gérard-Marchant, K. Sheppard, T. Reddy, W. Weckesser, H. Abbasi, C. Gohlke, and T. E.
Oliphant, “Array programming with NumPy,” Nature, vol. 585, no. 7825, pp. 357-362, 2020, 1ssN: 0028-0836. DOTI:
10.1038/s41586-020-2649-2. [Online|. Available: http://www.nature.com/articles/s41586-020-2649-2.



8]

[10]

P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cournapeau, E. Burovski, P. Peterson, W.
Weckesser, J. Bright, S. J. van der Walt, M. Brett, J. Wilson, K. J. Millman, N. Mayorov, A. R. J. Nelson, E. Jones,
R. Kern, E. Larson, C. J. Carey, 1. Polat, Y. Feng, E. W. Moore, J. VanderPlas, D. Laxalde, J. Perktold, R. Cimrman,
1. Henriksen, E. A. Quintero, C. R. Harris, A. M. Archibald, A. H. Ribeiro, F. Pedregosa, and P. van Mulbregt, “SciPy
1.0: fundamental algorithms for scientific computing in Python,” Nature Methods, vol. 17, no. 3, 2020, 1SSN: 1548-7091.
DOI: 10.1038/s41592-019-0686-2.

W. McKinney, “Data Structures for Statistical Computing in Python,” in Proceedings of the 9th Python in Science
Conference, SciPy, 2010, pp. 56-61. DOI: 10.25080/majora-92bf1922-00a.

J. D. Hunter, “Matplotlib: A 2D graphics environment,” Computing in Science and Engineering, vol. 9, no. 3, pp. 90-95,
2007, 1sSN: 15219615. por: 10.1109/MCSE. 2007 . 55.



