Article

Multiple Reflections for Classical Particles Moving under the
Influence of a Time-Dependent Potential Well

Flavio Heleno Graciano

check for
updates

Citation: Graciano , FH.; da Costa,
D.R.; Leonel, E.D.; de Oliveira, ].A.
Multiple Reflections for Classical
Particles Moving under the Influence
of a Time-Dependent Potential Well.
Entropy 2022, 24, 1427. https://
doi.org/10.3390/e24101427

Academic Editors: José A. Tenreiro
Machado, Carla M.A. Pinto, Julio
Rebelo and Helena Reis

Received: 6 July 2022
Accepted: 7 August 2022
Published: 7 October 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1721

, Diogo Ricardo da Costa >4, Edson D. Leonel ! and Juliano A. de Oliveira 5*

1 Departamento de Fisica, Universidade Estadual Paulista (UNESP), Instituto de Geociéncias e Ciéncias Exatas,

Campus de Rio Claro, Av. 24A, 1515, Sdo Paulo 13506-900, SP, Brazil
2 Instituto Federal do Sul de Minas Gerais (IFSULDEMINAS), Campus Pouso Alegre, Avenida Maria da
Conceigdo Santos n° 900, Bairro Parque Real, Pouso Alegre 37560-260, MG, Brazil
3 Departamento de Fisica, Universidade Federal do Paranad (UFPR), Curitiba 80060-000, PR, Brazil
4 Instituto de Matematica e Estatistica da Universidade de Sao Paulo (IME-USP), Rua do Matéo, 1010,
Sao Paulo 05508-090, SP, Brazil
Campus de Séo Jodo da Boa Vista, Universidade Estadual Paulista, Av. Profa. Isette Corréa Fontdo, 505,
Sao Paulo 13876-750, SP, Brazil
Correspondence: juliano.antonio@unesp.br

Abstract: We study the dynamics of classical particles confined in a time-dependent potential well.
The dynamics of each particle is described by a two-dimensional nonlinear discrete mapping for the
variables energy e, and phase ¢, of the periodic moving well. We obtain the phase space and show
that it contains periodic islands, chaotic sea, and invariant spanning curves. We find the elliptic and
hyperbolic fixed points and discuss a numerical method to obtain them. We study the dispersion
of the initial conditions after a single iteration. This study allows finding regions where multiple
reflections occur. Multiple reflections happen when a particle does not have enough energy to exit
the potential well and is trapped inside it, suffering several reflections until it has enough energy to
exit. We also show deformations in regions with multiple reflection, but the area remains constant
when we change the control parameter N¢. Finally, we show some structures that appear in the epe;
plane by using density plots.

Keywords: time-dependent potential well; dispersion of the initial conditions; multiple reflections

1. Introduction

In the area of chaos and dynamical systems [1], we have several models that deal with
multiple reflections. The Fermi—-Ulam model is one of these models [2—4]; it corresponds
to a classical particle with mass m, confined between two rigid walls, where one of them
stays at a fixed position while the other moves accordingly to a cosine function. In this
system, the particle can hit several times the moving wall before leaving the reflections
zone. Another example is the bouncer model [5], which is an alternative model to the
Fermi-Ulam model. Here, we consider a particle of mass m moving vertically under the
influence of a gravitational field g. In this movement, the particle collides with a horizontal
surface oscillating vertically in an interval that defines the reflections zone. When a particle
has more than one reflections with this oscillating surface before leaving the reflections
zone, we say that the particle has suffered multiple reflections.

We can also consider billiard systems [6], which describes the movement of a particle
inside a closed region, where this particle collides with the billiard boundary (which
can have circular, elliptical, or oval shapes) [7]. In these systems, we can also observe
the occurrence of multiple reflections, and it happens when we apply a time-dependent
perturbation in the boundaries [8-10].

Multiple reflections can also be observed when studying classical particles confined
within time-dependent potential well or barriers. The dynamics of these particles is an
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object of study for many researchers [11-16]. We can find applications in classical mechanics,
quantum mechanics and electromagnetism [17-19]. In Ref. [19], the authors show classical
particles interacting with one, two, or an infinite chain of squared potential wells, where
the bottoms oscillate periodically in time. The dynamics of these systems are described
by a two-dimensional mapping [20,21] that generates a phase space of mixed-type, e.g.,
containing chaotic sea, stability islands, and invariant spanning curves.

In these systems, it is possible to study the survival probability of an ensemble of
particles [16]. Through these studies, an outstanding result was obtained, showing that the
histograms of escaping particles are scaling invariant [22,23]. We consider that a particle
escaped if its energy is higher than a given value. These histograms grow fast until they
reach their maximum value and then decrease to zero for sufficiently long times. It is also
possible to obtain other scaling properties, for example, when studying the deviation of the
average energy [24]. Scaling exponents were also found: namely, acceleration, saturation,
and crossover exponents. After an appropriate rescaling of the axis, a collapse of all curves
in a single universal plot was possible [24], showing a scaling invariance. The authors in
Ref. [25] showed, for a time-dependent potential barrier, that there are some regions in the
phase space presenting multiple reflections. Inspired by this work, in this paper, we study
a potential well. We divide this system into two regions; in the first region, the bottom has
an oscillatory behavior. The second region has a constant potential energy.

In this paper, we intend to answer the following questions: What are the initial
conditions in the time-dependent potential well that lead to multiple reflections? Are there
preferred regions where these multiple reflections occur? We also show that the multiple
reflections are essential to understand the density plots in the epe; plane. Finally, we study
the histogram for the number of multiple reflections, which present a power-law behavior
as a function of i, which is the integer that satisfies the reflection condition. We will show
that these histograms are scaling invariant, e.g., they exhibit a universal behavior for any
combination of parameters.

Our work has the following organization: We present the model in Section 2, and we
describe, in detail, how to construct the mapping. After that, some results are drawn in
Section 3. Section 4 shows our final remarks.

2. The Model and Mapping

We consider a classical particle moving under the influence of a potential energy
V(x,t). Figure 1a considers a chain of infinity time-dependent potential wells, where the
bottoms are synchronously moving according to F(t) = V; cos(wt). According to Figure 1a,
we consider Vj as the height of the potential well. Observe that the particle can move
freely along the x-axis, and the dynamics leads to diffusion in space. We emphasize that
the different kinds of potential shapes lead to similar dynamics in energy and time plane.
One can also assume a single oscillating square well with periodic boundary conditions,
as shown in Figure 1b, with a and b giving the widths of the potential well. In this new
figure, we can imagine a particle moving from left to right. If this particle reaches the
dashed vertical line in the right, it is instantly moved to the left dashed line, and the particle
continues going from left to right, analogously to periodic boundary conditions. Note
that it is analogous to the case shown in Figure 1a. With this in mind, one can change the
boundary conditions shown in Figure 1b, where we can consider an infinite potential as
boundaries. As an example, we are going to admit a particle that travels from left to right.
If it reaches the infinite potential on the right-hand side, it experiences an elastic reflection,
that is: it starts to move in the opposite direction after the shock without losing energy,
changing its direction and traveling backward (from right to left) [19].
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Figure 1. (a) A sequence containing an infinite number of time-dependent potential wells, where
b is the distance between potential wells, a is the width of the moving wall, Vj is the depth of the
potential well, and the bottom of the moving well moves accordingly F(t) = V; cos(wt). (b) After
observing some symmetries, one can take a unique time-dependent potential well with an infinity
potential on both sides. In (c), we use another symmetry, where we split the potential well in the
middle. In (d), we have the time-dependent potential well obtained by a cut in the center of (c) where
we consider an infinite potential. This last time-dependent potential well is our object of study, which
is our object of study.

The potential well shown in Figure 1c presents an important symmetry. Observe that
we can split it into two halves, where one of these halves is shown in Figure 1d. We consider
an infinite potential in x = 0. The dynamics shown in Figure 1d is exactly the same as
shown in Figure la—c in energy and time plane. In this paper, we are going to consider
Figure 1d, where the potential energy of the particle is given by

oo, ifx <OQorx > (a+b)/2
Vix,t)={ F(t),if0<x<a/2 . 1)
Vo, ifa/2<x<(a+b)/2

a,b, w, V1 and Vj are control parameters. The most frequently potential well model studied
is the model of Figure 1c [12]. However, we will see later that using the model of Figure 1d
and fixing the Poincaré section on the position # make the results the same, but the fixed
points are symmetrical, facilitating our studies.

We consider a classical particle starting at x = (a + b) /2, with initial energy E,, > V}
and an initial time t = t,. Each time the particle reaches the position x = (a+b)/2,
we save the energy E and time ¢; then, this position will be our Poincaré section [26,27],
which is different from previous publications [25]. This change is necessary because some
observables in this paper are better observed when using this specific Poincaré section.
With all these observations in mind, we start by showing how to obtain the new mapping.

Assuming the particle starts at x = (a + ) /2, it travels to the left with initial velocity
vo = v/2Ko/m, where Ky = E,, — V; is the initial kinetic energy. We name At, = b/ (2vy) as
the time to travel the distance b/2 with velocity Vj.

The particle reaches the position x = a/2, where it suffers an abrupt change in the
potential energy after entering the moving well. Here, it is necessary to consider the
conservation of mechanical energy, which leads to

K, = E, — Vy cos|w(t, + Aty)], @
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which is the kinetic energy of the particle when entering the moving well. After that, the
particle travels the distance a/2 with constant velocity v, = v/2K,;/m (no forces are acting
in the system), reaches the infinity potential at x = 0 and goes to the right, traveling again a
distance a/2. The particle is back to the position x = a/2, with mechanical energy given by

E, = Ky + Vj cos|w(ty + Aty + Aty)]. 3)

where At, is the time taken for the particle to go from x = a/2 to x = 0 and back to x = a/2.
If the energy is not enough to trespass the potential energy Vp, i.e., E; < Vj, then the particle

is deflected and goes to the left. The particle stays trapped until its energy at x = a/2 is
higher than V), where it can be expressed by solving

E; = Ky + Vi cos[w(ty + Aty + iAtg)] > Vo, 4)

where i is the smallest integer number that satisfies this condition. Therefore, the particle
is trapped inside the moving well until it has enough energy to escape. Taking this into
account, we define the number of multiple reflections as

Neye =1 — 1. ®)

If i = 1 (or ng,e = 0), we do not have multiple reflections, i.e., the particle leaves the
reflections zone directly. If i = 2, the particle undergoes multiple reflections before escaping
the moving well. If i = 3, the particle undergoes two multiple reflections before escaping,
and so on.

When the particle has enough energy to trespass the potential energy Vj, we observe
an abrupt change in the kinetic energy. It happens because the potential energy is changed
to Vo (due to energy conservation). The new kinetic energy is given by K, = E; — Vj.
The particle travels again the distance b/2 but now going from left to right with constant
velocity v, = /2K, /m. The time to travel the distance is b/2 is At; = b/ (2v}).

Now that the particle traveled the distance b/2, it finally reaches the position x =
(a+b)/2, whichis our Poincaré section. One can conclude that the final energy is E, .1 = E,
and the final time is t, 1 = t, + Aty + iAt, + At}

We will consider a set of dimensionless variables. It is necessary to reduce the number
of variables and control parameters of the system. First, we consider ¢ = E/V};, which is
the dimensionless energy. ¢ = wt is the phase of the moving wall. The time to travel some
distance is changed to a phase variation by considering: Ap, = wAt,, AP, = wAt, and
finally A¢j = wAt;. The dimensionless control parameters are r = b/a, which changes the
width of the potential well, § = V;/Vj changes the height of the potential well, and finally

N, =52,/ % N corresponds to the number of oscillations the moving part completes

when a particle travels the distance a with energy E = Vj. Itis important to pay attention at
0 < 4 < 1, because if delta has a value greater than 1, we will no longer have the potential
well, as the oscillating part may have a potential greater than v,. We also can observe
that N, is directly proportional to the oscillation frequency of the well w and inversely
proportional to the square root of V. Therefore, increasing the value of N, has the same
effect of increasing the angular frequency w.
Thus, after considering this set of dimensionless variables, we obtain the follow-
ing map:
ent1 = en + 0[cos(Pn + Ady + iAPs) — cos(Pn + Ady)], (6)

where i is the smallest number that makes the expression e, 1 > 1 true. The final phase is

i1 = (Pn + Ay + iDPs + App) mod27. )
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The auxiliary variables are given by

7TN,.r
Ay = =, ®)
n
27tN,
Ap, = i )

Ven —dcos(pn + Agy)’

and
TN.r

M= T
€nt+1 — 1
These dimensionless variables represent, respectively, the time to travel the distance b/2,

time to travel distance 4, and time to travel the distance b/2 before returning to the
Poincaré section.

(10)

3. Results

Figure 2a shows the phase space ¢ vs. ¢. Observe that the phase in such a plot is
mod(277). As one can see, the phase space is of mixed-type, containing a set of periodic
islands, a large chaotic sea, and some invariant spanning curves limiting the size of the
chaotic sea.

3.5 4 4.5 5 5.5

Figure 2. (Color online) Phase space e vs. ¢, where in (a), we highlighted the fixed points (elliptic
and hyperbolic). In (b), the color represents the value of d(e, ¢), which is given by Equation (17).
(c,d) show colors as the value of o, which implicitly shows the dispersion of the phase ¢. (d) is
an enlargement in the black rectangle shown in (c). For all graphs, we considered the following
combination of control parameters: N = 3,7 = 1and § = 0.5.
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We can obtain the period-1 fixed points by considering ¢, 11 = ¢, = ¢* 4+ 27l and
en+1 = e, = e in Equations (6) and (7), where [ is an integer value and (¢*,e*) is the
position of the fixed point. When solving for e, 1 = e, = ¢*, we found out the expression

cos(¢p* + Ay + iAP,) = cos(P” + Agy). (11)

Equation (11) yields: (i) iA¢, = 27tk or (ii) iAp, = 27tk — 2(¢p* + A¢y,), where k is also an
integer number.

Considering case (i), and taking iA¢, = 27tk to Equation (7), it is possible to find an an-
alytical result, where the position (¢*,e*) of the period-1 fixed point can be obtained when

. N.r 2
=1 (1) (12)

¢* assumes two possible values

X 1| . A% TN
¢F = arccos{(s le - (k) 1 } T (13)
. 1. (NN 7Ner
¢* =2 — arccos{(s le <k> ] } — (14)

We use the following notation A(k, ) when talking about the period-1 fixed points obtained
analytically. As an example, in Figure 2a,b, we show the fixed point A(2,5), so the position
(¢*,e*) is obtained analytically through Equations (12) and (13). A*(k,I) is the fixed point
obtained through Equations (12) and (14), where Figure 2a shows A*(2,5) as an example.
Both A(2,5) and A*(2,5) are hyperbolic fixed points.

Let us now discuss the case (ii). When we take iAp, = 27k — 2(¢* + A¢y) to
Equation (7), we obtain the following expression:

or

—_

" TN, 2 B
e — 5COS[7T(k — l) + Agbb} — <7Tl—A(l)b> = O, (15)
which needs to be solved numerically to find e*. The phase ¢* is then obtained by the

following expression
¢* =mn(k—1). (16)

We use N (k, ) to represent the period-1 fixed points obtained numerically through Equa-
tions (15) and (16). Figure 2a shows the result for the numerical fixed points. As one can
see, there exists a clear sequence of fixed points arising. For example, on the left of the
figure, we have N(3,3), N(4,4) and N(5,5) following a sequence where the values of k
and [ are both increased by one unit each. In the middle of the figure, we observe another
sequence, where the fixed points N(4,3), N(5,4), N(6,5) and N(7,6) arise. It is nice to
observe that N(4,3) and N (4, 4) are stable fixed points (elliptic), which are inside periodic
islands, while N(3,3), N(5,5), N(5,4), N(6,5), N(7,6), A(2,5) and A*(2,5) are unstable
fixed points (hyperbolic).

3.1. Observable d(e, ¢)

Now, we show an observable named d(e, ¢). Observe that unstable fixed points, as
shown in Figure 2a, cannot be observed when looking directly at the phase space, and we
can only highlight them by solving the periodicity condition. This observable d(e, ¢) can
show both stable and unstable fixed points, where we define it as

d(e,0) =\ (@us1 — d0) + (e — en)’s 17)
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where ¢, 11 is mod(27). The result is plotted in Figure 2b, where in order to construct
this figure, we considered a grid of 1000 by 1000 different values for the initial conditions
¢n € (0,27) (horizontal axis) and e, € (1,6) (vertical axis). So, we iterate the map once and
use a color palette that represents the value of d(e, ¢). One important result found appears
when the color tends to black (d — 0), where in such cases, we have the position of a fixed
point. Thus, it highlights both elliptical and hyperbolic ones. The fixed points found by
cases (i) and (ii) confirm that this observation is true, so using d(e, ¢) is the fastest way to
observe fixed points without the necessity of solving equations.

If our aim is to highlight period-2 fixed points; the only necessary change is to consider
¢n+2 and ey, instead of ¢, 11 and e, in Equation (17). It is unnecessary to go further
and study higher-order periodic fixed points because we have another information arising
in Figure 2b. As one can see, there exist abrupt changes of color, for example, near the fixed
point N(3,3), where the color tends to be red /black, but going a little above, we see that
the color tends to be green. There are several curves such as that presenting a complex
behavior. Our goal is to understand what happens near them.

3.2. Observable o

We define another observable, named as ¢, which measures how the phase ¢ spreads
along this axis. We define this observable as

Pni1
o= (18)
where o € R. It is important to emphasize that the function mod is not applied in the
phase ¢, so ¢,,+1 can assume greater values than 2. If o € (0,1), we can interpret that
$n+1 € (0,2m). For o € (1,2), we know that ¢, 1 € (277,47), and so on. We then showed
the result in Figure 2c. The way to construct this figure is like the one shown in Figure 2b,
but now, the color represents the value of . As shown in the color palette presented on
the right side of the figure, for o € [2,3), we use the black color, while for ¢ € [3,4), we
use the red color and so on. If o € [16, ), we use the dark-gray color. The white regions
havei > 1, i.e., these are regions with multiples reflections, which at first moment will be
disregarded.
As one can see in Figure 2¢, there exists a clear line separating the black (¢ € (2,3))
from the red regions (¢ € (3,4)). To obtain this line, we need to isolate ¢, 1 in Equation (18)
and bring this to Equation (7). As a result, we find a transcendental equation

F(0) = ¢p — 2710 + Ay + iDpa + A}, (19)

that needs to be solved numerically for F(o) = 0 to find the values of (¢;,e,) that are
solutions. The results obtained are plotted as dashed curves in Figure 2c,d. As one can
see, curve F(3) is the one that separates the red and black regions. F(4) separates the red
[c € (3,4)] and green [0 € (4,5)] regions, and so on, following a logical sequence tending
to infinite.

Figure 2d shows an enlargement in the black rectangle of Figure 2c. Here, we show
with more details that a sequence of curves F(6), F(7), F(8),- -+ ,F(c0) is observed. It is
possible to show that every time that ¢ — oo or F(c0) — oo, we have the boundary that
separates regions with and without multiple reflections. As an example, the white-colored
regions in Figure 2c,d are regions with multiple reflections (i.e., i > 1). We find this border
by finding the curve F(c0).

Considering o — co and bringing this to Equation (7), one can conclude that A¢, — o,
Apy — o0 or Ag; — oco. In the first option, Ag, — oo is meaningless because according to
Equation (8), for that, it is necessary that e, — 1 and so the particle would never escape
the well. The second option, A¢, — oo given by the Equation (9) is also not viable for the
same reason and furthermore, it is mathematically impossible for the denominator of this
equation to be zero, since we have a, > 1 and we have already seen that it is necessary to
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have 0 < 4 < 1. So, we only have to use the third option, Agj — oo, which is the only one
of the three options that makes physical and mathematical sense. As we already know, A¢;,
is given by Equation (10), so A¢j — oo has as a possible solution e; — 1. The idea is to
solve this equation, which can be done by finding the root of G(i) = 0, which is given by

G(i) = eg — 1+ 6[cos(¢pg + Ay + iAp,) — cos(do + Ady)]. (20)

An important result appears when we find the solution of G(1) = 0, which is the same
curve F(co) in Figure 2d. Therefore, we finally have the border that separates regions
containing multiple reflections.

3.3. Multiple Reflections

In this section, we show details in the multiple reflections regions. Figure 3a shows
the phase space for N, = 0.1, » = 1 and 6 = 0.5. The phase space shows a large chaotic sea,

with some periodic islands and invariant spanning curves.

G(1)
0.4
0.2
0
-0.2
0.4

i

(d;ﬂfz 04 06 0;8 1 12 14 16
Figure 3. (Color online) In (a) phase space e vs. ¢. We used the following set of control parameters:
(Ne;7;6) = (0.1;1;0.5). In (b), we highlight as colors the value of G(1). When G(1) = 0, we find
the border that separates regions with multiple reflections (i > 1) from the region without multiple
reflections (i = 1). In (c,d), the colors represent the value of i when i > 1, e.g., we highlight regions
with multiple reflections.

To highlight the regions containing multiple reflections (i > 1), one can start by
looking at Figure 3b. In this plot, we considered a grid of 1000 by 1000 different values of
¢o € (0,27) and ¢y € (1,1.5), and for each combination of initial conditions, we calculated
G(1) through Equation (20). We used a continuous color pallete, from red to yellow
(negative values) and green to blue (positive values). Negative values of G(1) characterize
regions with multiple reflections (i > 1), while positive values mark regions without
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multiple reflections (i = 1). As said before, the border that marks regions with and without
multiple reflections is obtained by solving G(1) = 0.

Now that we know the location of the regions with multiple reflections (i > 1), one
can build Figure 3¢, where again a grid of 1000 by 1000 different values of ¢y and ey is
considered, but the color represents the value of i. As one can see, there exists a logical
sequence of i starting from i = 2 (black), i = 3 (red) and tending to infinity in the cyan
region (i > 7).

Figure 3d shows an enlargement of Figure 3c. Here, we show more details about
how to obtain the border that separates regions with different values of i. The border that
separates i = 2 from i = 3 is obtained by solving G(2) = 0 (see Equation (20)). The other
separations were also obtained by solving G(3) = 0, G(4) = 0, G(5) = 0, G(6) = 0 and
SO On.

As a comparison, Figure 4a—f shows e vs. ¢, and the color is the value of G(1). Our
goal is to highlight regions with multiple reflections (i > 1) for different values of N;. The
value of N, is equal to (a) 0.2, (b) 0.5, (c) 1, (d) 5, (e) 10 and (f) 50. We kept constant the
value of the other control parameters by setting r = 1 and 6 = 0.5. As one can see, if we
increase the value of N, it will considerably change the complexity of the curves. We can
see that regions with multiple reflections are stretching along the phase space, but for all
situations, the regions with i > 1 are limited to energies below 2.4. Figure 2a shows us that
the chaotic sea can be observed for e < 6, and when we increase the value of N, this energy
grows quick.

Figure 4. (Color online) Phase space e vs. ¢ for different values of N.. We use (a) N. = 0.2,
(b) No. =05, (c) N. =1,(d) N. =5, (e) N = 10 and (f) N. = 50. In all simulations, the fol-
lowing set of control parameters was used (7;9) = (1;0.5).

3.4. Histogram for Multiple Reflections

Here, we will study the area occupied by the regions with i > 1. To do this, we started
by considering the following simulation: we take a grid containing M by M different values
of ¢pp € (0,27) and eg € (1,2.5), and for each combination of (¢, ep), we check the value
of i after one iteration. After that, we accumulate it in a histogram H. So, the histogram
counts the number of initial conditions that started in a i > 1 region. It is an indirect way to
measure the area occupied by 7, i.e., the greater the value of H, the greater the area.
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Figure 5a shows the result obtained when considering different values grid-size M.
As one can see, when increasing M, the curves of H go to the right. If we apply a re-scale in
the vertical axis, i.e., H — H/M?, we see that all curves have a universal behavior, with
a slope (for a power-law fit) near —3. With this result, we prove a scaling invariance of
the plot of H vs. i; i.e., we can take any value of M, and the behavior is described by the
same curve.

. -1 . 4 -1 4
M=10* —— | 10 M=10* —— 7 10 No=100 ——
100\ M=10" | LN M =100 L Ne=10' |
M =10° WM =10° 4 N, = 102

Best fit 1107 ) 1 1073 8 N, =10° .

106 | | | ]
104 i = *
X 1107 k '
oy
10° 7 e | . ]
1 1079 i\%ﬁ i
10° 10! ‘ 10 10" 102 10° 100 100 102 108
(a) i (b) i (c) i

Figure 5. (Color online) Histogram H as function of i for different values of M in (a). After a suitable
rescale in the vertical axis (H — H/ Mz) , all curves present a universal behavior, showing a scaling
invariance in (b). In (c), we show that changing the value of N. does not affect the position of the
curves. For these simulations, we fixed the other control paramters, i.e., r = 1and 6 = 0.5.

Now, we considered M = 10°, and we changed the value of N, considering it equal
to 10°, 101, 102, and 103. As one can see, independently of the value of N, all curves stay
at the same position, so, as we said before, we can argue that the area of the regions with
multiple reflections is constant for any N taken. These regions i stretch and shrink in
several directions, as shown in Figure 4a—f, but the area seems to be constant.

3.5. Density Plots in the egey Plane

In the last part of the paper, we show some interesting structures that appear in the
epe1 plane. Again, a grid of M by M different values of ¢y € (2,77) and ¢y € (1,5) is
taken, and for each combination of (¢, ¢9), we find the corresponding value of e;. Observe
that M = 10* for all next results. Now, we can plot eg vs. eg directly, but this result does
not reveal much information. It is better to consider a density plot, which is completed
as follows: we count the number of trajectories (points) that visited boxes in a grid of
1000 x 1000 equally spaced intervals in the ejey plane. We define the quantity ¢ as the
logarithm of the number of trajectories that visit a given box X:

¢ =log(X). (21)

The log function is used to suppress regions with huge counts. Figure 6a-d show us
the results for different values of N, and constant values of (r,6) = (1,0.5). In (a), we
considered N, = 3, in (b) N; = 5, in (c) N, = 10 and in (d) N, = 50. We see a very
complicated behavior, and more details need to be extracted.

In our simulations, we noticed that when we changed the value of the control pa-
rameter ¢, the width of the structure found in the plane epe; changed depending on this
parameter; that is, when we increased or decreased the value of J, the width of the structure
also increased or decreased, as we can see in Figure 7, where we plot this structure for
0=02,0=04,0=0.7and § = 1, keeping the values of N, = 5 and r = 1 constant. We
then decided to investigate the existence of a mathematical relationship between ¢ and the
width of such a structure. To do this, first, we draw the line ¢; = ¢j, through which we
can see that the structure is symmetric with respect to this line. Next, we draw parallel
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lines with the line e; = ¢p, tangent to the structures at their outermost points, and carefully
analyze the values where the parallel lines cut the coordinate axes of the plane eye;. We
note that this point is always given by 1 + 24, which means that the distance from the point
(eg,e1) = (1,1) to the intersection point of lines parallel to e; = ¢y is always 24 on both
axes, as shown in Figure 8, which is an enlargement of Figure 7c, where we call the line
e1 = ¢g from rp and from r; and r3 the lines parallel to r, that are tangent the structures. In
this figure, we draw a line segment of size [, joining the intersection points of the parallel
lines with e; = ¢y with the coordinate axes. Note that the length of / will have exactly the
same measurement as the maximum width of the structure, as shown by the straight line
under the line r4. Thus, in the isosceles right triangle that was formed, we can apply the
Pythagorean Theorem and conclude that

1 =26V2. (22)

The mathematical explanation for this relationship is given by the Equation (6). We
can note that in this equation, the greatest value that cos(¢, + A¢, + iA¢,;) mode assumes
is 1 and the greatest value that — cos(¢, + A¢,) can assume that it is also 1. When this
happens, we have that Aey,;y, which is the greatest distance between two consecutive
values of energy is given by

ANepax = €11 — ey = 20, (23)

where Aej;qx, which is exactly the distance from the point (1,1) to the points where the lines
tangent to the structures cut the axes eg and ey of the plane ege;.

Let us focus on Figure 6a. We will consider an enlargement in the region ey € (1,1.4)
and e; € (1,1.4), where the result is plotted in Figure 9a. We see several structures,
which, apparently, does not present a pattern. It differs from the results obtained for a
time-dependent potential barrier in a previous work [25]. In that work, it was possible to
show the structures had an auto-similar pattern, but here, the structures are more complex.
Basically, the structures shown in Figure 9a are structures with different values of i. For
example, Figure 9b shows only structures with i = 1 (without multiple reflections).

ot

Figure 6. (Color online) Density plots ege; where the colors show the value of ¢ given by Equation (21).
In (a—d), different values of N, are taken. We used (a) N, = 3, (b) N, = 5, (¢) N, = 10 and (d) N, = 50.
The other control parameters were fixed as ¥ = 1 and § = 0.5.
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Figure 7. Density plots ege; where the colors show the value of ¢ given by Equation (21). In (a—d),
different values of é are taken. We used (a) 6 = 0.2, (b) § = 0.4, (c) 6 = 0.7 and (d) 6 = 1. The other
control parameters were fixed as ¥ = 1 and N, = 0.5.

Figure 8. Density plots epe; where the colors show the value of ¢ given by Equation (21). We used
r=1,N.=05and s =0.7.
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Figure 9. (Color online) Density plots, where in the horizontal and vertical axis, we have ey € (1,1.4)
and e; € (1,1.4), respectively. In (a), we show the complete scenario, where all values of i are shown.
Item (b) highlights only structures withi = 1,in (¢) i = 2,in (d) i = 3, in (e) i = 4 and finally in
(f)i=5.

Figure 9c shows the structures with i = 2. As one can see, a single structure appeared.
Figure 9d shows the structures with i = 3, where two structures appear. It is interesting
to observe Figure 9e which presents i = 4. The second structure observed in the right
portion of the plot seems to be incomplete. These incomplete structures can also be seen
in Figure 9f, which highlights only one structure with i = 5. The five structures observed
are incomplete.

When increasing the value of i, we will check an increased number of structures,
which contribute to the last scenario shown in Figure 9a. It is important to mention
that similar structures appear, for example, in the Fermi—Ulam model [28], in concave
billiards [29,30] and in the time-dependent potential barrier [25], but more studies are
necessary to understand completely the mechanism that produces these structures.

4. Conclusions

Summarizing, we studied the dynamics of a classical particle confined to move in a
time-dependent potential well. The bottom of the well is allowed to oscillate in time. Three
parameters control the dynamics of the particle, which is made via a two-dimensional,
nonlinear and area preserving mapping written in terms of energy and phase. Since there
is no gradient of the potential, a particle moves with a constant velocity inside of the
potential changing the velocity only when it departs from region a to region b or vice
versa. The phase space, which gives the specification of all possible states for the dynamics,
is of mixed form exhibiting then large chaotic seas, islands of periodicity, and a set of
invariant spanning curves, limiting the chaotic diffusion. The expression of the period one
fixed points are obtained analytically, while larger periods are obtained numerically. The
multiple reflections, which denote a rare event for the dynamics along the phase space, are
investigated from the density of points ¢ inside of the reflection zone. It is shown in a color
plate with a degrade of colors showing differences of intensity, hence proving different
concentrations. In fairness, there is a set of continuous curves separating regions where
multiple reflections are observed in energy vs. energy plane.



Entropy 2022, 24, 1427 14 of 15

Author Contributions: Investigation, FH.G., D.R.d.C., ED.L. and ]J.A.d.O.; Methodology, FH.G.,
D.R.d.C., ED.L. and J.A.d.O.; Writing—original draft, FH.G., D.R.d.C., E.D.L. and J.A.d.O.; Writing—
review & editing, FH.G., D.R.d.C.,, ED.L. and J.A.d.O. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was funded by Sdo Paulo Research Foundation, grant number FAPESP
(2020/02415-7, 2018/14685-9, 2021 /09519-5, 2019/14038-6, 2017 /14414-2, 2012 /23688-5, 2008 / 57528-
9, 2005/56253-8); National Council for Scientific and Technological Development, grant number
CNPq(309649/2021-8, 303242 /2018-3, 421254 /2016-5, 311105 /2015-7,301318 /2019-0, 303707 /2015-1,
162944 /2020-9); Coordination for the Improvement of Higher Level Personnel, grant number 001.

Acknowledgments: FHG acknowledges IFSULDEMINAS—Campus Pouso Alegre. This study was
financed in part by the Coordenacgdo de Aperfeicoamento de Pessoal de Nivel Superior—Brasil
(CAPES)—Finance Code 001. The authors thank Adriana Falqueto for the careful reading of the
manuscript to make the orthography used in the results presentation better. This research was
supported by resources supplied by the Center for Scientific Computing (NCC/GridUNESP) of the
Sao Paulo State University (UNESP).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Devaney, R.L. A First Course in Chaotic Dynamical System; CRC Press: Boca Raton, FL, USA, 1991.

2. Fermi, E. On the Origin of the Cosmic Radiation. Phys. Rev. 1949, 75, 1169. [CrossRef]

3. Ladeira, D.G.; Da Silva, J.k.L. Time-dependent properties of a simplified Fermi-Ulam accelerator model. Phys. Rev. E 2006, 73,
026201. [CrossRef] [PubMed]

4. Ulam, S.M. On Some Statistical Properties of Dynamical Systems; California University Press: Berkeley, CA, USA, 1961; Volume 3,
p. 315.

5. Lichtenberg, A.].; Lieberman, M.A.; Cohen, R.H. Fermi acceleration revisited. Phys. Nonlinear Phenom. 1980, 1, 291-305. [CrossRef]

6.  Bunimovich, L.A. On the ergodic properties of nowhere dispersing billiards. Commun. Math. Phys. 1979, 65, 295-312. [CrossRef]

7. Da Costa, D.R.; Dettmann, C.P.; De Oliveira, ].A.; Leonel, E.D. Dynamics of classical particles in oval or elliptic billiards with a
dispersing mechanism. Chaos 2015, 25, 033109. [CrossRef] [PubMed]

8.  Kaoiller, J.; Markarian, J.R.; Carvalho, S.P.; Kamphorst, S.O. Static and time-dependent perturbations of the classical elliptical
billiard. . Stat. Phys. 1996, 83, 127. [CrossRef]

9.  Akinshin, L.G.; Loskutov, A. Dynamical properties of some two-dimensional billiards with perturbed boundaries. Phys. Ideas
Russ. 1997, 2, 67-86.

10. Loskutov, A.; Ryabov, A. Particle Dynamics in Time-Dependent Stadium-Like Billiards. . Stat. Phys. 2002, 108, 995-1014.
[CrossRef]

11. Luna-Acosta, G.A. Hydrogenic impurities in superlattices with parabolic quantum well potentials. Solid State Commun. 1985, 55,
5-8. [CrossRef]

12.  Leonel, E.D.; Kuwana, C.M.; Yoshida, M.; De Oliveira, ].A. Chaotic diffusion for particles moving in a time dependent potential
well. Phys. Lett. A 2020, 28, 126737. [CrossRef]

13. Hirschfelder, ].O.; Tang, K.T. Quantum mechanical streamlines. IV. Collision of two spheres with square potential wells or barriers.
J. Chem. Phys. 1976, 65, 470-486. [CrossRef]

14. Otto, R,; Ma, J.; Ray, AW.; Daluz, ].S.; Li, J.; Guo, H.; Continetti, R.E. Imaging Dynamics on the F + Ho — HF + OH Potential
Energy Surfaces from Wells to Barriers. Science 2014, 343, 369-399. [CrossRef]

15. Pal, B.; Dutta, D.; Poria, S. Complex dynamics of a particle in an oscillating potential field. Pramana 2017, 89, 1-14. [CrossRef]

16. Da Costa, D.R.; Dettmann, C.P.; Leonel, E.D. Escape of particles in a time-dependent potential well. Phys. Rev. E 2011, 83, 066211.
[CrossRef]

17.  Sulyok, G.; Durstberger-Rennhofer, K.; Summhammer, J. Photon exchange and entanglement formation during transmission
through a rectangular quantum barrier. Phys. Lett. A 2015, 379, 1699-1704. [CrossRef]

18.  Koch, ER.N,; Lenz, F; Petri, C.; Diakonos, FX.; Schmelcher, P. Dynamical trapping and chaotic scattering of the harmonically
driven barrier. Phys. Rev. E 2008, 78, 056204.

19. Luna-Acosta, G.A.; Orellana-Rivadeneyra, G.; Mendoza-Galvan, A.; Jung, C. Chaotic classical scattering and dynamics in
oscillating 1-D potential wells. Chaos Solitons Fractals 2001, 12, 349-363. [CrossRef]

20. Lichtenberg, A.]J.; Lieberman, M.A. Regular and Chaotic Dynamics; Springer Science: Berlin/Heidelberg, Germany, 1991.

21. Manchein, C.; Da Silva, R.M.; Beims, M.W. Proliferation of stability in phase and parameter spaces of nonlinear systems. Chaos
2017, 27,081101. [CrossRef]

22. Sornette, D. Discrete scale invariance and complex dimensions. Phys. Rep. 1998, 297, 239-270. [CrossRef]

23. Krug, J. Origins of scale invariance in growth processes. Adv. Phys. 1997, 46, 139-282. [CrossRef]


http://doi.org/10.1103/PhysRev.75.1169
http://dx.doi.org/10.1103/PhysRevE.73.026201
http://www.ncbi.nlm.nih.gov/pubmed/16605423
http://dx.doi.org/10.1016/0167-2789(80)90027-5
http://dx.doi.org/10.1007/BF01197884
http://dx.doi.org/10.1063/1.4915474
http://www.ncbi.nlm.nih.gov/pubmed/25833431
http://dx.doi.org/10.1007/BF02183642
http://dx.doi.org/10.1023/A:1019735313330
http://dx.doi.org/10.1016/0038-1098(85)91093-2
http://dx.doi.org/10.1016/j.physleta.2020.126737
http://dx.doi.org/10.1063/1.432790
http://dx.doi.org/10.1126/science.1247424
http://dx.doi.org/10.1007/s12043-017-1428-6
http://dx.doi.org/10.1103/PhysRevE.83.066211
http://dx.doi.org/10.1016/j.physleta.2015.05.010
http://dx.doi.org/10.1016/S0960-0779(99)00184-8
http://dx.doi.org/10.1063/1.4994329
http://dx.doi.org/10.1016/S0370-1573(97)00076-8
http://dx.doi.org/10.1080/00018739700101498

Entropy 2022, 24, 1427 15 of 15

24.

25.

26.

27.
28.

29.

30.

Da Costa, D.R;; Silva, M.R.; De Oliveira, ].A.; Leonel, E.D. Scaling dynamics for a particle in a time-dependent potential well.
Phys. A 2012, 391, 3607-3615. [CrossRef]

Da Costa, D.R.; Méndez-Bermudez, J.A.; Leonel, E.D. Scaling and self-similarity for the dynamics of a particle confined to an
asymmetric time-dependent potential well. Phys. Rev. E 2019, 99, 0122012. [CrossRef] [PubMed]

Moon, EC.; Holmes, W.T. Double Poincaré sections of a quasi-periodically forced, chaotic attractor. Phys. Lett. A 1985, 111,
157-160. [CrossRef]

Crespi, B.; Perez, G.; Chang, S.J. Quantum Poincaré sections for two-dimensional billiards. Phys. Rev. E 1993, 47, 986. [CrossRef]
Da Costa, D.R; Silva, M.R.; Leonel, E.D.; Méndez-Bermudez, J.A. Statistical description of multiple collisions in the Fermi-Ulam
model. Phys. Lett. A 2019, 383, 3080-3087. [CrossRef]

Mendez-Bermudez, ].A.; Luna-Acosta, G.A.; Seba, P.; Pichugin, K.N. Understanding quantum scattering properties in terms of
purely classical dynamics: Two-dimensional open chaotic billiards. Phys. Rev. E 2002, 66, 046207. [CrossRef]

Félix, S.; Pagneux, V. Ray-wave correspondence in bent waveguides. Wave Motion 2005, 41, 339-355. [CrossRef]


http://dx.doi.org/10.1016/j.physa.2012.02.011
http://dx.doi.org/10.1103/PhysRevE.99.012202
http://www.ncbi.nlm.nih.gov/pubmed/30780348
http://dx.doi.org/10.1016/0375-9601(85)90565-1
http://dx.doi.org/10.1103/PhysRevE.47.986
http://dx.doi.org/10.1016/j.physleta.2019.07.013
http://dx.doi.org/10.1103/PhysRevE.66.046207
http://dx.doi.org/10.1016/j.wavemoti.2004.08.003

	Introduction
	The Model and Mapping
	Results
	Observable d(e,)
	Observable 
	Multiple Reflections
	Histogram for Multiple Reflections
	Density Plots in the e0e1 Plane

	Conclusions
	References

