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Abstract: In network analysis, developing a unified theoretical framework that can compare methods
under different models is an interesting problem. This paper proposes a partial solution to this
problem. We summarize the idea of using a separation condition for a standard network and sharp
threshold of the Erdos—Rényi random graph to study consistent estimation, and compare theoretical
error rates and requirements on the network sparsity of spectral methods under models that can
degenerate to a stochastic block model as a four-step criterion SCSTC. Using SCSTC, we find some
inconsistent phenomena on separation condition and sharp threshold in community detection. In
particular, we find that the original theoretical results of the SPACL algorithm introduced to estimate
network memberships under the mixed membership stochastic blockmodel are sub-optimal. To
find the formation mechanism of inconsistencies, we re-establish the theoretical convergence rate
of this algorithm by applying recent techniques on row-wise eigenvector deviation. The results are
further extended to the degree-corrected mixed membership model. By comparison, our results
enjoy smaller error rates, lesser dependence on the number of communities, weaker requirements
on network sparsity, and so forth. The separation condition and sharp threshold obtained from our
theoretical results match the classical results, so the usefulness of this criterion on studying consistent
estimation is guaranteed. Numerical results for computer-generated networks support our finding
that spectral methods considered in this paper achieve the threshold of separation condition.

Keywords: community detection; consistency; mixed membership network; separation condition;
sharp threshold

1. Introduction

Networks with latent structure are ubiquitous in our daily life, for example, social
networks from social platforms, protein—protein interaction networks, co-citation networks
and co-authorship networks [1-15]. Community detection is a powerful tool to learn the
latent community structure in networks and graphs in social science, computer science,
machine learning, statistical science and complex networks [16-22]. The goal of community
detection is to infer a node’s community information from the network.

Many models have been proposed to model networks with latent community struc-
ture; see [23] for a survey. The stochastic blockmodel (SBM) [24] stands out for its simplicity,
and it has received increasing attention in recent years [25-35]. However, the SBM only
models a non-overlapping network in which each node belongs to a single community.
Estimating mixed memberships of the network whose node may belong to multiple com-
munities has received a lot of attention [36—44]. To capture the structure of the network
with mixed memberships, Ref. [36] proposed the popular mixed membership stochastic
blockmodel (MMSB), which is an extension of SBM from non-overlapping networks to
overlapping networks. It is well known that the degree-corrected stochastic blockmodel
(DCSBM) [45] is an extension of SBM by considering the degree heterogeneity of nodes to
fit real-world networks with various node degree. Similarly, Ref. [41] proposed a model
named the degree-corrected mixed membership (DCMM) model as an extension of MMSB
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by considering the degree heterogeneity of nodes. There are alternative models based
on MMSB, such as the overlapping continuous community assignment model (OCCAM)
of [40] and the stochastic blockmodel with overlap (SBMO) proposed by [46], which can
also model networks with mixed memberships. As discussed in Section 5, OCCAM equals
DCMM, while SBMO is a special case of DCMM.

1.1. Spectral Clustering Approaches

For the four models SBM, DCSBM, MMSB and DCMM, many researchers focus on
designing algorithms with provable consistent theoretical guarantees. Spectral cluster-
ing [47] is one of the most widely applied methods with guarantees of consistency for
community detection.

Within the SBM and DCSBM frameworks for a non-overlapping network, spectral
clustering has two steps. It first conducts the eigen-decomposition of the adjacency matrix
or the Laplacian matrix [26,48,49]. Then it runs a clustering algorithm (typically, k-means)
on some leading eigenvectors or their variants to infer the community membership. For ex-
ample, Ref. [26] showed the consistency of spectral clustering designed based on Laplacian
matrix under SBM. Ref. [48] proposed a regularized spectral clustering (RSC) algorithm de-
signed based on regularized Laplacian matrix and shows its theoretical consistency under
DCSBM. Ref. [30] studied the consistencies of two spectral clustering algorithms based on
the adjacency matrix under SBM and DCSBM. Ref. [50] designed the spectral clustering on
the ratios-of-eigenvectors (SCORE) algorithm with a theoretical guarantee under DCSBM.
Ref. [49] studied the impact of regularization on a Laplacian spectral clustering under SBM.

Within the MMSB and DCMM frameworks for the overlapping network, broadly
speaking, spectral clustering has the following three steps. One first conducts an eigen-
decomposition of the adjacency matrix or the graph Laplacian, then hunts corners (also
known as vertexes) using a convex hull algorithm, and finally has a membership recon-
struction step by projection. The convex hull algorithms suggested in [41] differ in the
k-means algorithm a lot. For example, Ref. [44] designed the sequential projection after
cleaning (SPACL) algorithm based on the finding that there exists a simplex structure
in the eigen-decomposition of the population adjacency matrix and studies the SPACL
theoretical properties under MMSB. Meanwhile, SPACL uses the successive projection
algorithm proposed in [51] to find the corners for its simplex structure. To fit DCMM,
Ref. [41] designs the Mixed-SCORE algorithm based on the finding that there exists a
simplex structure in the entry-wise ratio matrix obtained from the eigen-decomposition of
the population adjacency matrix under DCMM. Ref. [41] also introduces several choices for
convex hull algorithms to find corners for the simplex structure and show the estimation
consistency of the Mixed-SCORE under DCMM. Ref. [43] finds the cone structure inherent
in the normalization of eigenvectors of the population adjacency matrix under DCMM as
well as OCCAM, and develops an algorithm to hunt corners in the cone structure.

1.2. Separation Condition, Alternative Separation Condition and Sharp Threshold

SBM with n nodes belonging to K equal (or nearly equal) size communities and
vertices connect with probability pi, within clusters and poyut across clusters, denoted by
SBM(n, K, pin, Pout), has been well studied in recent years, especially for the case when
K = 2; see [21] and the references therein. In this paper, we call the network generated from
SBM(n, K, pin, Pout) the standard network for convenience. Without causing confusion, we

also call SBM(n, K, pin, Pout) the standard network, occasionally. Let pi, = (xin@, Pout =

aout@. Refs. [21,52] found that exact recovery in SBM(n,2, ucinlogn(n),txout@) is

solvable, and efficiently so, if |\/&in — \/®out| > V2 (ie., |\/Pin — +/Pout| > 2101ng)
and unsolvable if |\/Ain — \/Fout| < V/2 as summarized in Theorem 13 of [53]. This
threshold can be achieved by semidefinite relaxations [21,54-56] and spectral methods
with local refinements [57,58]. Unlike semidefinite relaxations, spectral methods have
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a different threshold, which was particularly pointed out by [21,52]: one highlight for
SBM(n,2, pin, Pout) is a theorem by [59] which says that when pin > pout, if

Pin — Pout 108(”)
Pin

>

then spectral methods can exactly recover node labels with high probability as 1 goes to
infinity (also known as consistent estimation [30,40,41,43,44,48,50]).

Consider a more general case SBM(n, K, pin, Pout) With K = O(1); this paper finds
that the above threshold can be extended as

[Pin — Pout| [log(n) 1)

maX(Pin/ Pout) n

which can be alternatively written as

o —doud] oy @)
max(“in/ “out)

In this paper, when K = O(1), the lower bound requirement on % (and
maX{Pin,Pout

[ Aot ) for the consistent estimation of spectral methods is called the separation con-

max(&jn,Kout
dition (alternative separation condition). The network generated from SBM(#, K, pin, Pout)
with pin > pout is an assortative network in which nodes within the community have more
edges than across communities [60]. The network generated from SBM(n, K, pin, Pout) with
Pin < Pout is a dis-assortative network in which nodes within the community have fewer
edges than across communities [60]. Therefore, Equation (2) holds for both assortative and
dis-assortative networks.
Meanwhile, when K = 1such that p = pin = pout, SBM(1, K, pin, Pout) = SBM(n,1, p, p)
degenerates to Erdos—-Rényi (ER) random graph G(n, p) [53,61,62]. Ref. [61] finds that the
ER random graph is connected with high probability if

log(n). 3)

>
p_n

We call the lower bound requirement on p for generating a connected ER random
graph the sharp threshold in this paper.

1.3. Inconsistencies on Separation Condition in Some Previous Works

In this paper, we focus on the consistency of spectral method in community detection.
The study of consistency is developed by obtaining the theoretical upper bound of error
rate for a spectral method through analyzing the properties of the population adjacency
matrix under the statistical model. To compare the consistencies of the theoretical results
under different models, it is meaningful to study whether the separation condition and
sharp threshold obtained from upper bounds of theoretical error rates for different methods
under different models are consistent or not. Meanwhile, the separation condition and
sharp threshold can also be seen as alternative unified theoretical frameworks to compare
all methods and model parameters mentioned in the concluding remarks of [30].

Based on the separation condition and sharp threshold, here we describe some phe-
nomena of the inconsistency in the community detection area. We find that the separation
conditions of SBM (1, K, pin, Pout) with K = O(1) obtained from the error rates developed
in [41,43,44] under DCMM or MMSB are not consistent with those obtained from the main
results of [30] under SBM, and the sharp threshold obtained from the main results of [43,44]
do not match the classical results. A summary of these inconsistencies is provided in
Tables 1 and 2. Furthermore, after delicate analysis, we find that the requirement on the
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network sparsity of [43,44] is stronger than that of [30,41], and [63] also finds that the
requirement of Ref. [44] of network sparsity is sub-optimal.

Table 1. Comparison of separation condition and sharp threshold. Details of this table are given

in Section 4. The classical result on separation condition given in Corollary 1 of [59] is %
(i.e., Equation (1)). The classical result on sharp threshold is % (i.e., Equation (3)) given in [61],
Theorem 4.6 [62] and the first bullet in Section 2.5 [53]. In this paper, n is the number of nodes
in a network, A is the adjacency matrix, Q) is the expectation of A under some models, Ay is a

regularization of A, p is the sparsity parameter such that p > max; ;Q)(i, j) and it controls the overall

sparsity of a network, || - || denotes spectral norm, and & > 1.
Model Separation Condition Sharp Threshold
Ours using || Are — Q| < C\/p1t MMSB&DCMM log(n) log()
Ours using A — Q| < C\/pnlog(n) MMSB&DCMM Log(n) log()
Ref. [41] using ||Are — Q| < C,/p7 (original) DCMM 108’1(") logn(n)
Ref. [41] using || A — Q| < C+/pnlog(n) DCMM Log(n) log(n)
Refs. [43,44] using || Are — Q| < C,/p7 (original) MMSB&DCMM 108551,@ 10g25<n)
Refs. [43,44] using [|A — Q| < C\/pnlog(n) ~ MMSB&DCMM k’g“f(fw tog? 1)
Ref. [30] using || Are — Q| < C\/p7 (original) ~ SBM&DCSBM \/g 1
Ref. [30] using || A — Q|| < Cy/pnlog(n)log(n)  SBM&DCSBM log(1n) log()

Table 2. Comparison of alternative separation condition, where the classical result on alternative
separation condition is 1 (i.e., Equation (2)).

Model Alternative Separation Condition
Ours using ||Are — Q| < C,/pn MMSB&DCMM 1
Ours using ||A — Q|| < Cy/pnlog(n) MMSB&DCMM 1
Ref. [41] using || Are — Q|| < C,/p7 (original) DCMM 1
Ref. [41] using ||A — Q| < Cy/pnlog(n) DCMM 1
Refs. [43,44] using || Are — Q|| < C/p7 (original) ~ MMSB&DCMM log® %% (n)
Refs. [43,44] using ||A — Q|| < C+/pnlog(n) MMSB&DCMM log (n)
Ref. [30] using || Are — Q|| < C,/p7 (original) SBM&DCSBM logl(n)
Ref. [30] using || A — Q| < Cy/pnlog(n)log(n) SBM&DCSBM 1

1.4. Our Findings

Recall that we reviewed several spectral clustering methods under SBM, DCSBM,
MMSB and DCMM introduced in [26,30,41,43,44,48-50] and DCSBM, MMSB and DCMM
are extensions of SBM (i.e., SBM (1, K, pin, Pout) is a special case of DCSBM, MMSB and
DCMM). We have the following question:

Can these spectral clustering methods achieve the threshold in Equation (1) (or
Equation (2)) for SBM(n, K, pin, Pout) with K = O(1) and the threshold in Equation (3)
for the Erdos—Rényi (ER) random graph G(n, p)?

The answer is yes. In fact, spectral methods for network with mixed memberships
still achieve thresholds in Equations (1) and (2) for MMSB(n, K, I1, pin, Pout) defined in
Definition 2 when K = O(1), where MMSB(n, K, 11, pin, pout) can be seen as a general-
ization of SBM(n, K, pin, Pout) such that there exist nodes belonging to multiple commu-
nities. Explanations for why these spectral clustering methods achieve thresholds in
Equations (1)—(3) will be provided in Sections 3-5 via re-establishing theoretical guarantee
for SPACL under MMSB and its extension under DCMM because we find that the main
theoretical results of [43,44] are sub-optimal. Meanwhile, we can obtain (and cannot obtain)
the separation condition and sharp threshold from the theoretical bounds of error rates for
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spectral methods analyzed in [30,41,43,44] ([26,30,48-50]) directly. Instead of re-establishing
the theoretical guarantee for all spectral methods reviewed in this paper to show that they
achieve thresholds in Equations (1) and (3) for SBM(n, K, Py, Pout) with K = O(1), we
mainly focus on the SPACL algorithm under MMSB and its extension under DCMM since
MMSB and DCMM are more complex than SBM and DCSBM.

We then summarize the idea of using the separation condition and sharp threshold to
study the consistencies, and compare the error rates and requirements on network sparsity
of different spectral methods under different models as a four-step criterion, which we
call the separation condition and sharp threshold criterion (SCSTC for short). With an
application of this criterion, this paper provides an attempt to answer the questions of
how the above inconsistency phenomena occur, and how to obtain consistent resultswith
weaker requirements on the network sparsity of [43,44]. To answer the two questions, we
use the recent techniques on row-wise eigenvector deviation developed in [64,65] to obtain
consistent theoretical results directly related with model parameters for the SPACL and the
SVM-cone-DCMMSB algorithm of [43]. The two questions are then answered by delicate
analysis with an application of SCSTC to the theoretical upper bounds of error rates in
this paper and some previous spectral methods. Using SCSTC for the spectral methods
introduced and studied in [26,30,48-50] and some other spectral methods fitting models
that can reduce to SBM(n, K, Pin, Pout) with K = O(1), one can prove that these spectral
methods achieve thresholds in Equations (1)—(3). The main contributions in this paper are
as follows:

(i) We summarize the idea of using the separation condition of a standard network and
sharp threshold of the ER random graph G(#, p) to study the consistent estimations
of different spectral methods designed via eigen-decomposition or singular value
decomposition of the adjacency matrix or its variants under different models that
can degenerate to SBM under mild conditions as a four-step criterion, SCSTC. The
separation condition is used to study the consistency of the theoretical upper bound
for the spectral method, and the sharp threshold can be used to study the network
sparsity. The theoretical results of upper bounds for different spectral methods can be
compared by SCSTC. Using this criterion, a few inconsistent phenomenons of some
previous works are found.

(i) Under MMSB and DCMM, we study the consistencies of the SPACL algorithm pro-
posed in [44] and its extended version using the recent techniques on row-wise eigen-
vector deviation developed in [64,65]. Compared with the original results of [43,44],
our main theoretical results enjoy smaller error rates by lesser dependence on K and
log(n). Meanwhile, our main theoretical results have weaker requirements on the
network sparsity and the lower bound of the smallest nonzero singular value of the
population adjacency matrix. For details, see Tables 3 and 4.

(iif) Our results for DCMM are consistent with those for MMSB when DCMM degenerates
to MMSB under mild conditions. Using SCSTC, under mild conditions, our main theo-
retical results under DCMM are consistent with those of [41]. This answers the question
that the phenomenon that the main results of [43,44] do not match those of [41] occurs
due to the fact that in Refs. [43,44], the theoretical results of error rates are sub-optimal.
We also find that our theoretical results (as well as those of [41]) under both MMSB and
DCMM match the classical results on the separation condition and sharp threshold,
i.e., achieve thresholds in Equations (1)—(3). Using the bound of ||A — Q)| instead
of ||Are — Q|| to establish the upper bound of error rate under SBM in [30], the two
spectral methods studied in [30] achieve thresholds in Equations (1)—(3), which an-
swers the question of why the separation condition obtained from error rate of [41]
does not match that obtained from the error rate of [30]. Using || Are — Q|| or [|A — Q|
influences the row-wise eigenvector deviations in Theorem 3.1 of [44] and Theorem
L3 of [43], and thus using || Are — Q|| or ||A — Q| influences the separation conditions
and sharp thresholds of [43,44]. For comparison, our bound on row-wise eigenvector
deviation is obtained by using the techniques developed in [64,65] and that of [41] is
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obtained by applying the modified Theorem 2.1 of [66]; therefore, using || Are — Q)| or
||A — Q] has no influence on the separation conditions and sharp thresholds of ours
and that of [41]. For details, see Tables 1 and 2. In a word, using SCSTC, the spectral
methods proposed and studied in [26,30,41,43,44,48-50,67,68] or some other spectral
methods fitting models that can reduce to SBM(#, K, pin, pout) achieve thresholds in
Equations (1)-(3).

(iv) We verify our threshold in Equation (2) by some computer-generated networks in
Section 6. The numerical results for networks generated under MMSB (1, K, I1, pin, Pout)
when K = 2 and K = 3 show that SPACL and its extended version achieve a threshold
in Equation (2), and results for networks generated from SBM (1, K, pin, Pout) when
K = 2 and K = 3 show that the spectral methods considered in [26,30,48,50] achieve
the threshold in Equation (2).

Table 3. Comparison of error rates between our Theorem 1 and Theorem 3.2 [44] under
MMSB, (K, P,T1,p). The dependence on K is obtained when x(IT'IT) = O(1). For comparison,
we have adjusted the I, error rates of Theorem 3.2 [44] into [; error rates. Note that as analyzed in the
first bullet given after Lemma 2, whether using || A — Q| < Cy/pnlog(n) or || Are — Q|| < C,/p1 does
not change our @, and has no influence on bound in Theorem 1. For [44], using || Are — Q|| < N
the power of log(n) in their Theorem 3.2 is &; using ||A — Q|| < \/pnlog(n), the power of log(n) in
their Theorem 3.2 is ¢ + 0.5.

pn ok (Q) Ak (IT'IT) Dependence on K Dependence on log(n)
Ours  >log(n) = /pnlog(n) >0 K2 log” (1)
[44  >log*(n) = pulogf(n)  =1/p K25 log* (n)

Table 4. Comparison of error rates between our Theorem 2 and Theorem 3.2 [43] under
DCMM, (K, P,11,®). The dependence on K is obtained when x(IT'I1) = O(1). For comparison,
we adjusted the I, error rates of Theorem 3.2 [43] into I; error rates. Since Theorem 2 enjoys the
same separation condition and sharp threshold as Theorem 1, and Theorem 3.2 [43] enjoys the
same separation condition and sharp threshold as Theorem 3.2 [44], we do not report them in
this table. Note that as analyzed in Remark 11, whether using ||A — Q|| < Cy/0max||0]/1log(n) or
| Are — Q] < C+/Omax||0]]1 does not change our @ under DCMM, and has no influence on the results
in Theorem 2. For [43], using || Are — Q||\/0max]|0]]1, the power of log(n) in their Theorem 3.2 is &;
using || A — Q|| /Omax||0]]11og(1), the power of log() in their Theorem 3.2 is & + 0.5.

I1(4,:) Omax||0]|1 ok (Q) x(II'@%I1) Dependence on K Dependence on log(n)
Ours arbitrary >log(n) = Omaxy/nlog(n) >1 K® 1og®®(n)
[43] iid from Dirichlet >1og®(n) > Omaxy/nlog(n) = 0(1) K& log® (n)

The article is organized as follows. In Section 2, we give the formal introduction to the
mixed membership stochastic blockmodel and review the algorithm SPACL considered
in this paper. The theoretical results of consistency for the mixed membership stochastic
blockmodel are presented and compared to related works in Section 3. After delicate
analysis, the separation condition and sharp threshold criterion is presented in Section 4.
Based on an application of this criterion, the improvement consistent estimation results
for the extended version of SPACL under the degree corrected mixed membership model
are provided in Section 5. Several computer-generated networks under MMSB and SBM
are conducted to show that some spectral clustering methods achieve the threshold in
Equation (2) in Section 6. The conclusion is given in Section 7.

Notations. We take the following general notations in this paper. Write [m] :=
{1,2,...,m} for any positive integer m. For a vector x and fixed g > 0, ||x||; denotes
its [;-norm. We drop the subscript if § = 2 occasionally. For a matrix M, M’ denotes
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the transpose of the matrix M, || M|| denotes the spectral norm, ||M||r denotes the Frobe-
nius norm, ||M||>_,« denotes the maximum l-norm of all the rows of M, and ||M||e :=
max; ) [M(i, j)| denotes the maximum absolute row sum of M. Let rank(M) denote the
rank of matrix M. Let 0;(M) be the i-th largest singular value of matrix M, A;(M) denote
the i-th largest eigenvalue of the matrix M ordered by the magnitude, and x(M) denote
the condition number of M. M(i,:) and M(:, j) denote the i-th row and the j-th column of
matrix M, respectively. M(S;,:) and M(:,S.) denote the rows and columns in the index
sets S, and S; of matrix M, respectively. For any matrix M, we simply use Y = max(0, M)
to represent Y;; = max(0, M;;) for any i, j. For any matrix M € R™*™, let diag(M) be the
m x m diagonal matrix whose i-th diagonal entry is M(i,i). 1 and 0 are column vectors
with all entries being ones and zeros, respectively. ¢; is a column vector whose i-th entry is
1, while other entries are zero. In this paper, C is a positive constant which may vary occa-
sionally. f(n) = O(g(n)) means that there exists a constant ¢ > 0 such that |f(n)| < c|g(n)|
holds for all sufficiently large n. x > y means there exists a constant ¢ > 0 such that

|x| > cly|. f(n) = o0(g(n)) indicates that % — 0asn — oo.

2. Mixed Membership Stochastic Blockmodel

Let A € {0,1}"*" be a symmetric adjacency matrix such that A(i,j) = 1 if there is
an edge between node i to node j, and A(i,j) = 0 otherwise. The mixed membership
stochastic blockmodel (MMSB) [36] for generating A is as follows.

Q := pI1PIT A(i,j) ~ Bernoulli(Q(i,/)) 1i,j € [n], (4)

where IT € R"*K is called the membership matrix with I1(i,k) > 0and Y_X_, I1(i,k) = 1 for
i € [n]and k € [K], P € RX*K is an non-negative symmetric matrix with max ¢ (k] Pk, 1) =
1 for model identifiability under MMSB, p is called the sparsity parameter which controls
the sparsity of the network, and () € R"*" is called the population adjacency matrix
since E[A] = Q). As mentioned in [41,44], ox(P) is a measure of the separation between
communities, and we call it the separation parameter in this paper. p and ok (P) are two
important model parameters directly related with the separation condition and sharp
threshold, and they will be considered throughout this paper.

Definition 1. Call model (4) the mixed membership stochastic blockmodel (MMSB), and denote it
by MMSB, (K, B, 11, p).

Definition 2. Let MMSB(n, K, T1, pin, pout) be a special case of MMSB, (K, P, 11, p) when pP
has diagonal entries pi, and non-diagonal entries pout, and x (IT'TI) = O(1).

Callnode i ‘pure’ if I1(3, :) is degenerate (i.e., one entry is 1, all others K — 1 entries are 0)
and ‘mixed’ otherwise. When all nodes are pure in Il, we see that MMSB(n, K, I, pin, Pout)
exactly reduces to SBM(n, K, pin, pout)- Thus, MMSB(n, K, I1, pin, pout) is a generalization
of SBM(n, K, pin, Pout) with mixed nodes in each community. In this paper, we show that
SPACL [44] fitting MMSB and SVM-cone-DCMMSB [43] and Mixed-SCORE [41] fitting
DCMM also achieve thresholds in Equations (1)—(3) for MMSB(n, K, I1, pin, pout) with
K = O(1). By Theorems 2.1 and 2.2 [44], the following conditions are sufficient for the
identifiability of MMSB, when pP(k,1) € [0,1] for all k,I € [K],

e (I1)rank(P) =K.
®  (I2) There is at least one pure node for each of the K communities.

Unless specified, we treat conditions (I1) and (I2) as the default from now on.

For k € [K], let Z) be the set of pure nodes in community k such that Z) = {i € [n] :
I1(i,k) = 1}. For k € [K], select one node from Z() to construct the index set Z, i.e., Z is the
index of nodes corresponding to K pure nodes, one from each community. Without loss of
generality, let I1(Z,:) = Ix where I is the K x K identity matrix. Recall that rank(Q)) = K.
Let O = UAU’ be the compact eigen-decomposition of Q) such that U € R"*K, A € RKXK,
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and U'U = Ig. Lemma 2.1 [44] gives that U = ITU(Z,:), and such a form is called ideal
simplex (IS for short) [41,44] since all rows of U form a K-simplex in RK and the K rows
of U(Z,:) are the vertices of the K-simplex. Given () and K, as long as we know U(Z,:),
we can exactly recover ITby IT = UUY(Z,:) since U(Z,:) € RX*K is a full rank matrix.
As mentioned in [41,44], for such IS, the successive projection (SP) algorithm [51] (i.e.,
Algorithm A1) can be applied to U with K communities to exactly find the corner matrix

U(Z,:). For convenience, set Z = UU~'(Z,:). Since IT = Z, we have I1(i,:) = HZZ((Zil))Hl for
i€ [n].

Based on the above analysis, we are now ready to give the ideal SPACL algorithm
with input (), K and output I1.

e Let Q) = UAU’ be the top-K eigen-decomposition of Q such that U € R™K A €
REK U = 1.
¢ Run SP algorithm on the rows of U assuming that there are K communities to obtain 7.
e SetZ=UUYZ,).
Z(i,:)

*  Recover Il by setting I1(i,:) = HZ((zW fori € [n].

With the given U and K, since the SP algorithm returns U(Z, :), we see that the ideal
SPACL exactly (for detail, see Appendix B) returns IT.

Now, we review the SPACL algorithm of [44]. Set A = UAU’ to be the top K eigen-
decomposition of A such that U e R™K A e REXK (1T = Ik, and A contains the top
K eigenvalues of A. For the real case, use 7,11 given in Algorithm 1 to estimate Z, 11,
respectively. Algorithm 1 is the SPACL algorithm [44] where we only care about the
estimation of the membership matrix I1, and omit the estimation of P and p. Meanwhile,
Algorithm 1 is a direct extension of the ideal SPACL algorithm from the oracle case to the
real case, and we omit the prune step in the original SPACL algorithm of [44].

Algorithm 1 SPACL [44]

Require: The adjacency matrix A € R"*" and the number of communities K.
Ensure: The estimated 7 x K membership matrix IT.
1: Obtain A = UAU, the top K eigen-decomposition of A.
2: Apply SP algorithm (i.e., Algorithm A1) on the rows of U assuming there are K com-
munities to obtain Z, the index set returned by SP algorithm.
3: Set Z = UU1(Z,:). Then set Z = max(0, Z).
4 Estimate I1(i,:) by T1(i,:) = Z(i,:) /|| Z2(i,:)||1,i € [n].

3. Consistency under MMSB

Our main result under MMSB provides an upper bound on the estimation error of
each node’s membership in terms of several model parameters. Throughout this paper, K
is a known positive integer. Assume that
(A1) pn > log(n).

Assumption (Al) provides a requirement on the lower bound of sparsity parameter p
such that it should be at least log(#) /n. Then we have the following lemma.

Lemma 1. Under MMSB,, (K, P,11, p), when Assumption (A1) holds, with probability at least
1—o(n=%) for any a > 0, we have

1A—qf < a+1+ \/(a3+ 1)(a+19) /rlog(n).

In Lemma 1, instead of simply using a constant C, to denote it (’X;l)(aﬂg), we

keep the explicit form here.
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Remark 1. When Assumption (A1) holds, the upper bound of || A — Q|| in Lemma 1 is consistent
with Corollary 6.5 in [69] since Var(A(i,j)) < p under MMSB, (K, P,11,p).

Lemma 1 is obtained via Theorem 1.4 (Bernstein inequality) in [70]. For comparison,
Ref. [44] applies Theorem 5.2 [30] to bound ||A — Q| (see, for example, Equation (14)
of [44]) and obtains a bound as C,/pn for some C > 0. However, C,/p7 is the bound
between a regularization of A and () as stated in the proof of Theorem 5.2 [30], where
such regularization of A is obtained from A with some constraints in Lemmas 4.1 and 4.2
of the supplemental material [30]. Meanwhile, Theorem 2 [71] also gives that the bound
between a regularization of A and Q) is C,/pn, where such a regularization of A should
also satisfy few constraints on A; see Theorem 2 [71] for detail. Instead of bounding the
difference between a regularization of A and (), we are interested in bounding || A — Q]
by the Bernstein inequality, which has no constraints on A. For convenience, use Are
to denote the regularization of A in this paper. Hence, ||Ar — Q| < C,/pn with high
probability, and this bound is model independent as shown by Theorem 5.2 [30] and
Theorem 2 [71] as long as p > max; ;Q)(i, ) (here, let QO = E[A] without considering models,
a p satisfying p > max; jQ)(i, ) is also the sparsity parameter which controls the overall
sparsity of a network). Note that Ay is not A, where A = UAU is obtained by the top K
eigen-decomposition of A, while Ay is obtained by adding constraints on degrees of A; see
Theorem 2 [71] for detail.

In [41,43,44], the main theoretical results for their proposed membership estimating
methods hinge on a row-wise deviation bound for the eigenvectors of the adjacency matrix,
whether under MMSB or DCMM. Different from the theoretical technique applied in
Theorem 3.1 [44], which provides sup-optimal dependencies on log(n) and K, and needs
sub-optimal requirements on the sparsity parameter p and the lower bound of ox(Q), to
obtain row-wise deviation bound for the singular eigenvector of (2, we use Theorem 4.2 [64]
and Theorem 4.2 [65].

Lemma 2 (Row-wise eigenspace error). Under MMSB,, (K, P11, p), when Assumption (A1)
holds, suppose o (Q)) > C+/pnlog(n), with probability at least 1 — o(n=%),
o When we apply Theorem 4.2 of [64], we have

VR(x(Q), /gt + /Iog ()

10" = UL [[200 = O

ok (P)/pAk (IT'TT) I
*  When we apply Theorem 4.2 of [65], we have
o log(n)
AU — U |00 = O(—=Y"—8 .
” ||2—> (UK(P)\/P)\}{S(H/H))

For convenience, set @ = ||[UU" — UU’||5_s00, and let @7, @, denote the upper bound
in Lemma 2 when applying Theorem 4.2 of [64] and Theorem 4.2 of [65], respectively. Note

that when Ag (IT'TI) = O(%), we have @1 = @, = O(Vﬁ;) ﬁ 10%1(1”) ), and therefore we
simply let @, be the bound since its form is slightly simpler than @;.

Compared with Theorem 3.1 of [44], since we apply Theorem 4.2 of [64] and Theorem 4.2
of [65] to obtain the bound of row-wise eigenspace error under MMSB, our bounds do not
rely on min(K?,x%(Q)) while Theorem 3.1 [44] does. Meanwhile, our bound in Lemma 2 is
sharper with lesser dependence on K and log(n), has weaker requirements on the lower

bounds of 0k (Q), Ak (IT'IT) and the sparsity parameter p. The details are given below:
e  We empbhasize that the bound of Theorem 3.1 of [44] should be || UU’ — UU'||3 00 =

¥(Q)v/Knlog® (n) - Y / _ Y(Q)VKn
O(—aK(P)\/ﬁ/\}f(H’H)) instead of ||UU" — UU' |20 = O(tTK(p)\/ﬁ/\}(S(H’H)) for¢g > 1
where the function ¢ is defined in Equation (7) of [44], and this is also pointed out by
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Table 2 of [63]. The reason is that in the proof part of Theorem 3.1 [44], from step (iii) to
step (iv), they should keep the term log® (1) since this term is much larger than 1. We
can also find that the bound in Theorem 3.1 [44] should multiply log® () from Theorem

VI.1 [44] directly. For comparison, this bound O(%) is K051og® 05 (n)
times our bound in Lemma 2. Meanwhile, by the proof of the bound in Theorem
3.1 of [44], we see that the bound depends on the upper bound of ||A — Q)f|, and [44]
applies Theorem 5.2 of [30] such that || Are — Q| < C,/pn with high probability. Since
C,/pn is the upper bound of the difference between a regularization of A and Q.

Therefore, if we are only interested in bounding ||A — Q|| instead of || Are — Q|, the

E+05
upper bound of Theorem 3.1 [44] should be O( “’@éﬁ}fg%n)@ ), which is at least
K

K0'5log’;x (n) times our bound in Lemma 2. Furthermore, the upper bound of the row-
wise eigenspace error in Lemma 2 does not rely on the upper bound of ||A — Q| as
long as ox(Q)) > Cy/pnlog(n) holds. Therefore, whether using || Are — Q| < C,/on
or ||[A — Q] < Cy/pnlog(n) does not change the bound in Lemma 2.

*  Our Lemma 2 requires ox(Q)) > Cy/pnlog(n), while Theorem 3.1 [44] requires
ox(Q)) > 4\/Wlog§(n) by their Assumption 3.1. Therefore, our Lemma 2 has a weaker
requirement on the lower bound of g (Q) than that of Theorem 3.1 [44]. Meanwhile,
Theorem 3.1 [44] requires Ag (IT'II) > % while our Lemma 2 has no lower bound

requirement on Ak (IT'IT) as long as it is positive.

e Since ||Q| = ||pIIPIT'|| < Cpn by basic algebra, the lower bound requirement on
ok (Q) in Assumption 3.1 of [44] gives that 4\/()7110g§(n) < ox(Q) < |Q| < Cpn,
which suggests that Theorem 3.1 [44] requires pn > Clog® (1), and this also matches
with the requirement on pn in Theorem VI.1 of [44] (and this is also pointed out by
Table 1 of [63]). For comparison, our requirement on sparsity given in Assumption
(A1) is pn > log(n), which is weaker than pn > Clog® (). Similarly, in our Lemma
2, the requirement o (Q2) > C/pnlog(n) gives C+/pnlog(n) < ox(Q2) < ||Qf] < Cpn,
thus we have log(n) < Cpn which is consistent with Assumption (A1).

If we further assume that K = O(1), Ax(IT'TI) = O(%) (i.e., x(IT'IT) = O(1)) and

log(n)
pn ’
with the row-wise eigenvector deviation of the result of [63], shown in their Table 2. The

next theorem gives the theoretical bounds on the estimations of memberships under MMSB.

which is consistent

ok (P) = O(1), the row-wise eigenspace error is of order ﬁ

Theorem 1. Under MMSB, (K, P,T1,p), let T1 be obtained from Algorithm 1, and suppose the
conditions in Lemma 2 hold; there exists a permutation matrix P € RK*X such that, with probability
at least 1 — o(n="), we have

max;e [l €; (1T = TIP) |1 = O(@Kx (IT'T1) m).

Remark 2 (Comparison to Theorem 3.2 [44]). Consider a special case by setting x (IT'II) = O(1),
ie., Ak(ITIT) = O(%) and A (IT'TI) = O(%). We focus on comparing the dependencies on K
in bounds of our Theorem 1 and Theorem 3.2 [44]. Under this case, the bound of our Theorem 1
is proportional to K? by basic algebra; since min(K?,x?(Q)) = min(K?,0(1)) = O(1) and the

bound in Theorem 3.2 [44] should multiply v/K because (in [44]'s language) ||\7p* Hig < UK\{‘E)
4
instead of || \7];1 Il = m in Equation (45) [44], the power of K is 2 by checking the bound of
P
Theorem 3.2 [44]. Meanwhile, note that our bound in Theorem 2 is 1 bound, while the bound in
Theorem 3.2 [44] is I bound. When we translate the Iy bound of Theorem 3.2 [44] into I bound, the
power of K is 2.5 for Theorem 3.2 [44]. Hence, our bound in Theorem 1 has less dependence on K

than that of Theorem 3.2 [44], and this is also consistent with the first bullet given after Lemma 2.
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Table 3 summarizes the necessary conditions and dependence on the model parameters
of the rates in Theorem 1 and Theorem 3.2 [44] for comparison. The following corollary is
obtained by adding conditions on the model parameters similar to Corollary 3.1 in [44].

Corollary 1. Under MMSB(n, K, I1, pin, pout) with K = O(1), when the conditions of Lemma 2
hold, with probability at least 1 — o(n~*), we have

° 1 log(n
max;e|y[le; (I - TIP) || = O(UK(P) ;g)r(z))'

Remark 3. Consider a special case in Corollary 1 by setting ox (P) as a constant, we see that the

error bound O( loi( n) ) in Corollary 1 is directly related to Assumption (A1), and for consistent

estimation, p should shrink slower than IOg( log(n)

Remark 4. Under the setting of Corollary 1, the requirement g (CY) > C+/pnlog(n) in Lemma 2
holds naturally. By Lemma 11.4 [44], we know that ox(Q)) > pU’K( P)Ak (IT'TT) = CmeK(P)
To make the requirement ox(Q)) > C \/pnlog ) always hold, we just need Cpnoy(P) >

C+/pnlog(n), which gives that o (P) > 10%,(1 ) and it just matches with the requirement of

the consistent estimation of memberships in Corollary 1.

Remark 5 (Comparison to Theorem 3.2 [44]). When K = O(1) and Ag(IT'TT) = O(%), by the
first bullet in the analysis given after Lemma 2, the row-wise eigenspace error of Theorem 3.1 [44]

is O( kzg )(\f)n) and it gives that their error bound on estimation membership given in their

4
Equation (3) is O( U:E%%), which is log® =% (n) times of the bound in our Lemma 1.

Remark 6 (Comparison to Theorem 2.2 [41]). Replacing the ® in [41] by ©® = /pl, their
DCMM model degenerates to MMSB. Then their conditions in Theorem 2.2 are our Assumption
(A1) and A (IT'TT) = O(%) for MMSB. When K = O(1), the error bound in Theorem 2.2 in [41]

is O( UK} 5 1057(?) ), which is consistent with ours.

4. Separation Condition and Sharp Threshold Criterion

After obtaining Corollary 1 under MMSB, now we are ready to give our criterion after
introducing the separation condition of MMSB(n, K, 11, pin, pout) with K = O(1) and the
sharp threshold of ER random graph G(#, p) in this section.

Separation condition. Let P = pP be the probability matrix for MMSB(n, K, I1, pin, Pout)
when K = O(1), so P has diagonal (and non-diagonal) entries pi, (and pout) and o (P) =
00k (P) = |pin — Pout|- Recall that maxk,le[K]P(k, I) = 1 under MMSB, (K, P, 11, p), we have

| Pin—Pout| —
max(PinPout)

/Pox (P) (also known as the relative edge probability gap in [44]) and the alternative separa-
tion condition 7 S —tow| =/ 1o§ @ )O'K( P). Now, we are ready to compare the thresholds

max(ocin,ocuut)
of the (alternative) separation condition obtained from different theoretical results.
log(n)
on
tent estimation. Therefore, the separation condition —Pn—pou] = /pok(P) should

V/ max pm pout

shrink slower than 4/ @ (i.e., Equation (1)), and this threshold is consistent with
Corollary 1 of [59] and Equation (17) of [49]. The alternative separation condition

\/r\;z:; (—aaou;\ = 1o§ }(1") ok (P) should shrink slower than 1 (i.e., Equation (2)).
in-fout

max (x| P(k, 1) = p = max(pin, pout). So, we have the separation condition

e (a) By Corollary 1, we know that o (P) should shrink slower than for consis-
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¢  (b) Undoubtedly, the (alternative) separation condition in (a) is consistent with that

of [41], since Theorem 2.2 [41] shares the same error rate O( ( ) 10%1(1 )) for
MMSB(n, K, 11, pin, Pout) with K = O(1).

* (c) By Remark 5, using ||Are — Q| < C,/pn, we know that in Ref. [44], Equation
(3)is O( IOg n) ) so \/pok (P) should shrink slower than lof(ff( ). Thus, for [44], the

log® (n)
NI
which are sub-optimal compared with ours in (a). Using ||[A — Q| < Cy/pnlog(n),

405
and Equation (3) in Ref. [44], which is O(%) we see that for [44], now the

405
separation condition is % and the alternative separation condition is logé (n).

separatlon Condlhon is and the alternative separation condition is log®~%° (),

*  (d) For comparison, the error bound of Corollary 3.2 [30] built under SBM for com-
T) for SBM(n, K, pin, pout) with K = O(1), so /pok (P)

should shrink slower than W‘ Thus the separation condition for [30] is W' However,
as we analyzed in the first bullet given after Lemma 2, [30] applied || A, — Q|| < C./pn
to build their consistency results. Instead, we apply ||A — Q| < C/pnlog(n) to the

built theoretical results of [30], and the error bound of Corollary 3.2 [30] is O( lo(g(;’p)n)

which returns the same separation condition as our Corollary 1 and Theorem 2.2
of [41] now. Following a similar analysis to (a)—(c), we can obtain an alternative sepa-
ration condition for [30] immediately, and the results are provided in Table 2. Mean-
while, as analyzed in the first bullet given after Lemma 2, whether using ||A — Q] <
Cy/pnlog(n) or ||Are — Q| < C,/pn does not change our error rates. By carefully
analyzing the proof of 2.1 of [41], we see that whether using ||A — Q| < C+/pnlog(n)
or |[Are — Q| < C,/pn also does not change their row-wise large deviation, hence it
does not influence their upper bound of the error rate for their Mixed-SCORE.

Sharp threshold. Consider the Erdos-Rényi (ER) random graph G(#, p) [61]. To con-
struct the ER random graph G(n, p), let K = 1and ITbe an n x 1 vector with all entries being
ones. Since K = 1 and the maximum entry of P is assumed to be 1, we have P = 1in G(n, p)
and hence ok (P) = 1 Then we have Q) = T[1pPIT" = TlpIl' = IIpIT, i.e, p = p. Since

log(n)
( )Vopn
should shrink slower than lOgn (i-e., Equatlon (3)), which is just the sharp threshold in [61],
Theorem 4.6 [62], strongly consistent with [72], and the first bullet in Section 2.5 [53] (called
the lower bound requirement of p for the ER random graph to enjoy consistent estimation
as the sharp threshold). Since the sharp threshold is obtained when K = 1, which means a
connected ER random graph G(n, p), this is also consistent with the connectivity in Table 2
of [21]. Meanwhile, since our Assumption (A1) requires pn > log(n), it gives that p should
shrink slower than % since p = p under G(n, p), which is consistent with the sharp

threshold. Since Theorem 2.2 of Ref. [41] enjoys the same error rate as ours under the set-
log( n)

munity detection is O(

the error rate is O( ) = O( lOg( n) ), for consistent estimation, we see that p

tings in Corollary 1, [41] also reaches the sharp threshold as . Furthermore, Remark 5

says that the bound for the error rate in Equation (3) [44] should be O( lzzg )%) when using
||Are Q| < C,/pn; following a similar analysis, we see that the sharp threshold for [44] is

1°g () , which is sub-optimal compared with ours. When using ||A — Q|| < C/pnlog(n

the sharp threshold for [44] is % Similarly, the error bound of Corollary 3.2 [30] is

O(m) = O(pl—n) under ER G(n, p) since p = p, 0k (P) = 1 and K = 1. Hence, the sharp

threshold obtained from the theoretical upper bound for error rates of [30] is %, which
does not match the classical result. Instead, we apply ||A — Q|| < Cy/pnlog(n) with a high
probability to build the theoretical results of [30], and the error bound of Corollary 3.2 [30]

is O( 10%# ), which returns the classical sharp threshold % Now.
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Table 1 summarizes the comparisons of the separation condition and sharp threshold.
Table 2 records the respective alternative separation condition. The delicate analysis given
above supports our statement that the separation condition of a standard network (i.e.,
SBM(n, K, pin, Pout) with K = O(1) or MMSB(n, K, I1, pin, pout) With K = O(1)) and the
sharp threshold of ER random graph G(#, p) can be seen as unified criteria to compare
the theoretical results of spectral methods under different models. To conclude the above
analysis, here, we summarize the main steps to apply the separation condition and sharp
threshold criterion (SCSTC for short) to check the consistency of the theoretical results or
compare the results of spectral methods under different models, where spectral methods
mean methods developed based on the application of the eigenvectors or singular vectors
of the adjacency matrix or its variants for community detection. The four-stage SCSTC is
given below:

stepCheck whether the theoretical upper bound of the error rate contains o (P) (note that
P = pP is probability matrix and maximum entries of P should be set as 1), where
the separation parameter o (P) always appears when considering the lower bound
of ok (Q). If it contains ok (P), move to the next step. Otherwise, it suggests possible
improvements for the consistency by considering o (P) in the proofs.

stepoLet K = O(1) and network degenerate to the standard network whose numbers of
nodes in each community are in the same order and can been seen as O(%) (i.e., a
SBM(n, K, pin, pout) with K = O(1) in the case of a non-overlapping network or a
MMSB(n, K, 11, pin, Pout) with K = O(1) in the case of an overlapping network, and
we will mainly focus on SBM(n, K, pin, Pout) with K = O(1) for convenience.). Let the
model degenerate to SBM(, K, pin, Pout) with K = O(1), and then we obtain the new
theoretical upper bound of the error rate. Note that if the model does consider degree
heterogeneity, sparsity parameter p should be considered in the theoretical upper
bound of error rate in step;. If the model considers degree heterogeneity, when it
degenerates to SBM (1, K, pin, pout) with K = O(1), p appears at this step. Meanwhile,
if p is not contained in the error rate of step; when the model does not consider degree
heterogeneity, it suggests possible improvements by considering p.

stepsLet P = pP be the probability matrix when the model degenerates to SBM(n, K, pin, Pout)
such that P has diagonal entries pi, and non-diagonal entries pout. So, ox(P) =

|pin — Pout| = pok(P) and separation condition \/% = /pok(P) since the

maximum entry of P is assumed to be 1. Compute the lower bound requirement of
ok (P) for consistency estimation through analyzing the new bound obtained in step.

B \V/ max(pin/pout)
requirement for g (P). The sharp threshold for the ER random graph G(n, p) is

obtained from the lower bound requirement on p for the consistency estimation under
the setting that K = 1,0x(P) = 1and p = p.
stepsCompare the separation condition and the sharp threshold obtained in stepz with

Compute separation condition = \/ﬁUK(P) using the lower bound

Equations (1) and (3), respectively. If the sharp threshold >> @ or the separation

condition > 4/ @, then this leaves improvements on the requirement of the net-
work sparsity or theoretical upper bound of the error rate. If the sharp threshold is
@ and the separation condition is @, the optimality of the theoretical results
on both error rates and the requirement of network sparsity is guaranteed. Finally, if
the sharp threshold < log(n) o separation condition < 4/ log(n) thig suggests that the

n n

theoretical result is obtained based on || Are — Q|| instead of ||A — Q||

Remark 7. This remark provides some explanations on the four steps of SCSTC.

o Instepy, we give a few examples. When applying SCSTC to the main results of [40,48,67],
we stop at stepy as analyzed in Remark 8, suggesting possible improvements by considering
o (P) for these works. Meanwhile, for the theoretical result without considering i (P), we
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can also move to stepy to obtain the new theoretical upper bound of the error rate, which is
related with p and n. Discussions on the theoretical upper bounds of error rates of [50,68]
given in Remark 8 are examples of this case.

In stepy, letting K = O(1) and the model reduce to SBM(n, K, pin, Pout) for the non-
overlapping network or MMSB (1, K, IL, pin, Pout) for the overlapping network can always sim-
plify the theoretical upper bound of error rate, as shown by our Corollaries 1 and 2. Here, we pro-
vide some examples about how to make a model degenerate to SBM. For MMSB,, (K, P11, p) in
this paper, when all nodes are pure, MMSB degenerates to SBM; for the DCMM,, (K, P, 1, ®)
model introduced in Section 5 or DCSBM considered in [30,48,50], setting © = VPl makes
DCMM and DCSBM degenerates to SBM when all nodes are pure, similar to the ScBM and
DCScBM considered in [67,68,711, the OCCAM model of [40], the stochastic blockmodel with
the overlap proposed in [46], the extensions of SBM and DCSBM for hypergraph networks
considered in [73-75], and so forth.

In stepz and stepy, the separation condition can be replaced by an alternative separation con-
dition.

When using SCSTC to build and compare theoretical results for the spectral clustering method,
the key point is computing the lower bound for —pin—poutl e the probability matrix P

AV max(pinrpout)

has diagonal entries pin and non-diagonal entries poyt from the theoretical upper bound of the
error rate for a certain spectral method. If this lower bound is consistent with that of Equa-
tion (1), this suggests theoretical optimality, and otherwise it suggests possible improvements
by following the four steps of SCSTC.

The above analysis shows that SCSTC can be used to study the consistent estimation

of model-based spectral methods. Use SCSTC, the following remark lists a few works
whose main theoretical results leave possible improvements.

Remark 8. The unknown separation condition, or sub-optimal error rates, or a lack of requirement
of network sparsity of some previous works, suggest possible improvements of their theoretical
results. Here, we list a few works whose main results can be possibly improved until considering the
separation condition.

Theorem 4.4 of [48] proposes the upper bound of the error rate for their reqularized spectral
clustering (RSC) algorithm, designed based on a regularized Laplacian matrix under DCSBM.
However, since [48] does not study the lower bound (in the [48] language) of A and m, we
cannot directly obtain the separation condition from their main theorem. Meanwhile, the main
result of [48] does not consider the requirement on the network sparsity, which leaves some
improvements. Ref. [48] does not study the theoretical optimal choice for the RSC reqularizer
T. After considering ok (P) and sparsity parameter p, one can obtain the theoretical optimal
choice for T, and this is helpful for explaining and choosing the empirical optimal choice for T.
Therefore, the feasible network implementation of SCSTC is obtaining the theoretical optimal
choices for some tuning parameters, such as regularizer T of the RSC algorithm. By using
SCSTC, we can find that RSC achieves thresholds in Equations (1)—(3), and we omit proofs for
it in this paper.

Refs. [26,49] study two algorithms designed based on the Laplacian matrix and its reqularized
version under SBM. They obtain meaningful results, but do not consider the network sparsity
parameter p and separation parameter oy (P). After obtaining improved error bounds which are

consistent with separation condition % using SCSTC, one can also obtain the theoretical

optimal choice for reqularizer T of the RSC-T algorithm considered in [49] and find that the
two algorithms considered in [26,49] achieve thresholds in Equations (1)—(3).

Theorem 2.2 of [50] provides an upper bound of their SCORE algorithm under DCSBM.
Howeuver, since they do not consider the influence of o (P), we cannot directly obtain the
separation condition from their main result. Meanwhile, by setting their © = /oI, DCSBM

degenerates to SBM, which gives that their err, = pzin(l + IO%#) = O(ﬂ%) by their

assumption Equation (2.9). Hence, when ® = /pl, the upper bound of Theorem 2.2 in [50]
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on
using ||A — Q|| < Cy/pnlog(n) under the setting that x(IT) = O(1),K = O(1) and

ox(P) = O(1). We see that loﬁ# grows faster than 10%5111), which suggests that there is
space to improve the main result of [50] in the aspects of the separation condition and error
rates. Furthermore, using SCSTC, we can find that SCORE achieves thresholds in Equations
(1)=(3) because its extension mixed-SCORE [41] achieves thresholds in Equations (1)—(3).

*  Ref. [67] proposes two models, ScBM and DCScBM, to model the directed networks and
an algorithm DI-SIM based on the directed regularized Laplacian matrix to fit DCScBM.
Howeuver, similar to [48], their main theoretical result in their Theorem C.1 does not consider
the lower bound of (in the language of Ref. [67]) o, my, m, and 7y, which causes that we
cannot obtain the separation condition when DCScBM degenerates to SBM. Meanwhile,
their Theorem C.1 also lacks a lower bound requirement on network sparsity. Hence, there is
space to improve the theoretical guarantees of [67]. Similar to [48,49], we can also obtain the
theoretical optimal choices for reqularizer T of the DI-SIM algorithm and prove that DI-SIM
achieves the thresholds in Equations (1)—(3) since it is the directed version of RSC [48].

*  Ref. [68] mainly studies the theoretical guarantee for the D-SCORE algorithm proposed
by [14] to fit a special case of the DCScBM model for directed networks. By setting their
0(i) = \/0,0(j) = /o fori,j € [n], their directed-DCBM degenerates to SBM. Meanwhile,

2
since their err, = %, their mis-clustering rate is O(%g(n)), which matches that of [30]

under SBM when setting T, as a constant. However, if setting Ty as log(n), then the error

is O(bﬁ#). The upper bound of error rate in Corollary 3.2 of [30] is O(k’g(”)) when

3
rate is O(loi%), which is sub-optimal compared with that of [30]. Meanwhile, similar

to [50,68], the main result does not consider the influences of K and UK(P), causing a lack
of a separation condition. Hence, the main results of [68] can be improved by considering K,
ok (P), or a more optimal choice of Ty, to make their main results comparable with those of [30]
when directed-DCBM degenerates to SBM. Using SCSTC, we can find that the D-SCORE
also achieves thresholds in Equations (1)—(3) since it is the directed version of SCORE [50].

5. Degree Corrected Mixed Membership Model

Using SCSTC to Theorem 3.2 of [43], as shown in Tables 1 and 2 results in Theorem 3.2 [43]
being sub-optimal. To obtain the improvement theoretical results, we give a formal intro-
duction of the degree corrected mixed membership (DCMM) model proposed in [41] first,
then we review the SVM-cone-DCMMSB algorithm of [43] and provide the improvement
theoretical results. A DCMM for generating A is as follows.

Q := OIIPITO A(i,j) ~ Bernoulli(Q)(i,j)) 1i,j€ [n], (5)

where ® € R"*" is a diagonal matrix whose i-th diagonal entry is the degree hetero-
geneity of node i for i € [n]. Let 6 € R™! with 6(i) = ©(i,i) for i € [n]. Set Omax =
maxie[n]()(i),()min = minie[n]()(i) and Ppax = maxk,le[K]P(k, D), Pmin = mink,le[K]P(k,l).

Definition 3. Call model (5) the degree corrected mixed membership (DCMM) model, and denote
it by DCMM,, (K, P,11,0).

Note that if we set IT = OIT and choose @ such that IT € {0,1}"*K, then we have
Q = I1PTT, which means that the stochastic blockmodel with overlap (SBMO) proposed
in [46] is just a special case of DCMM. Meanwhile, if we write @ as ©® = ®D,, where
®, D, are two positive diagonal matrices and let I1, = D,I1, then we can choose Dy such
that ||IT,(i,:)||[r = 1. By Q = @IIPII'® = OIL,PIT,0, we see that the OCCAM model
proposed in [40] equals the DCMM model. By Equation (1.3) and Proposition 1.1 of [41],
the following conditions are sufficient for the identifiability of DCMM when Omax Pmax < 1:

e (II1) rank(P) = K and P has unit diagonals.
e  (II2) There is at least one pure node for each of the K communities.
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Note that though the diagonal entries of P are ones, Pmax may be larger than 1 as
long as OmaxPmax < 1 under DCMM, and this is slightly different from the setting that
maxk,le[K}IS(k,l) = 1 under MMSB.

Without causing confusion, under DCMM,, (K, P,11,@), we still let Q = UAU’ be
the top-K eigen-decomposition of Q) such that U € R"*K A € RK*K and U'U = Ix. Set

U, € Rk by U.(i,:) = HLlfl((ii;:))Hp and let Niy € R"*" be a diagonal matrix such that
Ny (i, i) = ”u( e fori € [n]. Then U, can be rewritten as U, = NyU. The existence of the

ideal cone (IC for short) structure inherent in U, mentioned in [43] is guaranteed by the
following lemma.

Lemma 3. Under DCMM,, (K, P,11,0), U, = YU, (Z,:) where Y = NMl—I@’l(I,I)N&l(Z,I)
with Ny being an n x n diagonal matrix whose diagonal entries are positive.

Lemma 3 gives Y = U, U; !(Z,:). Since U, = NyUand Y = NyI10~Y(Z, )N, (Z,T),
we have

NG 'NpII = UU, (Z,:)Nu(Z,7)0(Z,I). (6)

Since O(Z,Z) = ©(Z, I)II(Z,:)PIT(Z,:) = O(Z,7)PO(Z,T) = U(Z,:)AU'(Z,:), we
have O(Z,7)PO(Z,7) = U(Z,:)AU'(Z,:). Then we have O(Z,7) =
\/diag(U(Z,:)AU’'(Z,:)) when Condition (II1) holds such that P has unit-diagonals. Set
J. = Nu(Z,T)O(Z,T) = \/diag(U.(Z,)AUL(Z, ")), Z. = N 'NyIL Y, = UU; 1(Z,:). By
Equation (6), we have

Z. = Y., = UU;Y(Z,:)diag(U.(Z,:)AUL(Z,:)). @)
Meanwhile, since N& IN M is an n X n positive diagonal matrix, we have

Z.(i,?)
1Z (i) 1"

With given () and K, we can obtain U, U, and A. The above analysis shows that once
U.(Z,:) is known, we can exactly recover IT by Equations (7) and (8). From Lemma 3,
we know that U, = YU,(Z,:) forms the IC structure. Ref. [43] proposes the SVM-cone
algorithm (i.e., Algorithm A2) which can exactly obtain U, (Z, :) from the ideal cone U, =
YU, (Z,:) with inputs U, and K.

Based on the above analysis, we are now ready to give the ideal SVM-cone-DCMMSB
algorithm. Input (3, K. Output: I1.

e Let Q = UAU’ be the top-K eigen-decomposition of Q such that U € R"*K A ¢

RKK U'u = 1. Let U, = NylU, where Ny is a n x n diagonal matrix whose i-th
diagonal entry is Hu( 575 fori € [n].

I1(i,:) = i€ n]. ®)

*  Run SVM-cone algorithm on U, assuming that there are K communities to obtain Z.
e Set], = /diag(U.(Z,:)AUL(Z, )) =UU;YZ,:), Z = Yi]s.
(( ))H fori € [n].

*  Recover Il by setting I1(7,:) = 7

With given U, and K, since the SVM-cone algorithm returns U, (Z, :), the ideal SVM-
cone-DCMMSB exactly (for detail, see Appendix B) returns IT.

Now, we review the SVM-cone-DCMMSB algorithm of [43], where this algorithm can
be seen as an extension of SPACL designed under MMSB to fit DCMM. For the real case,
use Y., f*, 7., T1, given in Algorithm 2 to estimate Y, ], Z, I, respectively.
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Algorithm 2 SVM-cone-DCMMSB [43]

Require: The adjacency matrix A € R"*" and the number of communities K.
Ensure: The estimated n x K membership matrix I'L,.
1: Obtain A = UAU’, the top K eigen-decomposition of A. Let U, € R"*X such that
U.(i,:) = “g(gf;))HF fori € [n]. A
2: Apply SVM-cone algorithm (i.e., Algorithm A2) on the rows of U, assuming there are
K communities to obtain Z,, the index set returned by SVM-cone algorithm.

3: Set J, = \/diag(l:l*(f*,:)AHQ(Z,:)),Y& = Uu;Y(Z,,:),2+« = Y.J« . Then set Z, =
max (0, Zy). X R
4: Estimate I1(i,:) by IL.(i,:) = Z.(i,:) /|| Z+(i,:) ||1, 1 € [n].

Consistency under DCMM
Assume that
(A2) pmaxemaxHGHl > 10g(7’l).

Since we let Pnax < C, Assumption (A2) equals Omax||0||1 > log(n)/C. The following
lemma bounds ||A — Q|| under DCMM,, (K, P,T1,®) when Assumption (A2) holds.

Lemma 4. Under DCMM, (K, b, 11, ©®), when Assumption (A2) holds, with probability at least
1—o0(n="), we have

a+1++/(a+1)(a+19) /=
|A—Qf < ( 3 ) )\/PmaXGmaXIIG\Illog(n)-

Remark 9. Consider a special case when ® = /pl such that DCMM degenerates to MMSB,
since Prmax is assumed to be 1 under MMSB, Assumption (A2) and the upper bound of | A — Q|| in
Lemma 4 are consistent with that of Lemma 1. When all nodes are pure, DCMM degenerates to
DCSBM [45], then the upper bound of ||A — Q|| in Lemma 4 is also consistent with Lemma 2.2
of [50]. Meanwhile, this bound is also consistent with Equation (6.34) in the first version of [41],
which also applies the Bernstein inequality to bound || A — Q||. However, the bound is C+/6max||0]1
in Equation (C.53) of the latest version for [41], which applies Corollary 3.12 and Remark 3.13
of [76] to obtain the bound. Though the bound in Equation (C.53) of the latest version for [41] is
sharper by a \/log(n) term, Corollary 3.12 of [76] has constraints on W (i, j) (here, W = A — Q)
such that W(i, j) can be written as W(i, j) = {;;bjj, where {G;; : i > j} are independent symmetric
random variables with unit variance, and {b;; : i > j} are given scalars; see the proof of Corollary
3.12 [76] for detail. Therefore, without causing confusion, we also use Are to denote the constraint A
used in [41] such that || Are — Q| < C/Omax||0]|1. Furthermore, if we set p > max; ;Q)(i, j) such
that p > 62 ., the bound in Lemma 4 also equals | A — Q|| < C\/pnlog(n) and the assumption
(A2) reads Pmaxpn > log(n). The bound || Are — Q|| < C+/0max||0||1 in Equation (C.53) of [41]
reads || Are — Q| < C,/pn.

Lemma 5. (Row-wise eigenspace error) Under DCMM, (K, b,11,®), when Assumption (A2)
holds, suppose o (Q) > COmaxy/ Pmaxnlog(n), with probability at least 1 — o(n=%).
o When we apply Theorem 4.2 of [64], we have

Omax v/ Prax K (mg ) [t + \/log(n))

emin
92

Ul —ul'||ymee = O _
|| || — ( minUK(P)/\K(H/H)

).

o When we apply Theorem 4.2 of [65], we have

Omax \/pmaxemax ||9H 110g(”)
63 ..ok (P)AL> (IT'IT)

min

100" — U’[|2-0 = O
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Without causing confusion, we also use @, @1, @, under DCMM as Lemma 2 for
notation convenience.

Remark 10. When © = Vol such that DCMM degenerates to MMSB, bounds in Lemma 5 are
consistent with those of Lemma 2.

Remark 11 (Comparison to Theorem 1.3 [43]). Note that the p in [43] is 62,,,, which gives that

$(n
the row-wise eigenspace concentration in Theorem 1.3 [43] is O( ema“/ﬁgg(”é?wlog (n )) when using

fo—ToK ¢
| Are — Q|| < C./pn and this value is at least O( emax”emKHuHH""lOg (")). Since ||U||2—00 <
ﬁ% by Lemma I1.1 of [43] and o (QY) > 6% ok (P )/\K(H’ ) by the proof of Lemma 5,

/ S(n
we see that the upper bound of Theorem 1.3 [43] is O (= fmax Kg(ma));\”]es‘ 11110% ) ), which is \/Klog®~? (n)

(recall that ¢ > 1) times than our ;. Again, Theorem 1.3 [43] has stronger requirements on the
sparsity of Omax||0||1 and the lower bound of ox (Q)) than our Lemma 5. When using the bound
of ||A — Q| in our Lemma 4 to obtain the row-wise eigenspace concentration in Theorem 1.3 [43],
their upper bound is /Klog® (n) times than our @,. Similar to the first bullet given after Lemma 2,

whether using ||A — Q| < Cy/Omax||0]|110og(n) or || Are — Q| < C+/Omax||0||1 does not change

our @ under DCMM.

Remark 12 (Comparison to Lemma 2.1 [41]). The fourth bullet of Lemma 2.1 [41] is the
row-wise deviation bound for the eigenvectors of the adjacency matrix under some assumptions
translated to our k(IT'TT) = O(1), Assumption (A2) and lower bound requirement on og (Q)) since
they apply Lemma C.2 [41]. The row-wise deviation bound in the fourth bullet of Lemma 2.1 [41] reads

0(9maXK Y GmT‘XGH‘S'llOg ), where the denominator is o (P) ||0||3 instead of our 63 . oy (P)AL> (IT'TT)

due to the fact that [41] uses %)HQH% to roughly estimate oy (Q) while we apply 62, ok (P)Ax (IT'TI)
to strictly control the lower bound of ox (Q)). Therefore, we see that the row-wise deviation bound in
the fourth bullet of Lemma 2.1 [41] is consistent with our bounds in Lemma 5 when x (IT'IT) = O(1),
while our row-wise eigenspace errors in Lemma 5 are more applicable than those of [41] since we
do not need to add a constraint on T1'I1 such that k(IT'IT) = O(1). The upper bound of | A — Q||
of [41] is C+/Omax||0]|1 given in their Equation (C.53) under DCMM, (K, P,T1,®), while ours is
C+/0max||0]]11log(n) in Lemma 4, since our bound of the row-wise eigenspace error in Lemma 5 is
consistent with the fourth bullet of Lemma 2.1 [41], this supports the statement that the row-wise
eigenspace error does not rely on || A — Q| given in the first bullet after Lemma 2.

Let 7Tmin = ming <x<g1'Tle; , where 7tmin measures the minimum summation of nodes
belonging to a certain community. Increasing 7ty,in makes the network tend to be more
balanced, and vice versa. Meanwhile, the term 71, appears when we propose a lower
bound of # defined in Lemma A1l to keep track of the model parameters in our main
theorem under DCMM,, (K, P,T1,®). The next theorem gives the theoretical bounds on
estimations of memberships under DCMM.

Theorem 2. Under DCMM,, (K, P,T1,®), let I'1 be obtained from Algorithm 2, suppose conditions
in Lemma 5 hold, and there exists a permutation matrix P, € RK*K such that with probability at
least 1 — o(n™*), we have

~ 915 KS@K45(H/H))\1'5(H,H)
max;c(y ¢} (L, — [TP,) || = O(- ! .

5
Gmin TTmin

For comparison, Table 4 summarizes the necessary conditions and dependence on
model parameters of rates for Theorem 2 and Theorem 3.2 [43], where the dependence on
K and log(n) are analyzed in Remark 13 given below.
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Remark 13. (Comparison to Theorem 3.2 [43]) Our bound in Theorem 2 is written as combinations
of model parameters and 11 can follow any distribution as long as Condition (1I12) holds, where such
model parameters’ related form of estimation bound is convenient for further theoretical analysis (see
Corollary 2), while the bound in Theorem 3.2 [43] is built when I1 follows a Dirichlet distribution
and x(TT'@11) = O(1). Meanwhile, since Theorem 3.2 [43] applies Theorem 1.3 [43] to obtain the
row-wise eigenspace error, the bound in Theorem 3.2 [43] should multiply log® (n) by Remark 11,
and this is also supported by the fact that in the proof of Theorem 3.1 [43], when computing bound
of o (in the language in Ref. [43]) [43] ignores the logg(n) term.

Consider a special case by setting Ax (IV'TI) = O(%), Tmin = O(%) and gl:ﬁ = O(1) with
Omax = /0, where such case matches the setting w(IT ®2H) = O(1) in Theorem 3.2 [43]. Now
we focus on analyzing the powers of K in our Theorem 2 and Theorem 3.2 [43]. Under this case, the
power of K in the estimation bound of Theorem 2 is 6 by basic algebra; since min(K?,x%(Q)) =

. 2 4
min(K2,0(1)) = O(1), W = O(p12<7)’ % = O(K) by Lemma A1 where i in Lemma Al

follows the same definition as that of Theorem 3.2 [43], and the bound in Theorem 3.2 [43] should

multiply /K because (in the language of Ref. [43]) || (Yc V) ™Y || p should be no larger than W\/CEY,)
C

instead of m in the proof of Theorem 2.8 [43], the power of K is 6 by checking the bound
C

of Theorem 3.2 [43]. Meanwhile, note that our bound in Theorem 2 is Iy bound, while the bound

in Theorem 3.2 [43] is Iy bound, and when we translate the Iy bound of Theorem 3.2 [43] into 11

bound, the power of K is 6.5 for Theorem 3.2 [43], suggesting that our bound in Theorem 2 has less

dependence on K than that of Theorem 3.2 [43].

The following corollary is obtained by adding some conditions on the model parameters.

Corollary 2. Under DCMM,, (K, P, 11, ®), when conditions of Lemma 5 hold, suppose A (IT'T1) =
O(%), Tmin = O(%) and K = O(1), with probability at least 1 — o(n~"), we have

erlr?ax \/pmaxemax ||9H 110g(1/l)
018 oy (P)n

min

maxie ]lef (IT = TTP:) |1 = O

Meanwhile, when Omax = O(\/P), Omin = O(/p) (i.e., g:% = 0(1)), we have

1 Praxlog(n) )

maxje|lef(IT — TP ||y = O(UK 7 =

Remark 14. When Ag(ITTI) = O(%),K = O(1),0max = O(y/p) and bmin = O(,/p), the
requirement og (C)) > COmax+/ Pmaxnlog(n) in Lemma 5 holds naturally. By the proof of Lemma 5,
ox(P)A(ITTI) = O(62, 0k (P)n). To make the requirement
0% (Q) > COmax/ Pmaxnlog(n) always hold, we just need 6%, o (P)n > COmaxy/ Pmaxnlog(n),

min

ok (Q) has a lower bound 62,

and it gives ox (P) > C %‘;ﬁ;("), which matches the requirement of consistent estimation in

Corollary 2.

Using SCSTC to Corollary 2, let ® =  /pI such that DCMM degenerates to MMSB, and
it is easy to see that the bound in Lemma 2 is consistent with that of Lemma 1. Therefore,
the separation condition, alternative separation condition and sharp threshold obtained
from Corollary 2 for the extended version of SPACL under DCMM are consistent with
classical results, as shown in Tables 1 and 2 (detailed analysis will be provided in next
paragraph). Meanwhile, when 0max = O(,/p), Omin = O(4/p) and settings in Corollary 2

hold, the bound in Theorem 2.2 [41] is of order UK% ) 10%1(1") , which is consistent with our

bound in Corollary 2.
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Consider a mixed membership network under the settings of Corollary 2 when © =

/PI such that DCMM degenerates to MMSB. By Corollary 2, j/Klii) should shrink slower

than IOg( ). We further assume that B = (2—B)Ix+ (B—1)11 for B € [1,2) U (2,00);

we see that this P with unit diagonals and  — 1 as non-diagonal entries still satisfies
Condition (IT1). Meanwhile, o (P) = |B — 2| = Pmax — Pmin and Pmax = max(1, 8 — 1), so
ox(P) _ 182 10g( n)
V pmax \/max(l'ﬁfl)
matrix for such P, we have pout = p(B — 1), pin = p, and max(Pin, Pout) = pmax(1, f —1).
‘pin*poud — \/06“372‘
Vmax(pinpout)  4/max(1,8-1)
IOg( ) , which satisfies Equation (1). For an alternative separation condition and sharp
threshold just follow a similar analysis as that of MMSB, and we obtain the results in
Tables 1 and 2.

should shrink slower than

. Setting P = pP as the probability

Sure, the separation condition should shrink slower than

6. Numerical Results

In this section, we present the experimental results for an overlapping network by
plotting the phase transition behaviors for both SPACL and SVM-cone-DCMMSB to show
that the two methods achieve the threshold in Equation (2) under MMSB (n,K,TI, Pin, pout)
when K = 2 and K = 3. We also use some experiments to show that the spectral methods
studied in [26,30,48,50] achieve the threshold in Equation (2) under SBM(n, K, pin, Pout)
when K = 2 and K = 3 for the non-overlapping network. To measure the performance of
different algorithms, we use the error rate defined below:

mlnPG{KXK permutation matrlx} ||H 1P Hl 9)

g(1)

For all simulations, let pin = ain lOgn(") and pout = Déoutl be diagonal and non-
diagonal entries of P, respectively. Since P is the probability matrlx &in and &gyt should
be located in (0, log%] After setting P and I, each simulation experiment has the follow-
ing steps:

(@) Set(Q = TIIPIT.
(b) Let Wbeann x nsymmetric matrix such that all diagonal entries of W are 0, and W (i, j)

are independent centered Bernoulli with parameters Q)(i, j). Let A = Q — diag(Q) +

W be the adjacency matrix of a simulated network with mixed memberships under

MMSB (so there are no loops).

(c) Apply spectral clustering method to A with K communities. Record the error rate.
(d) Repeat (b)—(c) 50 times, and report the mean of the error rates over the 50 times.

Experiment 1: Set n = 600,K = 2, and ny = 250, where ng is the number of pure
nodes in each community. Let all mixed nodes have mixed membership (1/2,1/2). Since

ain and aoyt should be set to less than log( y = bgﬁ% ~ 93.795, we let a;, and aout be

in the range of {5,10,15,...,90}. For each pair of (ajn, ®out), we generate P and then run
steps (a)—(d) for this experiment. So, this experiment generates an adjacency matrix of
network with mixed memberships under MMSB(#,2,I1, pin, pout)- The numerical results
are displayed in panels (a) and (b) of Figure 1. We can see that our theoretical bounds (red
lines) are quite tight, and the threshold regions obtained from the boundaries of light white
areas in panels (a) and (b) are close to our theoretical bounds. Meanwhile, both methods

perform better when —tn—toul i creases and SVM-cone-DCMMSB outperforms SPACL

maX(&in,Xout
for this experiment since pefnel (b)) is darker than panel (a). Note that the network generated
here is an assortative network when &;, > aout, and the network is a dis-assortative
network when i, < aout. S0, the results of this experiment support our finding that SPACL
and SVM-cone-DCMMSB achieves the threshold in Equation (2) for both assortative and
dis-assortative networks.
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Experiment 2: Set n = 600, K = 3, and ny = 150. Let all mixed nodes have mixed
membership (1/3,1/3,1/3). Let aj and aoyt range in {5,10,15,...,90}. Sure, this experi-
ment is under MMSB(n, 3,11, pin, Pout)- The numerical results are displayed in panels (c)
and (d) of Figure 1. We see that both methods perform poorly in the region between the
two red lines, and the analysis of the numerical results for this experiment is similar to that
of Experiment 1.

SPACL SVM-cone-DCMMSB

(a) Experiment 1: SPACL (b) Experiment 1: SVM-cone-DCMMSB

SPACL SVM-cone-DCMMSB
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(c) Experiment 2: SPACL (d) Experiment 2: SVM-cone-DCMMSB

Figure 1. Phase transition for SPACL and SVM-cone-DCMMSB under MMSB: darker pixels represent
|‘Xin_lxoul‘ =1

lower error rates. The red lines represent
max (@in,Xout)

For visualization, we plot two networks generated from MMSB(n, K, 11, pin, Pout)
when K = 2 and K = 3 in Figure 2. We also plot two dis-assortative networks generated
from MMSB(n, K,IL, pin, pout) when K = 2 and K = 3 in Figure Al in Appendix A. In
Experiments 1 and 2, there exist some mixed nodes for network generated under MMSB.
The following two experiments only focus on network under SBM such that all nodes are
pure. Meanwhile, we only consider four spectral algorithms studied in [26,30,48,50] for the
non-overlapping network. For convenience, we call the spectral clustering method studied
in [26] normalized principle component analysis (nPCA), and Algorithm 1 studied in [30]
ordinary principle component analysis (0PCA), where nPCA and oPCA are also considered
in [50]. Next, we briefly review nPCA, oPCA, RSC and SCORE.

The nPCA algorithm is as follows with input A, K and output 1.

e Obtain the graph Laplacian L = D~1/2AD~1/2, where D is a diagonal matrix with
D(i,i) = ¥ A(i, j) fori € [n].

e Obtain UAU', the top K eigen-decomposition of L.

*  Apply k-means algorithm to U to obtain I'T.

The oPCA algorithm is as follows with input A, K and output IT.
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e Obtain UAU’, the top K eigen-decomposition of A.

e Apply k-means algorithm to U to obtain IT.
The RSC algorithm is as follows with input A, K, regularizer 7, and output I'T.

*  Obtain the regularized graph Laplacian L; = Dz 12AD7Y2, where D; = D + 7,
and the default 7 is the average node degree.

e Obtain UAU, the top K eigen-decomposition of L;. Let U, be the row-normalized
version of U.

e Apply k-means algorithm to U, to obtain IT.
The SCORE algorithm is as follows with input A, K, threshold T,, and output I'T.

*  Obtain the K (unit-norm) leading eigenvectors of A: 7j1,72, ..., k.
e  Obtainan n x (K — 1) matrix R, such that for i € [n],k € [K — 1],

R(ik), i [R(i, k)| < Ty,
R.(i,k) =< T,, if R(i, k) > Ty,
~T., ifR(i,k) < =Ty,

where R(i, k) = '7";’771(1)(1), and the default T, is log(n).
e Apply k-means algorithm to R, to obtain I'T.

We now describe Experiments 3 and 4 under SBM(n, K, pin, Pout) when K = 2 and
K =23.

(@ k=2 (b)K =3

Figure 2. Panel (a): a graph generated from the mixed membership stochastic blockmodel with
n = 600 nodes and 2 communities. Among the 600 nodes, each community has 250 pure nodes. For
the 100 mixed nodes, they have mixed membership (1/2,1/2). Panel (b): a graph generated from
MMSB with #n = 600 nodes and 3 communities. Among the 600 nodes, each community has 150 pure
nodes. For the 150 mixed nodes, they have mixed membership (1/3,1/3,1/3). Nodes in panels (a,b)
connect with probability pi, = 60/600 and pout = 1/600, so the two networks in both panels are
assortative networks. For panel (a), error rates for SPACL and SVM-cone-DCMMSB are 0.0285 and
0.0175, respectively, where error rate is defined in Equation (9). For panel (b), error rates for SPACL
and SVM-cone-DCMMSB are 0.0709 and 0.0436, respectively. For both panels, dots in the same color
are pure nodes in the same community and green square nodes are mixed.

Experiment 3: Set n = 600,K = 2, and ny = 300, i.e., all nodes are pure and each
community has 300 nodes. So this experiment generates the adjacency matrix of the network
under SBM(n, 2, pin, Pout)- Numerical results are displayed in panels (a)—(d) of Figure 3.
We can see that these spectral clustering methods achieve the threshold in Equation (2).
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Experiment 4: Set n = 600,K = 3, and ny = 200, i.e,, all nodes are pure and each
community has 200 nodes. So, this experiment is under SBM(n, 3, pin, Pout)- The numerical
results are displayed in panels (e)—(h) of Figure 3. The results show that these methods
achieve threshold in Equation (2).

For visualization, we plot two assortative networks generated from SBM(n, K, pin, Pout)
when K = 2 and K = 3 in Figure 4. We also plot two dis-assortative networks generated
from SBM(n, K, pin, Pout) when K = 2 and K = 3 in Figure A2 in Appendix A.

oPCA nPCA

0.15 0.15
0.1 0.1
0.05 0.05
0 0
O P PRSP ECTPSP P ORI PPRL O PRSP EOPCS® P
« «
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(a) Experiment 3: oPCA (b) Experiment 3: nPCA
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0.45 0.45
04 04
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0.3 0.3
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3
0.2 0.2
0.15 0.15
0.1 0.1
0.05 0.05
0 0
XL P PRI OP S LIPS S S
« «
in in
(c) Experiment 3: RSC (d) Experiment 3: SCORE
oPCA nPCA

(e) Experiment 4: oPCA (f) Experiment 4: nPCA
Figure 3. Cont.
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(g) Experiment 4: RSC (h) Experiment 4: SCORE

Figure 3. Phase transition for oPCA, nPCA,RSC and SCORE under SBM: darker pixels represent

lower error rates. The red lines represent i —tow] 1.
max(&in,Kout)

(a)k=2

Figure 4. Panel (a): a graph generated from SBM(600,2,30/600,2/600). Panel (b): a graph generated
from SBM (600, 3,30/600,2/600). So, in panel (a), there are 2 communities and each community has
300 nodes; in panel (b), there are 3 communities and each community has 200 nodes. Networks in
panels (a,b) are assortative networks since pin > pout. For both panels, error rates for oPCA, nPCA,
RSC and SCORE are 0. Colors indicate clusters.

7. Conclusions

In this paper, the four-step separation condition and sharp threshold criterion SCSTC is
summarized as a unified framework to study the consistencies and compare the theoretical
error rates of spectral methods under models that can degenerate to SBM in a community
detection area. With an application of this criterion, we find some inconsistent phenomena
of a few previous works. In particular, using SCSTC, we find that the original theoreti-
cal upper bounds on error rates of the SPACL algorithm under MMSB and its extended
version under DCMM are sub-optimal for the error rates and requirements on network
sparsity. To find how the inconsistent phenomena occur, we re-establish theoretical upper
bounds of error rats for both SPACL and its extended version by using recent techniques on
row-wise eigenvector deviation. The resulting error bounds explicitly keep track of seven
independent model parameters (K, p, ok (P), Ak (IT'TT), A (IT'TT), O1min, Omax ), which allow
us to have a further delicate analysis. Compared with the original theoretical results, ours
have smaller error rates with lesser dependence on K and log(n), weaker requirements
on the network sparsity and the lower bound of the smallest nonzero singular value of
population adjacency matrix under both MMSB and DCMM. For DCMM, we have no
constraint on the distribution of the membership matrix as long as it satisfies the identifia-
bility condition. When considering the separation condition of a standard network and
the probability to generate a connected Erdos-Rényi (ER) random graph by using SCSTC,
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our theoretical results match the classical results. Meanwhile, our theoretical results also
match those of Theorem 2.2 [41] under mild conditions, and when DCMM degenerates to
MMSB, the theoretical results under DCMM are consistent with those under MMSB. Using
the SCSTC criterion, we find that the reasons behind the inconsistent phenomena are the
sup-optimality of the original theoretical upper bounds on error rates for SPACL as well as
its extended version, and the usage of a regularization version of the adjacency matrix when
building theoretical results for spectral methods designed to detect nodes labels for a non-
mixed network. The processes of finding these inconsistent phenomena, sub-optimality
theoretical results on error rates and the formation mechanism of these inconsistent phe-
nomena guarantee the usefulness of the SCSTC criterion. As shown by Remark 8, the
theoretical results of some previous works can be improved by applying this criterion.
Using SCSTC, we find that spectral methods considered in [26,41,43,44,48-50,67,68] achieve
thresholds in Equations (1)—(3), and this conclusion is verified by both theoretical analysis
and the numerical results in this paper. A limitation of this criterion is that it is only used
for studying the consistency of spectral methods for a standard network with a constant
number of communities. It would be interesting to develop a more general criterion that
can study the consistency of all methods besides spectral methods, and models besides
those can degenerate to SBM for a non-standard network with large K. Finally, we hope
that the SCSTC criterion developed in this paper can be widely applied to build and com-
pare theoretical results for spectral methods in the community detection area and that the
thresholds in Equations (1)—(3) can be seen as benchmark thresholds for spectral methods.
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Abbreviations

The following abbreviations are used in this manuscript:

SCSTC separation condition and sharp threshold criterion
SBM stochastic blockmodels

DCSBM  degree corrected stochastic blockmodel

MMSB mixed membership stochastic blockmodel

DCMM  degree corrected mixed membership model

SBMO stochastic blockmodel with overlap

OCCAM  overlapping continuous community assignment model

RSC regularized spectral clustering

SCORE  spectral clustering on ratios-of-eigenvectors
SPACL sequential projection after cleaning

ER Erdos-Rényi

IS ideal simplex

IC ideal cone

SP successive projection algorithm

oPCA ordinary principle component analysis

nPCA normalized principle component analysis



Entropy 2022, 24, 1098

26 of 41

Appendix A. Additional Experiments

(A k=2

Figure A1. Panel (a): a graph generated from MMSB with n = 600 and K = 2. Each community has
250 pure nodes. For the 100 mixed nodes, they have mixed membership (1/2,1/2). Panel (b): a
graph generated from MMSB with n = 600 and K = 3. Each community has 150 pure nodes. For the
150 mixed nodes, they have mixed membership (1/3,1/3,1/3). Nodes in panels (a,b) connect with
probability pi, = 1/600 and pout = 60/600, so the two networks in both panels are dis-assortative
networks. For panel (a), error rates for SPACL and SVM-cone-DCMMSB are 0.0298 and 0.0180,
respectively. For panel (b), error rates for SPACL and SVM-cone-DCMMSB are 0.1286 and 0.0896,
respectively. For both panels, dots in the same color are pure nodes in the same community, and
green square nodes are mixed.

(@)K =2 (b)K =3

Figure A2. Panel (a): a graph generated from SBM(600,2,2/600,30/600). Panel (b): a graph
generated from SBM (600, 3,2/600,30/600). Networks in panels (a,b) are dis-assortative networks
since pin < Pout - For panel (a), error rates for oPCA, nPCA, RSC and SCORE are 0. For panel (b),
error rates for oPCA, nPCA, RSC and SCORE are 0.0067. Colors indicate clusters.

Appendix B. Vertex Hunting Algorithms
The SP algorithm is written as below.

Algorithm A1 Successive projection (SP) [51]

Require: Near-separable matrix Ysp = SspMsp + Zsp € RI*" , where Ssp, Msp should
satisfy Assumption 1 [51], the number r of columns to be extracted.
Ensure: Set of indices K such that Y(C,:) = S (up to permutation)
1: LetR =Y, K = {}, k=1
2: WhileR #0and k < rdo

3 k, = argmax,||R(k, :)|| .
4 Uy = R(k*,:).
Ut}
5 R+ (I- HukH%)R'
6: K =KuU/{k.}.
7 k=k+1.
8: end while
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Based on Algorithm A1, the following theorem is Theorem 1.1 in [51], and it is also the
Lemma VIL.1 in [44]. This theorem provides the bound between the corner matrix S5, and
its estimated version returned by letting Ysp, be the input of the SP algorithm when M, S;,,
enjoys the ideal simplex structure.

Theorem Al. Fixm > rand n > r. Consider a matrix Ysp = SspMsp + Zsp, where Sgp € R™*"
has a full column rank, Ms, € R™" is a non-negative matrix such that the sum of each column
is at most 1, and Zsp = [Zspll, e ,Zsp,n] € R™ ", Suppose that Msp has a submatrix equal

. min SS
to Ir. Write e < maxy<j<pl|Zsp,i||p. Suppose e = O(;;Kz((ssl; ))), where min(Ssp) and x(Ssp)

are the minimum singular value and condition number of Ss, respectively. If we apply the SP
algorithm to columns of Ysp, then it outputs an index set IC C {1,2,...,n} such that |K| = r
and max; <x<,minjex [|Ssp (i, k) — Ysp (5, )| F = O(ex?(Ssp)), where Sy (:, k) is the k-th column
of Ssp.

For the ideal SPACL algorithm, since inputs of the ideal SPACL are () and K, we see
that the inputs of SP algorithm are U and K. Letm = K,r = K, Y;p = U', Z;p = U' = U' =0,
Ssp = U'(Z,:), and Msp = IT'. Then, we have max;c,[|U(i,:) — U(i,:)||r = 0. By The-
orem Al, the SP algorithm returns Z up to permutation when the input is U, assuming
there are K communities. Since U = ITU(Z,:) under MMSB, (K, P,I1,p), we see that
U(i,:) = U(j,:) aslong as I'l(i,:) = I1(j, :). Therefore, though Z may be different up to the
permutation, U(Z, :) is unchanged. Therefore, following the four steps of the ideal SPACL
algorithm, we see that it exactly returns I'1.

Algorithm A2 below is the SVM-cone algorithm provided in [43].

Algorithm A2 SVM-cone [43]

Require: S € R"™ M with rows have unit I, norm, number of corners K, estimated distance
corners from hyperplane 7.
Ensure: The near-corner index set 7.
1: Run one-class SVM on 5(i,:) to get w and b
2: Run k-means algorithm to the set {5(i,:)|S(i,:)W < b+ 7} that are close to the hyper-
plane into K clusters
3: Pick one point from each cluster to get the near-corner set 7

As suggested in [43], we can start v = 0 and incrementally increase it until K dis-
tinct clusters are found. Meanwhile, for the ideal SVM-cone-DCMMSB algorithm, when
setting U, and K as the inputs of the SVM-cone algorithms, since ||Uy — Us|2500 = O,
Lemma F.1. [43] guarantees that SVM-cone algorithm returns Z up to permutation. Since
U. = YU.(Z,:) by Lemma 3 under DCMM, (K, P,11,®), we have U, (i,:) = U.(j,:) when
I1(i,:) = Il(j,:) by basic algebra, which gives that U, (Z, :) is unchanged though Z may be
different up to permutation. Therefore, the ideal SVM-cone-DCMMSB exactly recovers IT.

Appendix C. Proof of Consistency under MMSB
Appendix C.1. Proof of Lemma 1

Proof. We apply Theorem 1.4 (Bernstein inequality) in [70] to bound [|A — Q)f|, and this
theorem is written as shown below.

Theorem A2. Consider a finite sequence { Xy } of independent, random, self-adjoint matrices with
dimension d. Assume that each random matrix satisfies

E[Xk] = 0,and Amax(Xx) < R almost surely.
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Then, forall t > 0,
P(Amax()_Xx) > t) < d-exp(ﬂ),
- - 02+ Rt/3
where 02 := || e E[XZ]].
Let e; be an n X 1 vector, where ¢;(i) = 1 and 0 elsewhere,fori € [n ] For convenience,

set W = A — Q. Then we can write Was W = YL, Yl W(i,j)eje}. Set W) as the

n x n matrix such that W) = (z,])(eiej + eje;), which gives W = ):19<]§n W) where
E[W(7)] = 0 and

IWED | = Wi, ) (eie; +eer) | = (Wi, )| (eief + el = IW (i, )] = |AG,j) — Q. )] < 1.

For the variance parameter 02 := || Yi<icj<n E[(W))2]||. We bound E(W2(i, /) as
shown below:

E(W2(i,j)) = E((A(i,j) — Q(i,j))?*) = Var(A(i,j)) = Qi /) (1 — Q(,j) < Q,))
= pII(i,:) PIT'(j,:) < p.

Next we bound ¢? as shown below:

=Y, EWi ) (e +eel)(eief + e = |} E[W2(i, ) (eief + ejef)]|
1<i<j<n 1<i<j<n
< E(W?( <
) LBV )1 < o B =pn

Set t = Sl (“3“)(”19) \/pnlog(n) for any a > 0, combine Theorem A2 with 0% <
on,R =1,d = n, and we have

2
S 5 — DI > 1) < 5. ;/2
P(|W| > t) P(nggjgnw =8 <nexp( 53073
(& +1)log(n) <1

18 L 2Vadd log(n)) ne’
(Vat+1+va+19)2 ° Va+1+y/a+19 pn

)

< n-exp(

where we use Assumption (Al) such that 5 + \/ﬁvf;;r T IO%SZ) <

18 + 2\/ a+1 — 1 D
(Vat1+va+19)2 ' Vatl+va+19 )

18
(Va+1+v/a+19)

Appendix C.2. Proof of Lemma 2

Proof. Let H = U’'U, and H = Uy %y V}; be the SVD decomposition of Hy with Uy, Vi €
R"K where Uy and Vy represent respectively the left and right singular matrices of
H. Define sgn(H) = Uy V},. Slnce E(A(i,j) — Q(,j)) = 0, E[(A(i,j) — Q(,]))?*] < pby

the proof of Lemma 1, W < O(1) holds by Assumption (A1) where y is the
ogin

2
incoherence parameter defined as y = % By Theorem 4.2 [64], with high probability,
we have

|Cisgn(H) — Ullp oo < Y REKEOQ) VL Iog(m)

ox(Q2)
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provided that c;0x(Q) > /pnlog(n) for some sufficiently small constant ¢;. By Lemma 3.1
of [44], we know that ||l,I||2_)Oo < (11[,1_[) which gives

VEKo(k(Q), [ gr(rrm + V1og(n))

ox(Q) (A1)

| isgn(H) — Ullze0 < C
Remark A1. By Theorem 4.2 of [65], when ox (Q)) > 4||A — Q|| co, we have

. A— Ol
|Osgn(H) — Ullp o < 1414 Ole

> K( ) HU||2—>00

By Lemma 3.1 [44], we have

|A — Qo 1
ox(Q)) Ag(ITTI)”

[Usgn(H) — Ul|2-00 < 14

Unlike Lemma V.1 [44] which bounds || A — Q|| via the Chernoff bound and obtains ||A —
Q| < Cpn with high probability, we bound ||A — Q||e by the Bernstein inequality using a
similar idea as Equation (C.67) of [41]. Let y = (y1,Y2, - - ., Yn)" be any n x 1 vector; by Equation
(C.67) [41], we know that with an application of the Bernstein inequality, for any t > 0and i € [n],
we have

S L t2/2
P (4G -0 > ) < 2expl— e
j=1 Q) + =5

By the proof of Lemma 1, we have Q\(i,j) < p. Set y(j) as 1 or —1 such that (A(i,j) —
Q> 1))y(j) = |AG, ) — Q(i, f)|, we have

).

t2/2
pn—i—%

B(JA - Ol > £) < 2exp(——27).

Set t = v (“;l)(“Hg) V/pnlog(n) for any o > 0, by Assumption (A1), we have

t2/2
/ F)<n "

P(||[A — Qe > t) < 2exp(—
pn+3

Hence, when ox (Q)) > Co/pnlog(n) where Cy = fiasus (“;1)(““9), with probability at

least 1 —o(n™%),
|sgnHg) ~ Ul < CYETEM, | Lo

Note that when Ag(ITIT) = O(%), the above bound turns to be CivpKi?;‘;)(n) which is

consistent with that of Equation (A1). Also note that this bound ~ pnlog , /% (H’H is sharper
than the %1 [ 7 H,H of Lemma V.1 [44] by Assumption (Al).

Since U and U have orthonormal columns, now we are ready to bound ||UU’ —
LILI’|| 2 300+

AU’ — U |30 = maxjepy [le;(UU =TT ||
= max;c [, [le}(UU" — Usgn(H)U' + Usgn(H)U' — UU') ||
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< maxie[y €] H)U'|[F + maxiepy||e;0 (sgn(H)U" = U) ||

(,:>

(U — Usgn(H)

:maxie[n]He(U Sgn(H) I+ maxie | U (sgn(H)U" — U )ei| ¢
= maxi ) ||e; (U — Sgn(H)

(U — Usgn(H))||F + maxepy||e; (U (sgn(H))" — )|

)

:maXiEn]He( gn(H))[|r + maxicy [lei (U — Usgn(H))| ¢

= max;e, [l€;

)
)
)| + maxiep || (sgn(H)U' — U')ei|
)
)

= 2max;e[y)|le; (U — Usgn( )l = 2[U — Usgn(H) |20
- C\/K(K(Q)\CW + /log(n))
ok (P)/pAx (IT'1I)
where the last inequality holds since o (Q) > ok (P)pAx (IT'IT) under MMSB, (K, B, 11, p)

nlog(n)
by Lemma I1.4 [44] This bound is C o (P) VA (ITTD) if we use Theorem 4.2 of [65].

7

Remark A2. By Theorem 4.5[77],we have | UU" — UU’ ||2—s00 < /A (||U||2-500 + [|[U ]| 2-500) || U —
Usgn(H)|l2-00 < v/n(||U—Usgn(H )||2400+2||U||zaoo)|\u—\l}88n(H)||zaoo < Vn(lu-
N . 2¢/n 1]

Usgn(H)Hz%erW)HU Usgn(H) 2w = O(7m||u Usgn(H)||2-c0)-
Sure our bound |UU" — UU'||3 500 < 2||U — Usgn(H)||2—se0 enjoys concise form. In partic-

ular, when Ag(ITII) = O(%) and K= O(1), the two bounds give that ||UU" — UU'||3—s00 =
O(||U — Usgn(H)||2—e0), which provides same error bound of the estimated memberships given
in Corollary 1.

O

Appendix C.3. Proof of Theorem 1

Proof. Follow almost the same proof as Equation (3) of [44]. For i € [n], there exists a
permutation matrix P € RK*K such that

lei(Z — ZP) || = O(@x(IT'T1) /KA (IVIT)). (A2)

Note that the bound in Equation (A2) is VK times the bound in Equation (3) of [44],
and this is because in Equation (3) of [44], (in the language of Ref. [44]) || V‘l || denotes the

Frobenius norm of VP_ ! instead of the spectral norm. Since ||\7p_ Hip < ‘(FV) the bound in
Equation (3) [44] should multiply v/K.
Recall that Z = IL,T1(i,:) = HZ(( '))H 13, = HZ((i))Ih for i € [n], since
et - TPy = |2~ Py, = a2l —a ez
leiZll lle; ZPH lleiZl1lle;Z]l
||€'Z||6’ Z|ly — efZ|lefZ11llx + lleiZlle;Z]l1 — eiZP e Z]1]1x
e} Z1l1[lejZ 1
_ lefZlh — llefZIh| + llefZ — eiZPlly _ 2]lei(Z = ZP) 1
leiZ ]l - ezl
22— zP)lls

||3:HH1 :2”6;(2_27))”1 SZ\/E”e;(Z_Z,P)HF

= O(@Kx(ITTT) /A1 (IVIT)).
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Appendix C.4. Proof of Corollary 1

Proof. Under the conditions of Corollary 1, we have

max;e [y [|e; (TT = TIP)||; = O(@+v/n).

Under the conditions of Corollary 1, Lemma 2 gives @ = O( 1
gives that

1 log(n)
ok (P) pn

max;e e} (IT—TIP)|[; = O(

O

Appendix D. Proof of Consistency under DCMM
Appendix D.1. Proof of Lemma 3

Proof. Since QO = UAU’, we have U = QUA ! since U'U = Ik. Recall that Q) = OIIPIT'O,
we have U = OIIPITOUA ! = OIIB, where we set B = PITOUA ! for convenience.
Since U(Z,:) = ©(Z,I)I1(Z,:)B = ©(Z,Z)B, we have B = @~ 1(Z,7)U(Z,:).

Set M = I1B. Then we have U = ©®M, which gives that U(i,:) = e;U = O(i,i)M(i,:)

for i € [n]. Therefore, U, (i,:) = Huu((l ))”F = HI\I/\I/I(( ))H , and combined with the fact that B =
o~ YZ,nHu(z,:) = @fl(I,I)Nl} (Z,Z)Ny(Z,DH)U(zZ,:) = @fl(I,I)NL’Il(I,I)U*(I,:),

we have

I1(1,:) /| M(1,) || I1(1,:) /| M(1,2)||p
u, = H(z")/”:M(z")HF B= H(z")/H:MQ")HF © 1(Z,I)N; (T, T)U.(Z,2).
I1(n,2)/ || M(n,:)l|p T1(n,:) /|| M(n,:)l| e

Therefore, we have
Y = NyI1® Y(Z,T)N; (Z, 1),

where Ny, is a diagonal matrix whose i-th diagonal entry is GBI ( T fori e [n]. O

Appendix D.2. Proof of Lemma 4
Proof. Similar to the proof of Lemma 1, set W = A — Q and W) = W(i,j)(e,»e} +ejer),
wehave W = Y1 iy W), E[w()] = 0 and |[W() || < 1. Since

E(W(i,/)) = E((A(i, ) — Q(,))?) = Var(A(i, /) = Q, /)(1 — Q(, j))
< Qi) = 0(1)0 ()T, :) PIT'(j,2) < 0(1)0(f) Pmax,

we have
o= Y EWA(i ) (e, +ejel)(eie; +eel) | = (I Y EIW(i,f)(eie} + eje))] |
1<i<j<n 1<i<j<n
< 11’21a<>;| ;E WZ 1 ]))‘ < r21a<)§129 Pmax < Pmax max||9||1

j=1

Sett = 2TV (”‘;1)(“19) \/PmaxemaXHGHllog(n) for any & > 0, combine Theorem A2

with 02 < PraxBmax||0]l1, R = 1,d = n, we have
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—£2/2

> f) — (D) > ) < 5. =
P(|W| > £) P(HKK):@W =8 <mexp(mp73)
B (& +1)log(n) <L
2V/ai1 log () n

18
VarTrvar 92 T Vet var19 || Pratman 0T

18 + 2+/a+1 _ log(n)
(Vat+1+v/a+19)2  Va+1+v/a+19 \/ PmaxOmax||0]1

where we use Assumption (A2) such that

18 2/a+1 _
= (Vat+1+v/a+19)2 + Vatl+va+19 L0

Appendix D.3. Proof of Lemma 5

Proof. The proof is similar to that of Lemma 2, so we omit most details. Since E(A(i, j) —
Q(i,j)) = 0, E[(A(i, /) — (i, )] < 0()0(j) Pmax < Ofax Pmax, - <0(1)

Omax \/pmax”/(ﬂlog(”))
2

holds by Assumption (A2) where y = % By Theorem 4.2 [64], with high probability,

we have

Omax V PmaxK(K(Q)\/]7 + \/W)

J - <
|Usgn(H) — Ul < C o

provided that c,.0x(Q) > Omax1/ Pmaxnlog(n) for some sufficiently small constant c... By

2 szax 9I2na)(
Lemma H.1 of [43], we know that ||U|5_,., < T < A (T under

DCMM, (K, P,T1,®), which gives

Omax v/ P maxK(emZﬁf‘Q)\/ gy T V108 (1))

) - <
|Usgn(H) — Ull-se0 < C o

Remark A3. Similar to the proof of Lemma 2, by Theorem 4.2 of [65], when ox (Q)) > 4||A — Q| co,
we have
~ HA—QHoo 149max||A_Q||00
Usgn(H) — U|[ps00 S d——FF—||U||2500 < .
[isgn(F) ~ Ul < 140 0= Ul < 2P

Lety = (y1,Y2,---,Yn) beany n x 1 vector, and by the Bernstein inequality, for any t > 0
and i € [n], we have

Z A ii ] Xpl— tZ/z
]P’(|];(A(l,]) Q@i 1)y(j)| > t) < 2exp( 1O )yR() + tH?/B““’

By the proof of Lemma 4, we have (i, j) < 6(i)8(f) Pmax, which gives Y1 (i, j) < Prmax8max]|]l1-
Set y(j) as 1 or —1 such that (A(i,j) — Q(i,]))y(j) = |A(i,j) — Q(i, ])|, we have

P(|A = Qljo > t) < 2exp(— £/2 )
® o P pmaxgmaxHGHl"‘% '

Set t = HEVCEEID), b Omax 6]l log (1) for any « > 0, by Assumption (A2), we
have

t2/2 L
P(|A = Qfleo > t) < 2exp(—= Sy <t
Pmaxemax||9“l+§
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Hence, when o (Q) > CO\/PmaXGmaXH()Hllog(n) where Cy = 4t (“;1)(““9), with
probability at least 1 — o(n™"%),

6max \/pmaxgmaxHGHllog(n)

[Usgn(H) = Ull2500 < C
7 9minUK(Q) /\K(H/H)

Meanwhile, since \/ PmaXGmaXHGHllog(n) < Omax Pmaxnlog(n), for convenience, we let

the lower bound requirement of og (Q) be COmax/ Pmaxnlog(n).

Similar to the proof of Lemma 2, we have

10"~ UU'||2-500 = maxjepy [le;(UU = U [[F < 2|[U — Usgn(H)||2-50

Omax V PmaxK(emg)::ix(qQ) \/m v log(n))

<
=C ox(QY)
S22 [ /g0
<C ,
62 00k (P)Ag (IT'TT)

where the last inequality holds since ox(Q) = ox(®IIPII®) > 62. o (IIPIT) =

2. ox(ITTIP) > 62. ox(P)ox(IV'TI) = 62, ox(P)Ax(IT'TI). And this bound is
Gmax pmaxemax 9 1 .

Csr UK(PW!(#I?[;&( ") if we use Theorem 4.2 of [65]. O

min

Appendix D.4. Proof of Theorem 2
Proof. To prove this theorem, we follow similar procedures as Theorem 3.2 of [43]. Fori €
[n], recall that Z, = Y, J, = NﬁlNMH, Zy = Yuf, T1(i,2) = HZ((: ))H and I'L(i,:) = 2, (i)

12 (i)l
where Nj; and M are defined in the proof of Lemma 3 such that U = ®M = OIIB, and

Ny (i,1) = HM(l T we have

2el(Ze ~ 2Py _ 2VK[€l(2. — ZPy)r
AT AR

le; (T, —TIP.) ||y <

Now, we provide a lower bound of ||¢/Z.||; as below

_ _ Nm (i, i
2.3 = NG Ny = 1N G it T = N )N, e = 30
1 1
= UG eNw G ) = UG e v = UG e
M0, e [eMIle
1 ) 1

= [lu(,:)

MNrrm= = UG ) | Fim==777 = 0(i) > Omin-
HF ||e;®_1u|lp H (l )HF ||®_1(11 l)eguHF (l) — Ymin

Therefore, by Lemma A3, we have

He/Z*Hl o Omin
fio K>@x*S (ITTT) A} (IT'TT)
=O( 15 )-
Gmmnmin
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Appendix D.5. Proof of Corollary 2

Proof. Under conditions of Corollary 2, we have

. O Ko (TTIT) AL (TT'TT) 015 o /n
maxiefy ¢} ({1 = ITP:) | = O(= L) — otV

15 .
Gmin Tlmin min

( Omax\/ PmaxBmax H9H110g(”) )
’

Under the conditions of Corollary 2, Lemma 5 gives @ = O & o (P

which gives that

R 915 N \/ﬁ 93“651,( pmax max ||9 Hllog(n)
max;e|y [|ef (11 — TTPy)[l1 = O( s )= \/ 018 oo (P :
min min? ( )1’[

By basic algebra, this corollary follows. O

Appendix D.6. Basic Properties of (3 under DCMM
Lemma A1l. Under DCMM,, (K, P,T1,®), we have

. Omin . ok TTmin
u(,: > fori € [n],andy > —20 —

where 1 = minge g (Us (Z,)UL(Z, 1)) ") (k).

Proof. Since ] = U'U = U'(Z,:)® 1( I)H’®2H® (Z,Z)U(Z,:) by the proof of Lemma 3,
we have (@~ 1(Z,7)U(Z,:))((0~YZ,T)U(Z,:))")” —H’G)ZH, which gives that

min|le; (@~ (Z, T)U(Z, 1)) |} = minke, (0~ (Z, T)U(Z,:)) (@ (T, T)U(T,:)) ek
> miny, X' (@ (Z,T)U(Z,:))(© 1(Z,T)U(Z,:))'x
1

= Ak ((@1(Z,T)U(Z,:)) (@ T, T)U(Z,:))) = A (T2’

where x is a K x 1 vector whose I, norm is 1. Then, for i € [n], we have

U, )|lF = [1611(,:)0 (T, T)U(Z,:)||p = 6;||T1(i,-)@ (T, T)U(ZL,:) ||
> f;min||TI(i, :) || pmin; ||} (©(Z, T)U(Z, 1)) ||
> 0;min;||ej(©1(Z, T)U(Z,:))||r/ VK

91' > Gmin

> 7
KA1 (TVOTI) ~ Bpmax /KA1 (IT11)

where we use the fact that min;||I1(7,:)||r > f since YK | T1(i,k) = 1 and all entries of IT
are non-negative.
Since U, = NyU, we have

(U(Z,)UL(Z,))) ' =N (z,7)0 1 (Z,7)ITeT1®@ (Z,7)N;,'(Z,T)

2 64
> min H/H 2 min I—I/H,
Gmale%I max gmaxKAl (H/H)

where we set Numax = maxc[, Nu(i, i) and we use the fact that Ny, © are diagonal

. Bumax /KA1 (TVTT
matrices and Ny max < m@i,l(). Then we have
min

4
Gmin

7 = ming g (U(Z,)UL(T, ) 1) (k) > 03 KA, (ITT1)

]fl’lil’lkE [K] e;{H’Hl
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N : U,
U 2(i:) = Wi (i, :) [ = ||

= —efnin min e 111 = —efni“ Tmin
O o KA (TVIT) — FE[KITk 0% o KA (TTTT)

O

Appendix D.7. Bounds between Ideal SVM-cone-DCMMSB and SVM-cone-DCMMSB

The next lemma focuses on the 2nd step of SVM-cone-DCMMSB and is the cornerstone
to characterize the behaviors of SVM-cone-DCMMSB.

Lemma A2. Under DCMM, (K, b, 11, ©®), when conditions of Lemma 5 hold, there exists a
permutation matrix Py € RX*K such that with probability at least 1 — o(n~%), we have

K30LL o3 (IT'TT) AL (IT'IT)

max <<k |l (U2 (Ze, 1) — Pillia(Z,2)) lF = O Il
minnmin

),

where U, = U, U, U*,z = 0.0, ie., U.p, LAI*,Z are the row-normalized versions of UU’ and
utr’, respectively.

Proof. Lemma G.1. of [43] says that using UL » as input of the SVM-cone algorithm returns
the same result as using U, as the input. By Lemma F.1 of [43], there exists a permutation
matrix P, € RKXK such that

\/ngx

maxie k) ller (Uua (L, 1) = Pilio(Z,:))|[F = O(/\1.5(u LU AL .))'
K *, . 2\
4K _ K _ ] i N
where { < L EaLE) ~ Olpp gy = miep [ Ueali:) = Uil

)IF and 77 = ming << (U (Z, :)UL(Z,:)) ~11) (k). Next we give upper bound of €..

(i, ) 1Ua (i, ) [[p — U (i, ) [ U (i, ) | 7
182G ) [l U2 (i) | P

2|ty (i,:) — Ua (i, ) ||
[Ua(i,:)[|F

Ilr <

2”&2 — U2H2aoo 2w 2@ 2@ 20

aGlr TG Ilr TG TUGITT UG

— 20max@ /KA, (TTTT)

7

where the last inequality holds by Lemma A1. Then, we have ¢, = O( Bmax/ KA, (ITTT) VGKM(H/H)) By

min

Lemma H.2. of [43], Ax (U« (Z,:)UL(Z,:)) > w. By the lower bound of # given in

max

Lemma A1, we have

K361 o3 (IT'TT)AJ-> (IT'IT)

11
Gmin Tlmin

maxie k) |ler (Uua(Zs, 1) — Pillo(Z,:))||F = O ).

O

Next the lemma focuses on the 3rd step of SVM-cone-DCMMSB and bounds
max;c(y [ (Z« — Z«Px)|[F-

Lemma A3. Under DCMM, (K, P11, ®), when the conditions of Lemma 5 hold, with a probabil-
ity of at least 1 — o(n~*), we have

~ 915 K4‘5(DK4‘5 11 )\1'5 11
max;c y [le} (Zs — ZP.)||p = O (ITTT) Ay (IT'TT)

).

14
Gmin Tlmin
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Proof. Fori € [n], since Z, = Y.Ji, Z« = Y., and ], J. are diagonal matrices, we have

1e}(Zs = ZP)[|F = [lej(max(0, Vifi) = YiJs Ps)[F < llej(Yifs — Yo ] P |
(Ve = YaPo) Ju + Y Pu(Ju = PilPo) |l
(Ve — Y*P*)HFHI*” + [l eYaPullpll J = PLT P

= [lej (Ve = YaP) [l Flell + lefYullellfe — PLIP:|
(Y. PN+ lleiYallpllJ« = P PL.

Therefore, the bound of ||e/(Z, — Z.P.)||r can be obtained as long as we bound
led(Y = YiP) e, | ll, letYe] | and ||]. — P«f.PL||. We bound the four terms as below:

e We bound [le/(Ys — YiP.)||F first. Set U.(Z,:) = By, Ui(Zy,:) = By, Uip(Z,:) =
Bs., H*,z(f*, :) = By, for convenience. For i € [n], we have

le; (Ve = Yo Ps)l[F = llef(UBL(B. ) — UBL(B.B.) ™' P.)|r
= [lef (T — u(u't))BL(B.BL) " + e (U(U'U) BL(B.B,) ™
— u(u't)(PL(B.B.)(B,) (U’ )) Dl
< Jlef(T — u(u'tn)BL(B.BL) ~H|[p + [lef (U'tr) (B (B.B.) ™
— (PL(B.B.)(BL) " (U'T)))|r
< Jlef(T — u(u't)) ¢l B lr + I|E§U(U’U)(BL(B*BL)*1 — (PL(B.BL)(BL) " (U't) 7Yl

< VK|lef(0 — u(u't) ¢/ \/Ax(B<BL) + [lef (U'T) (B, — (PLB.(U'T)) ™) ¢

A A max ITTI AN B— AN —
O VReltrir —uu’)unpo<#>+||e;u<u’u><B*1—<7>;B*<u'u>> o

Gmin
N 0 x(IT'TI NN A
< VRJej(aty’ — uwr) o e M gy 82 - (s (w') )
min
0 IT11 IR N
< VKoo "M,y 4y ) (87— (LB (u')) 5
min
Omax /K (TTTT o A
= 0o VRRIITL)) oy (871 — (P, (') ),
min

where we have used similar idea in the proof of Lemma VIIL.3 in [44] such that we
apply O(W) to estimate - L ,)

«(B.B
Now we aim to bound || U(U’ (B;1 — (PIB.(U'UD)) !

)||r- For convenience, set
T =U'U,S = P.B,T. We have

lefur 'ty (B — (PB(U'T) " )IF = e UTS (S = BB

_ " . - A VK
< [efuTs (S — B.)|[ell B Hle < efUTS (S = Bo)pm—p

!/
s (s — B r——YK < eurs1(s - B.)] o Pmaxy KxTTE)
! A A 1

Ak(B.B.) Omin

)

!
= [lefUTT "B, (B.B,) " Px(S — B*)”Fo(emaxK—"(HH))
Gmin
5 0 7
— |elUBL(B.BL) 1P, (S — B.)| po dmaxVKK(TTL) )

Gmin

: Omax /KA (TI'T1 , Omax /KA1 (ITT1
= [|efYsPu(S = B.)[[FO(—= Qmm( )y < e, ]IS — B.||po fmaxVRAMATTL)

emin
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By Equation (A3) g2
<

= maxlgkgK”e;c(BZ* - PiBZ*)HFO(

By Lemma A2

max KAl (H/H)

Onax K /% (TT'TT) )

max; <<k €, (S — B.) || FO(

erznin/\ K (H/ H) emin
. . 03 KOk (TT'TT)
= max ey (B, — PLB.U'U)||pO(2ax>_— 7
1<ksilieh(B. —PIBUD) 05 mrrs)
s . 03 . KO« (IT'TT)
= max<x<|le (B.U" — PiB.U")U||[pO( 3 ———==)
63 in v/ A (TT'IT)
S 03 KOk (TT'TT)
< max; <k<|lep (B« U’ — P'B.U') [ FO( FF——=—==)
= 63 i/ Ak (IT'IT)
03 . KO« (IT'TT) )
63 in v/ Ak (TT'TT)
o K404 x> (IT'TT) A4 (IT'TT) )
err%inn'min

lef Y e

A

UG U ) <

Then, we have

~ Kx(ITTI A N
14T, — VP [ < O(@ e VRT3 — (prBou ) ) 5

Gmin
<0 (wemax KK(H’H))+ o (K4-5911T‘11axc01<4-5(H’H)/\1(H’H))
o Gmin Qn%inn'min
_of K*9gLt @S (IT'TT) A4 (IT'T]) )
014 7T '
min’ “min

for ||elY: ||F, since Y. = UU;(Z,:), we have

\/KHU(ZI)HF < erznax K)\l(n/n)

S VAT AW, ) O (V) (49

for f* , recall that f* = /diag(U,(I,,: /A\lAli 7.,:)), we have
g

1.1 = maxye g 2k K) = maxee e (L, )AL (2., e
= mage e 0L (1, )AL (L, x|
< maxgeqgllef U (L, )IPIAT < maxeer lef 0 (L, ) BIAN = 1A,

where we have used the fact that || U.(i,:)||r = 1 for i € [n] in the last equality. Since
we need g (Q)) > COmaxy/ Pmaxitlog(n) > C||A — Q|| in the proof of Lemma 5, we

have Al = [All = |[A-Q+Ql < [[A-Qf + Q] <ox(Q)+]lQf <2(Q| =
2||@IIPIT®|| < 2C62 4y PmaxA1 (IT'TT) = O(62 4 PmaxA1 (IT'IT)). Then we have

17:1) = OBumax\/ Prnax 1 (ITTT)).

for ||J. — P.J.PL||, we provide some simple facts first: || A|| = || A[|, ||All = [|Q, Q =
UAU', A =AW, || =1, U]l = 1, |eP.Ba.|| = || Boser]| = llepBasll < llejBou]lF =
1. Since A is the best rank K approximation to A in the spectral norm, and therefore
|A - A| < [|Q— Al since QO = UAU’ with rank K and () can also be viewed as a
rank K approximation to A. Thisleads to [|Q — A|| = |[Q— A+ A - A|| <2||[A-Q].
By Lemma H.2 [43], ||B.|| = [|[U(Z,:)|| = VA (UL(Z,))UL(Z,:)) < /x(ITOTI) <
Omax x> (IT'TT

ety LAl = A= Q+ Q] < A= Ol + 0] < ox(©) + [[0]] < 2O by

the lower bound requirement of o (Q2) in Lemma 5, and we also have ||A — Q] <
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ox(Q) < ||Q. Fork € [K], let 7y = J«(k,k), % = (P«J«P.)(k k) for convenience.
Based on the above facts and Lemma A2, we have

A N

maxge x| |77 — 7] = maxye xllepUs(Z, ) AUL(T, e — e Pl (L, ) AUL(Ls, ) Ple|
= maxyc k] || €, Bo» UAU Ba.ey — e, PoBo, UAU' By, Pley |
< llex(Bax — PuBasJUAU'By,er || + [lefPsBon (UAU' — UAU') By, e
b e P Bo AT (B, — B4, Pl
< llek(Bax — PuBos) [IUN AU || Byex | + [lexPeBas [ [UAU' — TGAT' ||| By, el
+ [lex PeBas [ITNIA T 1 (B3, — By, Plex|
< llek(Bax — PuBos) [ Alll|Baeer|l + [UAU — UAT'|[||By,ex|| + | Alll|(Ba. — B3, PL)ex|

= lle (Bax — PuBo) [ (1O Baexll + [|AI) + 12 — A || Byl
= |let (B2« — PiBa:) [ (Il Bhsexll + Al + |Q — Alll| Ba.exl
< |l (Bax — PLBo) (1Ol Boexll + 1AL + 2]l A — Q|| By.exl
= |lep(Bow — PiBo) 11U [[UBLex || + |A]]) + 2]l A — Q| [[UBLeg]|
< [lex(Bax — PiBa) [ (1| Biexll + | All) +2[| A — Q|| Biex |
< |let(Bax — PLBo) [ (I1Q][| Biexl + 211Q]) + 2[| ]| Be |
= |l (Bax — PLBo) || (|| Biexl + 1)O (03,0 PmaxA1 (TT'TT)) + || BLek || O (62,0x PmaxA1 (TT'TT))
< |l (B« — PiBo) || (| Bell + 1)O (630 PmaxA1 (TT'TT)) + || B [ O (5105 PmaxAx (TT'TT) )
< ||t (B« — PiB2:) [ O(Bnax Pmaxk®> (TT'TI) A1 (TT'TT) / Oryin )
+ O(Onax Pmaxk®® (IT'TT) Ay (TT'TT) / fimin)
< ”ek(BZ* PLB2.) | FO(Omax Pmaxtc® (IT'TT) Ay (TT'TT) / Bpnin )

( max ~maxK05(H H)/\l (H H)/gmm)
K36k, @ (T'TDALS (IT'T)

= O( ) (9g1axpmaXK (H H)Al(n H)/Gmin)

Grlr}in TTmin
K3gL

P i3S (TTTIDAZS (TT'TI
+ O(Bnax Pmax™ (ITTT) A1 (IT'TT) / O ) = O(— 22 (ITTI)AT> (IT'IT)

12
()mm TTmin

).

Recall that J. = Nu(Z,T)O(Z, T), we have [I1.] < Numaxfmar < SVgaitiil

where the last inequality holds by Lemma Al. Similarly, we have

2 / !
Ju(k, k) > Ominmin;c HU(il, F > Imin gifx(n D \where the last inequality holds by

the proof of Lemma 5. Then we have

1]« = Puefu PLl| = maxeex 1% — wl = MK 2 g, = Mkl

) K3015  Prax@x35 (TTTT)AZ3 (TT'TT
< 5 max : maxke[K] ‘flg _ Tkzl — O( max = max ( )/ 1 ( )
0 /\K(H H) Gmmnmin AK(H H)

min

)-

Combining the above results, we have

lef(Ze = ZePu)llp < llei (Ve = YuP) [l + lleiYell e = PufuPi]

<0 (K459}§axm45(n IT)Aq (TT'TT)

g4 o )O(Omax \/ PmaxA1 (IT'I1))
min’ “min
max K)\l H/H (KSQEameawaa'S(H/H)/\%E(H/H)

4
erznm/\K (H/H) 931’%11’1 Ttmin \/ AK (H/H)

)
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Oonx K215 (IT'TI)A}S (IT'TI)

= O( ).

erl;llin TTmin
O]
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