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Abstract: Of late, image compression has become crucial due to the rising need for faster encoding
and decoding. To achieve this objective, the present study proposes the use of canonical Huffman
coding (CHC) as an entropy coder, which entails a lower decoding time compared to binary Huffman
codes. For image compression, discrete wavelet transform (DWT) and CHC with principal component
analysis (PCA) were combined. The lossy method was introduced by using PCA, followed by DWT
and CHC to enhance compression efficiency. By using DWT and CHC instead of PCA alone, the
reconstructed images have a better peak signal-to-noise ratio (PSNR). In this study, we also developed
a hybrid compression model combining the advantages of DWT, CHC and PCA. With the increasing
use of image data, better image compression techniques are necessary for the efficient use of storage
space. The proposed technique achieved up to 60% compression while maintaining high visual
quality. This method also outperformed the currently available techniques in terms of both PSNR
(in dB) and bit-per-pixel (bpp) scores. This approach was tested on various color images, including
Peppers 512 × 512 × 3 and Couple 256 × 256 × 3, showing improvements by 17 dB and 22 dB,
respectively, while reducing the bpp by 0.56 and 0.10, respectively. For grayscale images as well, i.e.,
Lena 512 × 512 and Boat 256 × 256, the proposed method showed improvements by 5 dB and 8 dB,
respectively, with a decrease of 0.02 bpp in both cases.

Keywords: canonical Huffman coding (CHC); 2D discrete wavelet transform (2D DWT); hard
thresholding; lossy image compression

1. Introduction

With the phenomenal rise in the use of digital images in the Internet era, researchers
are concentrating on image-processing applications [1,2]. The need for image compression
has been growing due to the pressing need to minimize data size for transmission. This has
become particularly necessary due to the restricted capacity of the Internet. The primary
objectives of image compression are to store large amounts of data in a small memory space
and to transfer data quickly [2].

There are primarily two types of image compression methods: lossless and lossy. In
lossless compression, the original and the reconstructed images remain exactly the same.
On the other hand, in lossy compression, notwithstanding its extensive application in many
domains, there can be data loss to a certain extent for greater reduction of redundancy. In
lossy compression, the original image is first forward transformed before the final image is
quantized. The compressed image is then produced using entropy encoding. This process
is shown in Figure 1.

Lossy compression can additionally be classified into two primary methods [3,4]:
Firstly, there are direct image compression methods, which are applied for sampling

an image in a spatial domain. These methods comprise techniques such as block trunca-
tion (block truncation coding (BTC) [5], absolute moment block truncation (AMBTC) [6],

Entropy 2023, 25, 1382. https://doi.org/10.3390/e25101382 https://www.mdpi.com/journal/entropy

https://doi.org/10.3390/e25101382
https://doi.org/10.3390/e25101382
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/entropy
https://www.mdpi.com
https://orcid.org/0000-0002-3408-7453
https://doi.org/10.3390/e25101382
https://www.mdpi.com/journal/entropy
https://www.mdpi.com/article/10.3390/e25101382?type=check_update&version=1


Entropy 2023, 25, 1382 2 of 24

modified block truncation coding (MBTC) [7], improved block truncation coding using
K-means quad clustering (IBTC-KQ) [8], adaptive block truncation coding using edge-based
quantization approach (ABTC-EQ) [9]) and vector quantization [10].
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Secondly, there are image transformation methods, which include singular value
decomposition (SVD) [11], principal component analysis (PCA) [12], discrete cosine trans-
form (DCT) [13] and discrete wavelet transform (DWT) [14]. Through these methods,
image samples are transformed from the spatial domain to the frequency domain, thereby
concentrating the energy of the image in a small number of coefficients.

Presently, researchers are noticeably turning to the DWT transformation tool due to its
pyramidal or dyadic wavelet decomposition properties [15]. It enables high compression
and helps produce superior-quality reconstructed images. The present study demonstrates
the benefits of the DWT-based strategy using canonical Huffman coding. In their pre-
liminary work, the present authors explained this aspect of the entropy encoder [16]. In
course of the analysis, a comparison of canonical Huffman coding with basic Huffman
coding showed that the former has a smaller code-book size and accordingly requires less
processing time.

In the present study, for the standard test images, the issue of enhancing the com-
pression ratio was addressed by improving quality of the reconstructed image and by
thoroughly analyzing the necessary parameters, such as PSNR, SSIM, CR and BPP. PCA,
DWT, normalization, thresholding and canonical Huffman coding methods were employed
to achieve high compression with excellent image quality. During the present study, canon-
ical Huffman coding proved to be superior to both Huffman and arithmetic coding, as
explained in Section 3.4.

The present authors developed a lossy compression technique during the study us-
ing the PCA [12], which proved to be marginally superior to the SVD method [17] and
DWT [16] algorithms for both grayscale and color images. Canonical Huffman coding [16]
was used to compress the reconstructed image to a great extent. The authors also com-
pared the parameters obtained in their proposed method with those provided in the block
truncation [18] and the DCT-based approaches [19].

In this study, PCA-DWT-CHC extends our previously reported work (DWT) [16].
Our proposed method uses the Haar wavelet transform to decompose images to a single
level and then incorporates PCA with DWT to improve performance. In the previous
work, images were decomposed up to three levels using a Haar wavelet, and PCA was
not included as a pre-processing compression method. Here, the proposed method yields
high-quality images with a high compression ratio and requires less computing time (by an
average of 45%) than our previously reported work. In the process of the study, the authors
examined several frequently cited images in the available literature. Slice resolutions of
512 × 512 and 256 × 256 were used, which are considered to be the minimum standards in
the industry [20]. The present authors also calculated the compression ratio and the PSNR
values of their methods and compared them to the other research findings [3,5–9,16,20].

This study was based on the following structure: After the introduction in Section 1, a
review of the literature is presented in Section 2. Section 3 discusses the approach adopted
in the present study and also analyzes a number of critical concepts. Section 4 details the
proposed algorithm. The parameters for performance evaluation are explained in Section 5.
Section 6 presents the experiment findings, while Section 7 marks the conclusion.
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2. Literature Review

An overview of several published works on this subject highlights various other
methods that have so far been presented by many other researchers. One approach that
has gained considerable attention in recent years among the research communities is a
hybrid algorithm that combines DWT with other transformation tools [10]. S M Ahmed
et al. [21] explained in detail their method of compressing ECG signals using a combination
of SVD and DWT. Jayamol M. et al. [8] presented an improved method for the block
truncation coding of grayscale images known as IBTC-KQ. This technique uses K-means
quad clustering to achieve better results. Aldzjia et al. [22] introduced a method for
compressing color images using the DWT and genetic algorithms (GAs). Messaoudi
et al. [3] proposed a technique called DCT-DLUT that involves using the discrete cosine
transform and a lookup table known as DLUT to demarcate the difference between the
indices. It is a quick and effective way to compress lossy color images.

Paul et al. [10] proposed a technique, namely DWT-VQ (discrete wavelet transform-
Vector Quantization), for generating an YCbCr image from an RGB image. This tech-
nique compresses images while maintaining their perceptual quality in a clinical setting.
A K Pandey et al. [23] presented a compression technique that uses the Haar wavelet trans-
form to compress medical images. A method for compressing images using the discrete
Laguerre wavelet transform (DLWT) was introduced by J A Eleiwy [24]. However, this
method concentrates only on approximate coefficients from four sub-bands of the DLWT
post-decomposition. As a result, this approach may affect the quality of the reconstructed
images. In other words, maintaining a good image quality while achieving a high com-
pression rate can prove to be considerably challenging in image compression. Moreover, J.
A. Eleiwy did not apply the peak signal-to-noise ratio (PSNR) or the structural similarity
index measure (SSIM) index to evaluate the quality of the reconstructed image.

M. Alosta et al. [25] examined the arithmetic coding for data compression. They
measured the compression ratio and the bit rate to determine the extent of the image
compression. However, their study did not assess the quality of the compressed images,
specifically the PSNR or SSIM values, which correspond to the compression rate (CR) or
bits per pixel (BPP) values.

R. Boujelbene et al. [20] have shown that the NE-EZW algorithm provides a triple
tradeoff between the number of symbols, image size, and reconstructed image quality.
It builds upon the EZW coding approach and outperforms both the JPEG 2000 [26] and
SPIHT [27] compression algorithms.

S. Singh et al. [28] validated SPIHT’s superiority over JPEG [29] in medical image
datasets for image quality at the same bit rate.

3. Fundamental Concepts

Various phases of the suggested method for the present study are outlined in this
section. These include canonical Huffman coding, DWT and PCA. Transformation is a
mathematical process through which a function, considered to be an input, is mapped.
Transformation can extract hidden or valuable data from the original image. Moreover,
in comparison with the original data, the transformed data may be more amenable to
mathematical operations. Therefore, transformation tools are a significant means for
image compression.

The most widely used transformation methods include the Karhunen–Loeve transform
(KLT) [30], Walsh–Hadamard transforms (WHTs) [31], SVD [11], PCA [12], DCT [13],
DWT [14] and integer wavelet transform (IWT) [32].

The DCT method is commonly used for compressing images. However, it may result
in image artifacts when compressed with JPEG. Moreover, DCT does not have the multi-
resolution transform property. In all these respects, DWT is superior [33]. With DWT,
one can obtain the resulting filtered image after going through various levels of discrete
wavelet decomposition. One can also gather statistics from the frequency domain for the
following procedure via multi-level wavelet decomposition. Following the compression,
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by combining noise reduction and information augmentation, better image reconstruction
can be ensured [2].

Hence, DWT was the preferred method for image compression during the present
study [14]. Because of its high energy compaction property and lossy nature, this technique
can remove unnecessary data from an image to achieve the desired compression level for
images. It produces wavelet coefficients iteratively by dividing an image into low-pass and
high-pass components. These wavelet coefficients de-correlate pixels while the canonical
Huffman coding eliminates redundant data.

3.1. Principal Component

Principal components are a small number of uncorrelated variables derived from
several correlated variables by means of the PCA [12] transformation technique. The
PCA technique determines the finer points in the data to highlight their similarities and
differences. Once the patterns are established, datasets can be compressed by reducing
their dimensions without losing the basic information. Therefore, the PCA technique is
suitable for image compression with minimal data loss.

The idea of the PCA technique is to take only the values of the principal components
and use them to generate other components.

In short:
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3.1.1. Mathematical Concepts of PCA

The PCA algorithm: The following steps make the PCA Algorithm:

Step-01: Obtaining data.
Step-02: Determining the mean vector (µ).
Step-03: Subtracting the mean value from the data.
Step-04: Performing a covariance matrix calculation.
Step-05: Determining the eigenvalues and eigenvectors of the covariance matrix.
Step-06: Assembling elements to create a feature vector.
Step-07: Creating a novel data set.

3.1.2. Mathematical Example

Two-dimensional patterns have to be taken into account, i.e., (2, 1), (3, 5), (4, 3), (5, 6),
(6, 7), and (7, 8). This must be followed by principal component calculation.

Step-01:
Data are obtained. x1 = (2, 1), x2 = (3, 5), x3 = (4, 3), x4 = (5, 6), x5 = (6, 7) & x6 = (7, 8).

The vectors provided are -
[

2
1

] [
3
5

] [
4
3

] [
5
6

] [
6
7

] [
7
8

]
Step-02:
The mean vector (µ) is identified.

Mean vector (µ) = ((2 + 3 + 4 + 5 + 6 + 7)/6, (1 + 5 + 3 + 6 + 7 + 8)/6) = (4.5, 5)

Mean vector(µ) =
[

4.5
5

]
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Step-03:
The mean vector (µ) is subtracted from the data.

x1 − µ = (2 − 4.5, 1 − 5) = (−2.5, −4)

Similarly, other feature vectors are obtained.
After removing the mean vector (µ), the following feature vectors (xi) are obtained:[
−2.5
−4

] [
−1.5

0

] [
−0.5
−2

] [
0.5
1

] [
1.5
2

] [
2.5
3

]
Step-04:
A covariance matrix calculation is performed.
The covariance matrices are provided by-

Cov Mat = ∑(xi − µ)(xi − µ)t

n

Now, m1 = (x1 − µ)(x1 − µ)t =

[
−2.5
−4

][
−2.5 −4

]
=

[
6.25 10
10 16

]
Similarly, the value of m2 . . . m6 is calculated.
The covariance matrix is now equal to (m1 + m2 + m3 + m4 + m5 + m6)/6.
The matrices above are added and divided by 6:

CovMat =
[

2.92 3.67
3.67 5.67

]
Step-05:
The eigenvalues and eigenvectors of the covariance matrix are determined.
A value is considered to be an eigenvalue (λ) for a matrix M if it solves the defining

equation |M − λ| = 0.

Hence, one obtains:
∣∣∣∣2.92− λ 3.67

3.67 5.67− λ

∣∣∣∣ = 0,

By resolving this quadratic problem = 8.22, 0.38 is obtained.
Hence, eigenvalues λ1 and λ2 are 8.22 and 0.38, respectively.
It is obvious that the second eigenvalue is much smaller than the first eigenvalue.
Hence, it is possible to exclude the second eigenvector. The primary component is the

eigenvector that corresponds to the highest eigenvalue in the given data set. As a result, the
eigenvector is located matching eigenvalue λ1. The eigenvector is determined by applying
the following equation:

MX = λX

X = Eigenvector, M = Covariance Matrix and λ = Eigenvalue.
By changing the values in the aforementioned equation, X2 = 1 and X1 = 0.69 are

obtained. Then, these numbers are divided by the square root of the sum of their squares.
The eigenvector V is [

x1
x2

]
=

[
0.566
0.821

]
Hence, the principal component of the presented data set is[

x1
x2

]
=

[
0.566
0.821

]
3.2. Discrete Wavelet Transform
The Operational Principle of DWT

The data matrix of the image is split into four sub-bands, i.e., LL (low-pass vertical
and horizontal filter), LH (low-pass vertical and high-pass horizontal filter), HL (high-pass
vertical and low-pass horizontal filter) and HH (high-pass vertical and horizontal filter).
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These sub-bands are used to apply the wavelet transform in computing (DWT [14] and
Wavelet [HAAR] [19]). The logic behind the decomposition of the image into the four
sub-bands is explained in Figure 2.
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The process involves dividing the image into rows and columns after convolution.
The wavelet decomposition and reconstruction phases make the DWT. The image input
undergoes a process of convolution that includes both low- and high-pass reconstruction
phases. Figure 3a describes a one-level DWT decomposition. In Figure 3b, the up arrow
denotes the up-sampling procedure. The wavelet reconstruction is the opposite of the
wavelet decomposition.
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For the data processing, various wavelet families are commonly used such as Haar
(“haar”), Daubechies (“db”), Coiflets (“coif”), Symlets (“sym”), Biorthogonal (“bior”) and
Meyer (“meyer”) [23]. During the present study, the Haar wavelet transform was applied
due to its comparatively modest computational needs [19].

3.3. Thresholding
Hard Thresholding

The hard-thresholding method is used frequently in image compression. The hard-
threshold function works by ϕT(x) = x·1{|x| > T} keeping the input value if it is greater
than the set threshold T. If the input value is less than or equal to the threshold, it is set
at zero [34].

3.4. Entropy Encoder
Canonical Huffman Coding

Canonical Huffman coding [16,35] is a significant subset of regular Huffman cod-
ing and has several advantages over other coding schemes (Huffman, arithmetic). Its
advantages include faster computation times, superior compression and higher reconstruc-
tion quality. Many researchers prefer working with this coding because of these advan-
tages. The information required for decoding is compactly stored since the codes are in
lexicographic order.

For instance, if the Huffman code for five bits is “00010,” only five will be used for
canonical Huffman coding, equaling the entire number of bits available in the Huffman
code [36].

4. Proposed Method

In the course of the present study, various approaches for compressing images were
examined, including that of transforming RGB color images into YCbCr color images [37],
PCA transformation, wavelet transformation and extra processing by using thresholding,
normalization and canonical Huffman coding.

4.1. Basic Procedure

During the present study, in order to compress the image, the PCA approach was
applied first. Next, the output of PCA was decomposed using DWT. Finally, the image
was further decomposed using canonical Huffman encoding. In order to break down
8-bit/24-bit key images with 256 × 256 and 512 × 512 pixel sizes, a one-level Haar wavelet
transform was used.

4.2. Pca Based Compression

The PCA procedure involves mapping from an n-dimensional space to a k-dimensional
space by applying orthogonal transformations (k < n). The principal components, which
are unique orthogonal features in this case, are the k-dimensional features that include
most of the characteristics of the original data set. Because of this advantage, it is used in
image compression.

PCA is a reliable image compression technique that ensures nominal information loss.
In comparison with the SVD approach, the PCA method produces better results [17]. The
Algorithm 1 [12] based on PCA is shown in below.
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Algorithm 1: PCA_Algorithm [12]

Encoding

Input: The image F(x, y), F(x, y) =

 f (0, 0) · · · f (m− 1)
...

. . .
...

f (n− 1, 0) · · · f (n− 1, m− 1)


Here, the values x and y represent the coordinates of individual pixels in an image. Depending on
the type, the value f (x, y) corresponds to the color or gray level.
Step 1: Image normalization has to be performed.
The normalization is carried out on the image data set F(x, y).

Fnormalized(x, y) =

 f (0, 0) · · · f (m− 1)
...

. . .
...

f (n− 1, 0) · · · f (n− 1, m− 1)

− [ f (0, 0) . . . f (0, m− 1)
]

Here,
[

f (0, 0) . . . f (0, m− 1)
]

is the column vector containing the mean value for y1 to ym.
Step 2: Computation of covariance matrix of Fnormalized(x, y) is performed.

cov(x, y) = Fnormalized(x,y) × Fnormalized(x,y)T

m−1
Here, m is the number of element y.
Step 3: Computation of Eigenvectors and Eigenvalues of cov(x, y) is performed.
Using the SVD equation AT = cov(x, y) = UD2UT, the eigenvectors and eigenvalues are calculated.
Here, “U” represents the eigenvectors of “AAT”, while the squared singular values in “D” are the
eigenvalues of “AAT”. The eigenvector matrix denotes the principal feature of image data, i.e.,
the principal component.
Output: Image data with reduced dimension:

Ftrans f ormed(x, y) = UT Fnormalized(x, y)
Here, UT is the transpose of the eigenvectors matrix and Fnormalized(x, y) is the adjusted original
image datasets.
It can also be expressed as:

Ym×k = UT
n×kXm×n

Here, “m” and “n” represent in the matrix, while “k” represents the number of principal
components with k < {m, n}.
Decoding
By reconstructing the image data, one obtains

X̂m×n = Un×kYm×k
In PCA, the compression ratio (ρ) [12] is calculated as:

ρ = n×n
m×k+n×k+n

4.3. Dwt-Chc Based Compression

The DWT details show zero mean and a slight variation. The more significant DWT
coefficients are used and the less significant ones are discarded by using canonical Huffman
coding. The Algorithm 2 based on DWT is presented below.
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Algorithm 2: DWT_CHC Algorithm [16]

Input: An image in grayscale G(A, B) of size A× B
Output: A reconstruction of a grayscale image R(A, B) of size A× B

Encoding of Image

Step 1: The DWT is applied to separate the grayscale image G(A, B) into lower and higher sub-bands.
Step 2: The equation an = (ad − amin)/(amax − amin), is applied to normalize the lower and upper sub-bands

in the range of (0, 1), where a is the coefficient matrix of the image G(A, B), ad is the data to be
normalized, and amax nd amin are the maximum and minimum intensity values, respectively.

Step 3: Hard thresholding on the higher sub-band is used to save the important bits and discard
the unimportant ones.

Step 4: To acquire the lower and higher sub-band coefficients, the lower sub-band coefficient is
assigned to the range of 0 to 127 and the higher sub-band coefficient is assigned to the
range of 0 to 63.

Step 5: Canonical Huffman coding is applied to each band.
Step 6: The compressed bit streams are obtained.

Decoding of Image

Step 1: The compressed bit streams are taken as an input.
Step 2: The reverse canonical Huffman coding process is applied to retrieve the reconstructed

lower and higher sub-band coefficients from the compressed bit streams of the
approximate and detail coefficients.

Step 3: To obtain the normalized coefficients for the lower and higher sub-bands, their respective
coefficients are divided by 127 and 63.

Step 4: The following equation is applied to perform inverse normalization on the normalized
lower and higher sub-bands.

ad = an × (amax−amin) + amin

Step 5: Inverse DWT is applied to obtain the rebuilt image R(A, B).

4.4. Pca-Dwt-Chc-Based Image Compression

This method first involves compression of the image through the PCA, followed by
decomposing the gray scale/color image by using a one-level Haar wavelet transform.
One achieves approximate and detailed images by applying this method. To produce a
digital data sequence, the approximation coefficients have to be normalized and encoded
with canonical Huffman coding. Moreover, during normalization of the detail coefficients,
any insignificant coefficients are removed through hard thresholding. Finally, binary data
are obtained by using canonical Huffman coding.

The final compressed bit stream is created by combining all the binary data. This
stream is then divided into approximate and detailed coefficient binary data to reconstruct
the image. The qualitative loss becomes apparent only after a certain point by eliminating
certain principal components. This entire procedure is termed the DWT-CHC method.
During the present study, the proposed strategy was found to work better when the
PCA-based compression technique was used with DWT-CHC as a part of the lossy method.
The DWT outperformed PCA in terms of compression ratios while the PCA outperformed
the DWT in terms of the PSNR values. An evaluation of the necessary number of bits
yielded the CR value for the PCA algorithm.

During the present experimentation, initially, the image was compressed by using the
PCA. The approximate image was further compressed by using DWT-CHC. Accordingly,
the image was initially decomposed using PCA, then a few principal components were
removed. The reconstructed image was then computed. Next, the reconstructed image was
used as the input image for the DWT-CHC segment of the proposed method.

When several primary components were dropped from the PCA segment of the
proposed method, the compression ratio was found to be higher. The overall CR value was
obtained by multiplying the CR values of the PCA and the DWT-CHC.
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To analyze an image, it is first decomposed, applying a Haar wavelet to its approxima-
tion, horizontal, vertical and diagonal detail coefficients. Next, the approximation and the
detail coefficients are coded with DWT-CHC. Encoding refers to the compression process
and decoding refers to the simple process of reversing the encoding stages from which the
reconstructed image is derived. After quantization, the image is rebuilt using the inverse
DWT-CHC of the quantized block.

This approach combines the PCA and the DWT-CHC to reach its full potential. It
uses PCA, DWT and canonical Huffman coding to achieve a high compression ratio
while maintaining excellent image quality. The structural layout of the proposed image
compression approach is shown in Figure 4a–e.
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The steps in the suggested method are as follows:
Encoding:
Step 1: (i) For a C(x, y) grayscale image with an x × y pixel size to be derived by

using the PCA method, as the first step, the image is decomposed first to obtain the
principal component.

(ii) If the image is in color, the color transform is used to change the RGB data into

YCrCb using the formula.

 Y
Cr
Cb

 =

 0.299 0.587 0.114
−0.169 −0.331 0.500
0.500 −0.419 −0.081

R
G
B


To demarcate the principal component from the YCrCb image, PCA decomposition is

carried out.
Step 2: The image is reconstructed by utilizing these principal components. Accord-

ingly, for compression, only the principal components are considered.
Step 3: The compression ratio is obtained.
Step 4: The decomposition level is set at 1.
Step 5: By utilizing the HAAR wavelet, the DWT generates four output matrices:

LL (the approximate coefficients) and LH, HL and HH (the detail coefficients). These
matrices consist of three components: vertical, horizontal and diagonal details.

Step 6: To obtain bit streams, the DWT-CHC algorithm is applied to these coefficients
(compressed image).

Step 7: The compression ratio is calculated.
Step 8: To determine the final compression ratio of an image, the outputs from

Steps 3 and 7 are multiplied.
Decoding:
Step 1: The DWT-CHC approach is applied in reverse to obtain the approximate and

detailed coefficients.
Step 2: A reconstructed image is created.
Step 3: The PSNR value is determined.
The following flowchart further explains this idea:

5. Performance Assessment

A few of the parameters listed below can be used to gauge the efficacy of the lossy
compression strategy.

Compression ratio (CR): CR [38] is a parameter that measures compressibility.
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Mathematically, CR =
Soriginal

Scompressed

where Soriginal = the size of the original image data, Scompressed = a measure for the size
of the compressed image data (in bits).

Bitrate (BPP): the BPP equals 24/CR for color images and 8/CR for grayscale images.
Peak signal-to-noise ratio (PSNR): This is a common metric for assessing the quality of

the compressed image. Typically, the PSNR for 8-bit images is formulated as: [39]

PSNR(dB) = 10 log10

(
2552

MSE

)
(1)

where 255 is the highest value that the image signal is capable of achieving. The term
“MSE” in Equation (1) refers to the mean squared error of the image, written as

MSE =
1
m∑

x
∑
y
( f (x, y)− F(x, y))2

Here, the variable “m” represents the total number of pixels in the image. F (x, y) refers
to the value of each pixel in the compressed image, while f (x, y) represents the value of
each pixel in the original image.

Structural similarity index (SSIM): This is a process for determining how similar
two images can be [40].

Luminance change, l(x, y) =
2µxµy + c1

µ2
X + µ2

X + c1

Contrast change, c(x, y) =
2σxσy + c2

σ2
X + σ2

X + c2

Structural change, s(x, y) =
σxy + C3

σxσy + C3

Here, SSIM can be evaluated as:

SSIM(x, y) = l(x, y)·c(x, y)·s(x, y)

y represents the image that was recreated and x represents the original image.
µx = average of x, µy = average of y
σx = variance of x, σy = variance of y
Two variables, c1 and c2, are used to stabilize a division with a weak denominator.

c1 = (k1L)2, c2 = (k2L)2, c3 =
c2

2

k1 = 0.001, k2 = 0.002 as a rule.
In this case, the pixel values range from 0 to 255 and are represented by L. The SSIM

index is generated as a consequence, ranging from −1 to 1.

6. Experiment Result

The outcomes of the experiment for image compression, utilizing the PCA-DWT-CHC
hybrid approach, are presented in this section. Additionally, a comparison between the
suggested approach and other available methods, such as (BTC [5], AMBTC [6], MBTC [7],
IBTC-KQ [8], ABTC-EQ [9], DWT [16], DCT-DLUT [3] and NE-EZW [20]) is made. All
experiments in this connection were conducted using the 512 × 512 and 256 × 256 in-
put images (8-bit grayscale images, which are Lena, Barbara, Baboon, Goldhill, Peppers,
Cameraman, Boat and 24-bit color images, i.e., Airplane, Peppers, Lena, Couple, House,
Zelda and Mandrill). The images are presented in Figures 5 and 6.
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Figure 6. The size 512 × 512 (a–e) and 256 × 256 (f–h) (color test images).

All experiments were run in the interim on the MATLAB software (Version 2013a)
platform using the hardware configurations of an Intel Core i3-4005U processor. It had
1.70 GHz, 4.00 GB of RAM and Windows 8.1 Pro 64-bit as the operating system.

The compression performance of images for various approaches is shown in the next
part, which is based on visual quality evaluation and objective image quality indexes, i.e.,
PSNR, SSIM, CR and BPP.

Two parameters, namely CR and BPP, reflect certain common aspects of image com-
pression. The PSNR and SSIM are used to assess the quality of the compressed image.
Greater PSNR and SSIM values indicate better image reconstruction, whereas higher com-
pression ratios and lower bitrates indicate enhanced image compression.

For this study, the predictive approach was used to determine the threshold values,
which were TH = 0.10. For both color (256 × 256 × 3 and 512 × 512 × 3) and grayscale
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(256 × 256 and 512 × 512) images, the principal component values of 25, 25, 200 and
400 were taken, respectively, to reconstruct the image.

6.1. Visual Performance Evaluation of Proposed Pca-Dwt-Chc Method

Based on the quality of the reconstructed images, the proposed hybrid PCA-DWT-
CHC image compression method was compared to the other methods that are available
presently. Figure 7b,d and Figure 8b,d present the reconstructed images for comparison
of the visual quality on the basis of the PSNR values, i.e., 34.78 dB, 33.31 dB, 33.43 dB
and 37.99 dB with CR = 4.41, 4.04, 5.15 and 4.45 for the input grayscale images. The
images are respectively titled as “lena.bmp” and “barbara.bmp” (size 512 × 512) and
“cameraman.bmp” and “boat.bmp” (size 256 × 256). Again, Figure 9a,b and Figure 10a,b
display the reconstructed image for a comparison of visual quality on the basis of the PSNR
values, i.e., 47.57 dB, 47.99 dB, 54.60 dB and 53.47 dB, with compression factors (in BPP)
of 0.27, 0.32, 0.69 and 0.70, respectively, for the input color images. The respective titles
of the images are “airplane.bmp,” and “peppers.bmp” (size 512 × 512 × 3) along with
“couple.bmp” and “house.bmp” (size 256 × 256 × 3).
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Figure 7. Results of compression for the 512 × 512 grayscale images of Lena and Barbara. (a) Lena
image reconstruction using DWT with PSNR = 29.9001 dB and rate (bpp) = 3.2855; (b) Lena image
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6.2.1. Tabular Results for Comparative Analysis of Proposed Method 
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DWT-CHC method, proved to be better in terms of the PSNR, SSIM, BPP and CR values 
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Figure 8. Compression outcomes for the grayscale images Cameraman and Boat of size 256 × 256:
(a) reconstructed Cameraman image using DWT with PSNR = 26.4333 dB, rate (bpp) =2.7925;
(b) reconstructed Cameraman image using proposed method with PSNR = 3 3.4238 dB, rate
(bpp) = 1.5536; (c) reconstructed Boat image using DWT with PSNR=29.6486 dB, rate (bpp) = 3.4099;
(d) reconstructed Boat image using proposed method with PSNR=37.9922 dB, rate (bpp) = 1.7985.

Figures 7–10 demonstrate that the proposed hybrid PCA-DWT-CHC method yielded
the reconstruction of a superior-quality image as compared to other image compression
methods with regard to all the input images. Based on the visual quality in various standard
test images, one could conclude that the proposed hybrid PCA-DWT-CHC method is more
efficient in reconstructing images compared to the other available methods.
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(b) Peppers image reconstruction using the proposed method, PSNR = 47.99 dB and rate (bpp) = 0.32.

Entropy 2023, 25, x FOR PEER REVIEW 15 of 24 
 

 

Figure 7. Results of compression for the 512 × 512 grayscale images of Lena and Barbara. (a) Lena 
image reconstruction using DWT with PSNR = 29.9001 dB and rate (bpp) = 3.2855; (b) Lena image 
reconstruction using the proposed method with PSNR = 34.7809 dB and rate (bpp) = 1.8158; (c) Bar-
bara image reconstruction using DWT with PSNR = 27.7496 dB and rate (bpp) = 3.7896; (d) Barbara 
image reconstruction using the proposed method with PSNR = 33.3092 dB and rate (bpp) = 1.9806. 

    
(a) (b) (c) (d) 

Figure 8. Compression outcomes for the grayscale images Cameraman and Boat of size 256 × 256: 
(a) reconstructed Cameraman image using DWT with PSNR = 26.4333 dB, rate (bpp) =2.7925; (b) 
reconstructed Cameraman image using proposed method with PSNR = 3 3.4238 dB, rate (bpp) = 
1.5536; (c) reconstructed Boat image using DWT with PSNR=29.6486 dB, rate (bpp) = 3.4099; (d) 
reconstructed Boat image using proposed method with PSNR=37.9922 dB, rate (bpp) = 1.7985. 

  
(a) (b) 

Figure 9. Results of compression for the 512 × 512 color images Airplane and Peppers. (a) Recon-
structed image of an airplane using the proposed method, PSNR = 47.57 dB and rate (bpp) = 0.27; 
(b) Peppers image reconstruction using the proposed method, PSNR = 47.99 dB and rate (bpp) = 
0.32. 

  
(a) (b) 

Figure 10. Results of color image compression for Couple and House with 256 × 256-sized images. 
(a) Reconstructed image of a couple with PSNR of 54.60 d B and rate (bpp) = 0.69; (b) reconstructed 
image of a house with PSNR of 53.47 dB and rate (bpp) = 0.70. 

6.2. Objective Performance Evaluation of Proposed Pca-Dwt-Chc Method 
6.2.1. Tabular Results for Comparative Analysis of Proposed Method 

According to the experiment results, the suggested PCA method, followed by the 
DWT-CHC method, proved to be better in terms of the PSNR, SSIM, BPP and CR values 
when compared to the other methods, as shown in Tables 1–3. In other words, from Tables 
1–3, the proposed method is superior to the BTC [5], AMBTC [6], MBTC [7], IBTC-KQ [8], 
ABTC-EQ [9], DWT-CHC [16], DCT-DLUT [3] and NE-EZW [20] processes for working 
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(a) Reconstructed image of a couple with PSNR of 54.60 d B and rate (bpp) = 0.69; (b) reconstructed
image of a house with PSNR of 53.47 dB and rate (bpp) = 0.70.

6.2. Objective Performance Evaluation of Proposed Pca-Dwt-Chc Method
6.2.1. Tabular Results for Comparative Analysis of Proposed Method

According to the experiment results, the suggested PCA method, followed by the
DWT-CHC method, proved to be better in terms of the PSNR, SSIM, BPP and CR val-
ues when compared to the other methods, as shown in Tables 1–3. In other words,
from Tables 1–3, the proposed method is superior to the BTC [5], AMBTC [6], MBTC [7],
IBTC-KQ [8], ABTC-EQ [9], DWT [16], DCT-DLUT [3] and NE-EZW [20] processes for
working on grayscale and color images. This is established by the fact that among all
the different compression methods, the PSNR and SSIM values in the proposed method
were found to be the highest. The CR value was also the highest in the proposed method
compared to the other methods. On the other hand, with regard to the color images, the
bitrate values in the proposed method turned out to be the lowest when compared to the
other available methods.

Table 1. Comparative performance of BTC [5], AMBTC [6], MBTC [7], IBTC-KQ [8], ABTC-EQ [9],
DWT [16] and proposed method for grayscale images.

Tested Image Method
Block Size (4 × 4) Pixels Block Size (8 × 8) Pixels

PSNR SSIM BPP CR PSNR SSIM BPP CR

Lena
(512 × 512)

BTC 21.4520 0.7088 2 4 21.4520 0.7088 1.2500 6.4000

AMBTC 35.3706 0.9905 2 4 32.0885 0.9639 1.2500 6.4000

MBTC 35.8137 0.9904 2 4 32.6268 0.9662 1.2500 6.4000

IBTC-KQ 40.3478 0.9874 4 2 36.4511 0.9664 2.5000 3.2000

ABTC-EQ 36.9919 0.9632 2.5734 3.1087 33.8401 0.9305 1.8267 4.3794

DWT 29.9001 0.8943 3.2855 2.4349 29.9001 0.8943 3.2855 2.4349

Proposed 34.7809 0.9985 1.8158 4.4058 34.7809 0.9985 1.8158 4.4058

Lena
(256 × 256)

DWT 27.0772 0.8326 3.2713 2.4455 27.0772 0.8326 3.2713 2.4455

Proposed 36.9556 0.9447 1.7831 4.4865 36.9556 0.9447 1.7831 4.4865
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Table 1. Cont.

Tested Image Method
Block Size (4 × 4) Pixels Block Size (8 × 8) Pixels

PSNR SSIM BPP CR PSNR SSIM BPP CR

Barbara
(512 × 512)

BTC 19.4506 0.6894 2 4 19.4506 0.6894 1.2500 6.4000

AMBTC 29.8672 0.9747 2 4 27.8428 0.9429 1.2500 6.4000

MBTC 30.0710 0.9757 2 4 28.1069 0.9451 1.2500 6.4000

IBTC-KQ 36.3729 0.9847 4 2 33.5212 0.9632 2.5000 3.2000

ABTC-EQ 32.1986 0.9551 2.6966 2.9667 30.5587 0.9244 1.9487 4.1053

DWT 27.7496 0.9242 3.7896 2.1111 27.7496 0.9242 3.7896 2.1111

Proposed 33.3092 0.9986 1.9806 4.0392 33.3092 0.9986 1.9806 4.0392

Baboon
(512 × 512)

BTC 20.1671 0.7288 2 4 20.1671 0.7288 1.2500 6.4000

AMBTC 26.9827 0.9639 2 4 25.1842 0.9181 1.2500 6.4000

MBTC 27.2264 0.9653 2 4 25.4677 0.9216 1.2500 6.4000

IBTC-KQ 33.8605 0.9777 4 2 31.2925 0.9550 2.5000 3.2

ABTC-EQ 30.6787 0.9400 3.0363 2.6348 28.7947 0.9089 2.1571 3.7086

DWT 25.9806 0.9479 4.2012 1.9042 25.9806 0.9479 4.2012 1.9042

Proposed 28.0266 0.9984 2.0917 3.8247 28.0266 0.9984 2.0917 3.8247

Goldhill
(512 × 512)

BTC 18.0719 0.6252 2 4 18.0719 0.6252 1.2500 6.4000

AMBTC 32.8608 0.9825 2 4 29.9257 0.9438 1.2500 6.4000

MBTC 32.2422 0.9828 2 4 30.3195 0.9472 1.2500 6.4000

IBTC-KQ 39.9867 0.9840 4 2 36.1776 0.9599 2.5000 3.2000

ABTC-EQ 36.3085 0.9536 2.7986 2.8586 33.6061 0.9210 2.0778 3.8502

DWT 28.8597 0.9255 3.6259 2.2064 28.8597 0.9255 3.6259 2.2064

Proposed 33.6289 0.9986 1.9020 4.2061 33.6289 0.9986 1.9020 4.2061

Peppers
(256 × 256)

BTC 19.4540 0.6306 2 4 19.4540 0.6306 1.2500 6.4000

AMBTC 30.5655 0.9409 2 4 26.7127 0.8547 1.2500 6.4000

MBTC 31.1372 0.9444 2 4 27.4445 0.8596 1.2500 6.4000

IBTC-KQ ----------- --------- -------- --------- ----------- --------- -------- ---------

ABTC-EQ 32.0306 0.9551 2.6966 2.9667 28.9805 0.8985 2.6966 4.0499

DWT 27.3524 0.8212 3.1735 2.5209 27.3524 0.8212 3.1735 2.5209

Proposed 37.1723 0.9431 1.7422 4.5918 37.1723 0.9431 1.7422 4.5918

Cameraman
(256 × 256)

BTC 20.7083 0.7214 2 4 20.7083 0.7214 1.2500 6.4000

AMBTC 28.2699 0.9322 2 4 25.8654 0.8831 1.2500 6.4000

MBTC 29.0746 0.9392 2 4 26.9365 0.8934 1.2500 6.4000

IBTC-KQ 36.7714 0.9890 4 2 33.6339 0.9754 2.5000 3.2

ABTC-EQ 33.9790 0.9725 2.6418 3.0282 31.2452 0.9531 1.8325 4.3656

DWT 26.4333 0.7483 2.7925 2.8648 26.4333 0.7483 2.7925 2.8648

Proposed 33.4238 0.8578 1.5536 5.1492 33.4238 0.8578 1.5536 5.1492

Boat
(256 × 256)

DWT 29.6486 0.8758 3.4099 2.3461 29.6486 0.8758 3.4099 2.3461

Proposed 37.9922 0.9575 1.7985 4.4482 37.9922 0.9575 1.7985 4.4482

The bold letters represent the improved results among various reported works.

6.2.2. Graphical Representation for Comparative Analysis of Proposed Method

The graphs in Figures 11–18 show the PSNR, SSIM, CR and compression factor
(in bpp) results for the eight grayscale images. Figures 19–22, on the other hand, present
graphs for the PSNR and compression factor (in bpp) for the eight other color images. After
comparing the data from these graphs with the data of various other available techniques,
the former proved to be more effective.
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Table 2. Comparative performance of proposed method and DCT-DLUT [3] for color images.

Image
Proposed Method DCT-DLUT

PSNR BPP PSNR BPP

Airplane
(512 × 512) 47.57 0.27 31.16 0.48

Peppers
(512 × 512) 47.99 0.32 31.19 0.88

Lena
(512 × 512) 48.95 0.37 32.65 0.74

Couple
(256 × 256) 54.60 0.69 32.62 0.79

House
(256 × 256) 53.47 0.70 23.27 0.79

Zelda
(256 × 256) 53.74 0.71 32.01 0.82

Average 59.71 0.51 35.81 0.75
The bold letters represent the improved results among various reported works.

Table 3. Comparative performance of proposed method and NE-EZW [20] for color images.

Image
Proposed method NE-EZW

PSNR BPP PSNR BPP

Lena
(512 × 512) 48.95 0.37 36.30 0.50

Peppers
(512 × 512) 47.99 0.32 28.79 0.50

Mandrill
(512 × 512) 43.94 0.41 34.20 0.50

House
(512 × 512) 46.80 0.31 35.03 0.50

Average 46.92 0.35 33.58 0.50
The bold letters represent the improved results among various reported works.
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Figure 11. Comparison of various compression techniques used on the different test grayscale images
(Lena, Barbara, Baboon and Goldhill).
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(Lena, Barbara, Baboon and Goldhill).
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Figure 17. Comparison of various compression techniques used on the different test grayscale images:
1: Lena, 2: Peppers, 3: Cameraman and 4: Boat.
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Figure 18. Comparison of various compression techniques used on the different test grayscale images:
1: Lena, 2: Peppers, 3: Cameraman and 4: Boat.
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Figure 19. Comparison of various compression techniques used on the different color test images:
1: Airplane, 2: Pepper and 3: Lena.
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Figure 20. Comparison of various compression techniques used on the different color test images:
1: Airplane, 2: Pepper and 3: Lena.
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Figure 21. Comparison of various compression techniques used on the different color test images:
1: Couple, 2: House and 3: Zelda.
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Figure 22. Comparison of various compression techniques used on the different color test images:
1: Couple, 2: House and 3: Zelda.

Figures 11, 15, 19 and 21 display the PSNR characteristics, while Figures 12 and 16
show the SSIM index. The CR values are found in Figures 13 and 17 and the compression
factor (in bpp) can be seen in Figures 14, 18, 20 and 22. It is evident from the four PSNR
plots that the proposed hybrid PCA-DWT-CHC method performs better than the DWT and
other existing approaches in terms of the PSNR values.

The proposed method is successful in enhancing image compression without compro-
mising image quality. In comparison to the other methods, such as NE-EZW, DCT-DLUT,
DWT, ABTC-EQ, IBTC-KQ, MBTC, AMBTC and BTC, this process was observed to maintain
or even improve the original image quality.

In other words, the suggested hybrid method established with data that it ensures
superior image reconstruction compared to the other methods. It has also shown improve-
ment in image compression, as indicated by its higher CR values and lower compression
factor (in bpp). Figure 16 demonstrates that the proposed hybrid PCA-DWT-CHC method
ensures the highest SSIM values for all the test images. In other words, it is able to re-
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construct all the images with greater similarity to the original ones compared to the other
available methods.

6.3. Time Complexity Analysis of Proposed Pca-Dwt-Chc Method

The speed of the proposed method’s encoding and decoding process is essential for
real-time compression. Its time complexity needs to be explained to give a clear idea of
whether the proposed method can be used in real-time applications. During the present
study, the total time required for the proposed approach to encode and decode data was
assessed to ensure proper evaluation of its time complexity. The average time requirements
were calculated and compared for analysis purposes. Table 4 presents the average time
requirements of the proposed method and DWT [16] for encoding and decoding processes.
According to Table 4, the proposed method coder is quicker than DWT method coders.
Compared to the DWT method, encoding and decoding the four test images took 76.5826,
22.5475, 24.5913 and 50.8211 less time. The proposed hybrid PCA-DWT-CHC transform
proves to be faster than the DWT method. Therefore, one could claim the proposed method
to be effective for applications that require real-time image compression.

Table 4. Time complexity of proposed method.

Image (256 × 256)
Running Time (s) Running Time (s)

Proposed DWT [16]

Boat 92.3117 168.8943
Cameraman 87.1738 109.7213

Goldhill 110.1841 134.7754
Lena 96.6797 147.5008

Average 96.587325 140.22295

7. Conclusions

The objective of the present study was to develop a method for superior image
quality and compression. By combining PCA, DWT and canonical Huffman coding, a
new approach was developed for compressing images. Accordingly, the proposed method
was able to outperform the existing methods, such as BTC, AMBTC, MBTC, IBTC-KQ,
ABTC-EQ, DWT, DCT-DLUT and NE-EZW. Lower bit rates and better PSNR, CR and SSIM
values indicate improved image quality. A comparison of the PSNR, SSIM, CR and BPP
values resulting from the proposed technique with those of the other available approaches
confirmed the former’s superiority.

The findings from the objective and subjective tests prove that the newly developed
approach offers a more efficient image compression technique compared to the existing
approaches. For example, when working with the grayscale images of 256 × 256 and
512 × 512 resolutions, we secured improved results in metrics with regard to the
PSNR, SSIM, BPP and CR. Again, in the case of the color images of 256 × 256 × 3 and
512 × 512 × 3 resolutions, improved PSNR and lower BPP results were noted. Therefore,
one could conclude that the present research has the potential to greatly improve the
storage and transmission quality of image data across digital networks.

Author Contributions: Methodology, R.R.; Validation, R.R.; Writing—original draft, R.R.;
Writing—review & editing, P.K. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.



Entropy 2023, 25, 1382 23 of 24

References
1. Latha, P.M.; Fathima, A.A. Collective Compression of Images using Averaging and Transform coding. Measurement

2019, 135, 795–805. [CrossRef]
2. Farghaly, S.H.; Ismail, S.M. Floating-point discrete wavelet transform-based image compression on FPGA. AEU Int. J. Electron. Commun.

2020, 124, 153363–153373. [CrossRef]
3. Messaoudi, A.; Srairi, K. Colour image compression algorithm based on the dct transform using difference lookup table. Electron. Lett.

2016, 52, 1685–1686. [CrossRef]
4. Ge, B.; Bouguila, N.; Fan, W. Single-target visual tracking using color compression and spatially weighted generalized Gaussian

mixture models. Pattern Anal. Appl. 2022, 25, 285–304. [CrossRef]
5. Delp, E.; Mitchell, O. Image Compression Using Block Truncation Coding. IEEE Trans. Commun. 1979, 27, 1335–1342. [CrossRef]
6. Lema, M.; Mitchell, O. Absolute Moment Block Truncation Coding and Its Application to Color Images. IEEE Trans. Commun.

1984, 32, 1148–1157. [CrossRef]
7. Mathews, J.; Nair, M.S.; Jo, L. Modified BTC algorithm for gray scale images using max-min quantizer. In Proceedings of the

2013 International Mutli-Conference on Automation, Computing, Communication, Control and Compressed Sensing (iMac4s),
Kottayam, India, 22–23 March 2013; pp. 377–382.

8. Mathews, J.; Nair, M.S.; Jo, L. Improved BTC Algorithm for Gray Scale Images Using K-Means Quad Clustering. In Proceed-
ings of the 19th International Conference on Neural Information Processing, ICONIP 2012, Part IV, LNCS 7666, Doha, Qatar,
12–15 November 2012; pp. 9–17.

9. Mathews, J.; Nair, M.S. Adaptive block truncation coding technique using edge-based quantization approach. Comput. Electr. Eng.
2015, 43, 169–179. [CrossRef]

10. Ammah, P.N.T.; Owusu, E. Robust medical image compression based on wavelet transform and vector quantization.
Inform. Med. Unlocked 2019, 15, 100183. [CrossRef]

11. Kumar, R.; Patbhaje, U.; Kumar, A. An efficient technique for image compression and quality retrieval using matrix completion.
J. King Saud. Univ.-Comput. Inf. Sci. 2022, 34, 1231–1239. [CrossRef]

12. Wei, Z.; Lijuan, S.; Jian, G.; Linfeng, L. Image compression scheme based on PCA for wireless multimedia sensor networks.
J. China Univ. Posts Telecommun. 2016, 23, 22–30. [CrossRef]

13. Almurib, H.A.F.; Kumar, T.N.; Lombardi, F. Approximate DCT Image Compression Using Inexact Computing. IEEE Trans.
Comput. 2018, 67, 149–159. [CrossRef]

14. Ranjan, R.; Kumar, P. An Efficient Compression of Gray Scale Images Using Wavelet Transform. Wirel. Pers. Commun.
2022, 126, 3195–3210. [CrossRef]

15. Cheremkhin, P.A.; Kurbatova, E.A. Wavelet compression of off-axis digital holograms using real/imaginary and amplitude/phase
parts. Nat. Res. Sci. Rep. 2019, 9, 7561. [CrossRef] [PubMed]

16. Ranjan, R. Canonical Huffman Coding Based Image Compression using Wavelet. Wirel. Pers. Commun. 2021, 117, 2193–2206.
[CrossRef]

17. Renkjumnong, W. SVD and PCA in Image Processing. Master’s Thesis, Department of Arts & Science, Georgia State University,
Alanta, GA, USA, 2007.

18. Ranjan, R.; Kumar, P. Absolute Moment Block Truncation Coding and Singular Value Decomposition-Based Image Compression
Scheme Using Wavelet. In Communication and Intelligent Systems; Lecture Notes in Networks and Systems; Sharma, H., Shrivastava, V.,
Kumari Bharti, K., Wang, L., Eds.; Springer: Singapore, 2022; Volume 461, pp. 919–931.

19. Ranjan, R.; Kumar, P.; Naik, K.; Singh, V.K. The HAAR-the JPEG based image compression technique using singular values
decomposition. In Proceedings of the 2022 2nd International Conference on Emerging Frontiers in Electrical and Electronic
Technologies (ICEFEET), Patna, India, 24–25 June 2022; pp. 1–6.

20. Boujelbene, R.; Boubchir, L.; Jemaa, Y.B. Enhanced embedded zerotree wavelet algorithm for lossy image coding. IET Image
Process. 2019, 13, 1364–1374. [CrossRef]

21. Ahmed, S.M.; Al-Zoubi, Q.; Abo-Zahhad, M. A hybrid ECG compression algorithm based on singular value decomposition and
discrete wavelet transform. J. Med. Eng. Technol. 2007, 31, 54–61. [CrossRef] [PubMed]

22. Boucetta, A.; Melkemi, K.E. DWT Based-Approach for Color Image Compression Using Genetic Algorithm. In Proceedings of
the International Conference on Image and Signal Processing—ICISP 2012, Agadir, Morocco, 28–30 June 2012; Elmoataz, A.,
Mammass, D., Lezoray, O., Nouboud, F., Aboutajdine, D., Eds.; Springer: Berlin, Germany, 2012; pp. 476–484.

23. Pandey, A.K.; Chaudhary, J.; Sharma, A.; Patel, H.C.; Sharma, P.D.; Baghel, V.; Kumar, R. Optimum Value of Scale and threshold
for Compression of 99m To-MDP bone scan image using Haar Wavelet Transform. Indian J. Nucl. Med. 2022, 37, 154–161.
[CrossRef]

24. Eleiwy, J.A. Characterizing wavelet coefficients with decomposition for medical images. J. Intell. Syst. Internet Things
2021, 2, 26–32. [CrossRef]

25. Alosta, M.; Souri, A. Design of Effective Lossless Data Compression Technique for Multiple Genomic DNA Sequences.
Fusion Pract. Appl. 2021, 6, 17–25. [CrossRef]

26. Skodras, A.; Christopoulos, C.; Ebrahimi, T. The JPEG2000 still image compression standard. IEEE Signal Process. Mag.
2001, 18, 36–58. [CrossRef]

https://doi.org/10.1016/j.measurement.2018.12.035
https://doi.org/10.1016/j.aeue.2020.153363
https://doi.org/10.1049/el.2016.2115
https://doi.org/10.1007/s10044-021-01051-2
https://doi.org/10.1109/TCOM.1979.1094560
https://doi.org/10.1109/TCOM.1984.1095973
https://doi.org/10.1016/j.compeleceng.2015.01.001
https://doi.org/10.1016/j.imu.2019.100183
https://doi.org/10.1016/j.jksuci.2019.08.002
https://doi.org/10.1016/S1005-8885(16)60004-3
https://doi.org/10.1109/TC.2017.2731770
https://doi.org/10.1007/s11277-022-09859-9
https://doi.org/10.1038/s41598-019-44119-0
https://www.ncbi.nlm.nih.gov/pubmed/31101883
https://doi.org/10.1007/s11277-020-07967-y
https://doi.org/10.1049/iet-ipr.2018.6052
https://doi.org/10.1080/03091900500518811
https://www.ncbi.nlm.nih.gov/pubmed/17365427
https://doi.org/10.4103/ijnm.ijnm_170_21
https://doi.org/10.54216/JISIoT.020103
https://doi.org/10.54216/FPA.060103
https://doi.org/10.1109/79.952804


Entropy 2023, 25, 1382 24 of 24

27. Said, A.; Pearlman, W.A. A new, fast, and efficient image codec based on set partitioning in hierarchical trees. IEEE Trans. Circuits
Syst. Video Technol. 1996, 6, 243–250. [CrossRef]

28. Singh, S.; Kumar, V. DWT–DCT hybrid scheme for medical image compression. J. Med. Eng. Technol. 2007, 31, 109–122. [CrossRef]
[PubMed]

29. Wallace, G.K. The JPEG still picture compression standard. IEEE Trans. Consum. Electron. 1992, 38, xviii–xxxiv. [CrossRef]
30. Nian, Y.; Xu, K.; Wan, J.; Wang, L.; He, M. Block-based KLT compression for multispectral Images. Int. J. Wavelets Multiresol.

Inf. Process. 2016, 14, 1650029. [CrossRef]
31. Andrushia, A.D.; Thangarjan, R. Saliency-Based Image Compression Using Walsh–Hadamard Transform (WHT). In Biologically

Rationalized Computing Techniques for Image Processing Applications; Lecture Notes in Computational Vision and, Biomechanics;
Hemanth, J., Balas, V., Eds.; Springer: Cham, Switzerland, 2017; Volume 25, pp. 21–42.

32. Shaik, A.; Thanikaiselvan, V. Comparative analysis of integer wavelet transforms in reversible data hiding using threshold based
histogram modification. J. King Saud. Univ.-Comput. Inf. Sci. 2021, 33, 878–889. [CrossRef]

33. Liu, T.; Wu, Y. Multimedia Image Compression Method Based on Biorthogonal Wavelet and Edge Intelligent Analysis.
IEEE Access 2020, 8, 67354–67365. [CrossRef]

34. Nashat, A.A.; Hassan, N.M.H. Image compression based upon Wavelet Transform and a statistical threshold. In Proceedings of
the 2016 International Conference on Optoelectronics and Image Processing (ICOIP), Warsaw, Poland, 10–12 June 2016; pp. 20–24.

35. Grabowski, S.; Köppl, D. Space-efficient Huffman codes revisited. Inf. Process. Lett. 2023, 179, 106274. [CrossRef]
36. Khaitu, S.R.; Panday, S.P. Canonical Huffman Coding for Image Compression. In Proceedings of the 2018 IEEE 3rd International

Conference on Computing, Communication and Security (ICCCS), Kathmandu, Nepal, 25–27 October 2018; pp. 184–190.
37. Tang, H.; Zhu, H.; Tao, H.; Xie, C. An Improved Algorithm for Low-Light Image Enhancement Based on RetinexNet. Appl. Sci.

2022, 12, 7268. [CrossRef]
38. Baviskar, A.; Ashtekar, S.; Chintawar, A. Performance evaluation of high quality image compression techniques. In Proceedings

of the 2014 International Conference on Advances in Computing, Communications and Informatics (ICACCI), Delhi, India,
24–27 September 2014; pp. 1986–1990.

39. Jeny, A.A.; Islam, M.B.; Junayed, M.S.; Das, D. Improving Image Compression with Adjacent Attention and Refinement Block.
IEEE Access 2023, 11, 17613–17625. [CrossRef]

40. Rani, M.L.P.; Rao, G.S.; Rao, B.P. Performance Analysis of Compression Techniques Using LM Algorithm and SVD for Med-
ical Images. In Proceedings of the 2019 6th International Conference on Signal Processing and Integrated Networks (SPIN),
Noida, India, 7–8 March 2019; pp. 654–659.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1109/76.499834
https://doi.org/10.1080/03091900500412650
https://www.ncbi.nlm.nih.gov/pubmed/17365435
https://doi.org/10.1109/30.125072
https://doi.org/10.1142/S0219691316500296
https://doi.org/10.1016/j.jksuci.2018.06.001
https://doi.org/10.1109/ACCESS.2020.2984263
https://doi.org/10.1016/j.ipl.2022.106274
https://doi.org/10.3390/app12147268
https://doi.org/10.1109/ACCESS.2022.3195295

	Introduction 
	Literature Review 
	Fundamental Concepts 
	Principal Component 
	Mathematical Concepts of PCA 
	Mathematical Example 

	Discrete Wavelet Transform 
	Thresholding 
	Entropy Encoder 

	Proposed Method 
	Basic Procedure 
	Pca Based Compression 
	Dwt-Chc Based Compression 
	Pca-Dwt-Chc-Based Image Compression 

	Performance Assessment 
	Experiment Result 
	Visual Performance Evaluation of Proposed Pca-Dwt-Chc Method 
	Objective Performance Evaluation of Proposed Pca-Dwt-Chc Method 
	Tabular Results for Comparative Analysis of Proposed Method 
	Graphical Representation for Comparative Analysis of Proposed Method 

	Time Complexity Analysis of Proposed Pca-Dwt-Chc Method 

	Conclusions 
	References

