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Abstract: The bamboo forest growth optimization (BFGO) algorithm combines the characteristics
of the bamboo forest growth process with the optimization course of the algorithm. The algorithm
performs well in dealing with optimization problems, but its exploitation ability is not outstand-
ing. Therefore, a new heuristic algorithm named orthogonal learning quasi-affine transformation
evolutionary bamboo forest growth optimization (OQBFGO) algorithm is proposed in this work.
This algorithm combines the quasi-affine transformation evolution algorithm to expand the particle
distribution range, a process of entropy increase that can significantly improve particle searchability.
The algorithm also uses an orthogonal learning strategy to accurately aggregate particles from a
chaotic state, which can be an entropy reduction process that can more accurately perform global de-
velopment. OQBFGO algorithm, BEGO algorithm, quasi-affine transformation evolutionary bamboo
growth optimization (QBFGO) algorithm, orthogonal learning bamboo growth optimization (OBFGO)
algorithm, and three other mature algorithms are tested on the CEC2017 benchmark function. The
experimental results show that the OQBFGO algorithm is superior to the above algorithms. Then,
OQBFGO is used to solve the capacitated vehicle routing problem. The results show that OQBFGO
can obtain better results than other algorithms.

Keywords: heuristic optimization algorithm; bamboo forest growth optimization algorithm; orthogonal
learning; quasi-affine transformation evolution; capacitated vehicle routing problem

1. Introduction

Aiming at the optimization algorithm, the heuristic algorithm [1] is proposed. In
general, an optimization problem can be seen as a form of mathematical programming,
searching for different combinations of variables in a specified range to obtain the ideal
response to the issue, that is, when the running time is allowed to be long enough, to
ensure an optimal solution [2,3]. The heuristic algorithm is different from the optimization
algorithm [4]. It is an algorithm based on experience or intuitive construction. Within
the acceptable cost range, it generally refers to the calculation time and space and gives
a feasible solution to the problem. Generally, it is impossible to estimate the feasible so-
lution. Heuristic algorithms can be classified into traditional heuristic algorithms and
metaheuristic algorithms [5]. Traditional heuristic algorithms contain relaxation method,
solution space reduction algorithm, stereotype method, local search algorithm [6] and so
on. The metaheuristic algorithm is enhanced using the heuristic algorithm. Combining
the random algorithm with local search, it can solve the best or satisfactory solution of
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complicated optimization problems. The metaheuristic algorithm is a mechanism based
on computational intelligence to solve problems, so it is also called an intelligent opti-
mization algorithm. Common metaheuristic algorithms include artificial neural network
algorithm [7,8], simulated annealing algorithm [9], genetic algorithm [10,11], ant colony
optimization algorithm [12], particle swarm optimization algorithm [13-15], artificial
fish swarm algorithm [16,17], artificial bee colony algorithm [18-20], tabu search algo-
rithm [21], differential evolution algorithm [22], etc. Jeng-Shyang Pan et al. proposed
two novel algorithms based on State of Matter Search (SMS) algorithm [23]. Pei Hu
et al. proposed a multi-surrogate assisted binary particle swarm optimization named
as MS-assisted DBPSO [24]. Shu Chuan Chu et al. proposed a parallel fish migration
optimization algorithm combining compact technology(PCFMO) [25]. Trong-The Nguyen
et al. proposed an improved swarm algorithm method (ISA), which works well with
picture segmentation, resulting in remarkable computing in terms of global convergence
and resilience and preventing local optimization trapping [26]. Xingsi Xue et al. proposed
a compact hybrid Evolutionary Algorithm (chEA) [27]. Huang Y et al. proposed a multiob-
jective particle swarm optimization (MOPSO) with diversity enhancing (DE) (MOPSO-DE)
strategy [28]. Wang GG proposed a new kind of metaheuristic algorithm, called moth
search (MS) algorithm [29]. Yu H. et al. proposed a surrogate-assisted hierarchical par-
ticle swarm optimizer [30]. In response to the proliferation of bio-inspired optimisation
approaches in recent years, Molina et al. [31] propose to present two comprehensive,
principle-based taxonomies and review and study more than three hundred papers dealing
with naturally-inspired and bio-inspired algorithms, thus providing a critical summary
of design trends and the similarities between them. Sorensen et al. [32] argue that most
“novel” metaheuristics based on new metaphors are going backwards rather than forwards,
and therefore call for a more rigorous evaluation of these approaches and point to some of
the most promising avenues of research in the field of metaheuristics.

Metaheuristic algorithms are versatile optimization techniques, while entropy is a
concept in information theory that gauges uncertainty and disorder in data. Despite their
apparent disconnect, these two can synergize to tackle problems effectively. In certain
optimization scenarios, particularly within metaheuristic algorithms, entropy can define
“diversity” or “exploration”, preventing fixation on local optima. Here’s how these concepts
intersect: 1. Diversity gauge. In metaheuristic algorithms, entropy quantifies solution set di-
versity. Higher entropy signals a wider range of solutions, indicating thorough exploration.
Tracking entropy changes fine-tunes algorithm parameters, balancing exploration and
exploitation. 2. Trade-off between exploration and exploitation. Metaheuristic algorithms
juggle exploration and exploitation. Entropy gauges solution space uncertainty. Higher
entropy implies more uncharted areas, pushing the algorithm to explore. Conversely,
lower entropy suggests familiarity, guiding the algorithm using existing insights. 3. Multi-
Objective optimization. Entropy measures solution distribution balance across objectives
in multi-objective problems. Uniformly distributed solutions offer objective equilibrium,
benefiting specific multi-objective optimization challenges.

The new metaheuristic algorithm for bamboo forest growth optimization algorithm [33]
combines the growth characteristics of bamboo forest [34] with the optimization process
of the algorithm. Bamboo is a tall tree-like grass plant, its growth rate is very fast, and its
rapid growth process mainly occurs in its germination period [35]. For the first four years,
the bamboo grows only 3 cm, however, from the fifth year onwards, the bamboo can grow
at a rate of 30 cm per day, reaching 15 m in six weeks. In the soil, the root system of bamboo
can stretch hundreds of square meters, and during the growth of bamboo shoots, bamboo
can show rapid growth within a short time. Thus, the whole process of bamboo forest
growth can be classified into the period when the bamboo whip expands underground and
the upward growth period of bamboo shoots. Besides, the bamboo forest is made up of
several bamboo whips, which are the underground stems of bamboo, usually relatively
long and thin. The bamboo on a bamboo whip belongs to a group. Bamboo whip supplies
its own energy by absorbing nutrients in the soil, thereby carrying out cell division and cell
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differentiation. The shoots growing on the bamboo whip will develop in two directions,
one part will grow out of the ground and become new bamboo shoots, and the other
part will grow horizontally and grow into new bamboo whips. When the metaheuristic
algorithm is used to solve the problem, the two periods in the bamboo growth process, the
period when the bamboo whip expands underground, and the period when bamboo shoots
grow, can be used to correspond to the global exploration stage and the local development
stage of the algorithm respectively. The BFGO algorithm is highly competitive in handling
optimization problems, but its exploitation ability is not outstanding. Therefore we need to
improve BFGO to enhance its exploitation ability.

The BFGO algorithm has some significant differences from the three algorithms, GA,
PSO and ACO, in terms of the basic inspirations and the simulation objects, the iterative
approach, and the parallelism. In terms of basic inspirations and simulated objects, BFGO
draws inspiration from the growth process of bamboo. The subsurface expansion of bamboo
whips and the growth of bamboo shoots correspond to global exploration and localized
exploitation, respectively. GA emulates the process of natural evolution, using genetic
encoding and genetic operators to search for the best solution. PSO mimics collective
behavior observed in groups like birds or fish, where particles update their positions and
velocities based on their own and the group’s information. ACO imitates the foraging
behavior of ants. Ants choose paths based on pheromone information and heuristic
knowledge. In the iterative approach, BFGO uses bamboo forest growth characteristics
and differential equations of bamboo forest growth to adjust the positions of bamboo
shoots on bamboo whips. GA generates new individuals in each generation through
selection, crossover, and mutation operations. PSO operates by having each particle
update its position and velocity based on the optimal position of itself and the population.
ACO relies on ants selecting paths based on pheromone and heuristic information while
releasing pheromone on the paths they traverse. Regarding parallelism, BFGO employs
a parallel strategy, allowing individuals to communicate effectively with each other. GA
can parallelize the processing of multiple individuals, with each individual undergoing
crossover and mutation operations independently. PSO naturally exhibits parallelism, as
each particle can be updated independently. ACO has a certain degree of parallelism, as
multiple ants can explore different paths concurrently.

Quasi-Affine Transformation Evolution(QUATRE) algorithm using the quasi-affine
transformation method is a group-based algorithm [36,37]. In terms of parameter opti-
mization and large-scale optimization, this algorithm is superior to other algorithms. In
addition, the algorithm has good cooperation, which can reduce the time complexity to a
certain extent. Under the condition that the total number of times of entering the evaluation
function remains unchanged, it can achieve better performance by increasing the overall
size of particles to reduce the number of generations required for objective optimization. In
general, the algorithm performs well in unimodal functions, multimodal functions, and
high-dimensional optimization problems.

Experimental design is a mathematical theory and method, which is based on proba-
bility theory and mathematical statistics theory, economically and scientifically develops
the experimental design, and effectively conducts statistical analysis on experimental data.
The basic idea of orthogonal learning was proposed by Dr. Taguchi in Japan. Orthogonal
learning strategy is widely used in production line design and process conditions, because
it can output high-quality products while using few computing resources. Orthogonal
arrays are an important tool in orthogonal learning strategy. Taguchi algorithm can use
orthogonal arrays to improve its performance. In Taguchi’s algorithm, only two levels
of orthogonal arrays are used to join the optimization process. An orthogonal array is
first defined, since each column of the array will represent the value of a factor under
consideration, and the factors in this orthogonal array can be manipulated independently.

Based on the bamboo forest growth optimization algorithm, this work proposes a
new heuristic algorithm named Orthogonal Learning Bamboo Forest Growth Optimization
Algorithm with quasi-affine transformation evolutionary (OQBFGO). This algorithm com-
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bines the quasi affine transformation evolution algorithm to expand the particle distribution
range, which is a process of entropy increase and can greatly improve the particle search
ability. The algorithm also uses an orthogonal learning strategy to accurately aggregate par-
ticles from a chaotic state, which is an entropy reduction process that can more accurately
perform global development. Finally, a balance between exploration and development was
achieved during the process of entropy increase and entropy decrease.

Finally, the improved algorithm is used to solve the capacitated vehicle routing prob-
lem (CVRP) [38,39], referred to as the vehicle routing problem. As the fundamental model
of vehicle routing problem, this model usually only constrains the load and driving distance
(or time) of vehicles, and there are almost no other constraints. For this problem, many
algorithms have been applied to find the optimal solution of this problem [40,41]. Most
of the other models’ various solving algorithms are also derived from this model [42]. At
the end of this paper, the proposed new algorithm is used to solve this problem and has
achieved good results. The main contributions are as follows.

1. For the first time, we combined the QUATRE algorithm with the BFGO algorithm.
The new algorithm utilizes the evolutionary matrix from the Quasi-Affine Transformation
Evolution algorithm to update particle positions, making particle movement more scientifi-
cally grounded, expanding the search space, and significantly improving the algorithm’s
local search capabilities.

2. Innovatively, within the BFGO algorithm, we incorporated the use of an orthogonal
learning strategy, enhancing the algorithm’s precision in global exploration, consequently
improving its global development efficiency.

3. We tested the improved algorithm on both the CEC2013 and CEC2017 bench-
mark sets, comparing it with the original algorithm, various modifications of the original
algorithm, and three other established algorithms, thus demonstrating the excellent perfor-
mance of the new algorithm.

4. Building on the strong evidence of the enhanced algorithm’s effectiveness, we
discretized the continuous OQBFGO algorithm and achieved success in solving the CVRP
problem.

Other parts of the article are structured as follows. Section 2 will briefly introduce the
theoretical basis of BEFGO, QUATRE and Orthogonal Learning. Section 3 will introduce
the specific process of the new algorithm OQBFGO in detail. Section 4 tests the algorithm
on the CEC2017 benchmark function and shows the test results. Section 5 applies the new
algorithm to the CVRP problem and compares its effect with the other five algorithms. In
section 6 of this paper, the work of this paper is summarized and the future direction is
prospected.

2. Related Work

This part introduces the concept of bamboo forest optimization algorithm, quasi-affine
transformation evolutionary algorithm, and orthogonal learning strategy in detail.

2.1. BFGO

The growth process of bamboo can be summarized as germination, shoot growth, rapid
growth, adulthood, flowering and death stages [43]. In this part, the process of bamboo
growth can be described by the optimization process of the algorithm. Taking bamboo root
elongation, bamboo forest growth, and bamboo flowering as optimization principles, a new
mathematical model was constructed. As a new metaheuristic algorithm, the bamboo forest
optimization algorithm combines the characteristics reflected in the process of bamboo
growth into the optimization procedure of the algorithm. The two periods in the bamboo
growth process: the period when the bamboo whip expands underground and the period
when bamboo shoots grow, can be used to correspond to the global exploration stage and
the local development stage of the algorithm respectively.

In the extension stage of the bamboo whip, the nutrients in the soil beneficial to
the growth of bamboo will be absorbed by the bamboo whip, and the energy will be
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stored, the meristematic tissue of the flagellar node of the bamboo whip will split, in the
meanwhile, the underground buds of bamboo begin to extend randomly and expand the
land it occupied. The buds on the bamboo whip have different development directions.
Some of the more robust buds on the bamboo whip will try to grow out of the ground and
grow into bamboo shoots, while the other part of the less robust buds will grow to the
side, and these buds will eventually develop into new underground stems. The roots of
bamboo growing under the ground also have different growth directions. As shown in
Equations (1)—(5), the growth direction of roots includes the direction of group cognitive
items, the direction of bamboo whip memory items and the direction of central items of
bamboo forest.

X_Gbest +m x (g1 x X_Gbest — X;) X cosa, r; <04
Xpy1 = X_Pbest(k)+m x (g1 x X_Pbest(k) — X¢) x cos B, 04 <r, <0.7 1)
X_Cen(k) +m x (g1 x X_Cen(k) — X;) x cosy, else

COSA = TX,Tx|X_Ge: é(ﬁ?{eftébﬁq )
cosff = %% 3)
cosy = %% 4)

m=2-r (5)

where X_ Gbest is used to represent the globally optimal individual among all particles,
X_ Pbest (k) is used to represent the best individual on the kth bamboo whip in the bamboo
forest, and X_ Cen (k) represents the center point of the kth bamboo whip in the bamboo
forest. As shown in Equations (2)-(4), «,  and < indicate the direction of the root system
extending in different directions, which is the direction of the current individual on the
group cognitive item, the bamboo whip memory item and the bamboo forest central item.
In addition, g1 represents a random number with a value between 1 and 2. m is a number
between 2 and 0 shown in Equation (5).

The bamboo shoot growth stage can be regarded as the selection stage of the bamboo
forest growth optimization algorithm. In this stage, only a small part of the bamboo shoots
can be unearthed and grow into bamboo, and the bamboo shoots that cannot be unearthed
cannot grow into bamboo. Those bamboo shoots that have a chance to grow will get
enough nutrients to grow rapidly in the short term. The differential equation of bamboo
growth [44] is shown in Equation (6).

dl __axy
" (E) !

Among them: A > 1, 4, c > 0 are parameters, { is the growth time of bamboo, and the
height of bamboo is expressed by y. Its overall form is shown in Equation (7).

y=cxe ¥x e<<A—1>Xf(H>> @)

Among them: d is the integral constant, which can be given according to the environment
in which the tree grows. Then sort the equation as:

X(w,t) = SI x erxF 8)

In Equation (8), SI is the maximum bamboo height under certain site conditions, which
changes with site conditions; the two shape parameters of the bamboo growth model are
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expressed by a and k. Therefore, the value of SI can be given according to the growth
environment of each bamboo.

According to Equations (6)—(8), we defined the temporary population of bamboo
growth. The position is replaced only if the original group is not better than the individual.
The updated equation is as follows,

_ [ Xi+ X_Dist x AH

Xtemp = { Xy — X_Dist x AH )

it — 1+ X;—X_Cen(k)
X_Dist=1— 1+X,thest7X,Cen(k) ‘ (10)

Q) —Q(t—1)

AH = =X\ =<V 2 .
X_Gbest — X; (11)
Q(t) = X_Gbest x e?*1? x e )

In the above equations, X_ Dist can be used to describe the proportional connection between
the global optimum particle’s distance from the center particle and the distance from the
current particle to the center particle. The difference between the two iterative growth is
expressed in AH, the t generation’s cumulative growth is indicated in Q, and the value of d
is between —1 and 1. The site conditions of bamboo can be expressed by a and ¢.

2.2. QUATRE

The QUATRE algorithm, a novel evolutionary algorithm, enhances the cooperative
ability of particles [45]. Its evolutionary formula, resembling the affine transformation in
geometry, has led to its name as the evolutionary algorithm of quasi-affine transformation.
The detailed evolution method is presented in Equation (13).

X+~ BRM+XQRQM (13)

In the above formula, the individual population matrix of particles is expressed by X, X =
[Xl, X5,..., Xps] T, i € [1, ps], ps stands for the size of the population, B represents a matrix
that plays a guiding role in evolution, M stands for the co-evolutionary matrix, and &) for
the multiplication of the appropriate locations in the matrix.

As shown in Table 1, the evolution guidance matrix B has the following six generation
methods. This paper chooses the first method.

Table 1. The six schemes of matrix B calculation in QUATRE algorithm.

No. QUATRE Variants Equation

1 QUATRE /best/1 B= Xghest,G + F % (Xrl,G — X‘/Z,G)

2 QUATRE /best/2 B= ngest,G + F % (Xrl,G — sz/c) + F % (Xr3,G — X74,G)
3 QUATRE/rand/l B= Xrl,G + F % (XrZ,G — X73,G)

4 QUATRE/I'aI‘ld/2 B= Xrl,G + Fx (XrZ,G — XrS,G) + Fx (Xr4,G — XrS,G)
5 QUATRE/target/l B= XG + F % (Xrl,G — XrZ,G)

6 QUATRE/target/Z B=X;+ F x (Xrl,G — XVZ,G) + Fx (XVS,G — Xr4,G)

F in the formula is a scale factor, which is essential for the change of particle position.
In this work, we set F to 0.7. We randomly transform the row vector of X to obtain X, g,
X12,6, X13,6, Xra,6 and X;5 6. In this iteration, the best particle position is Xgpest, G-

M is the co-evolution matrix, which is transformed from the initial matrix through a
series of changes. Matrix M;,;; is a lower triangular matrix of D rows and D columns, and
its element value is 1. Through two steps, we can convert M;,;; to M. First, the operation is
performed on the matrix M;,;;, which randomly rearranges the elements of all row vectors
in the matrix M;,;;; in the second step, rearrange all row vectors of the matrix that has been
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changed through step 1. For example, when the population size ps is equal to the objective
function dimension D, the above process is shown in Equation (14).

1 1 1
1 1

Minit = ~lho1 | M (14)
11 ... 1 1

Generally speaking, the population individual size ps in the optimization algorithm is
generally larger than the dimension D of the objective function. At this time, it is necessary
to expand the number of rows of the matrix M;;;; in Equation (14) from D rows to ps rows.

As shown in Equation (15), it shows the change when the population size ps is greater
than the dimension D. At this time, the value of ps corresponds to the extended example
when ps = s * D 4+ m and ps%D = m (% is the remainder operation).

M1 7 1 T
1 1
1 1 1
1 1 ... 1 1
My = 1 ~ =M. (15)
1 1 1 ... 1
1
11 1 ... 1] 11 R

For example, when ps divided by D is equal to s and the remainder is m, the first s * D rows
of M;,;; are stacked by this lower triangular matrix, stacked s times, and the last remaining
m rows are the front of this lower triangular matrix m rows.

1 0 1 1
m= |11 =00 1 (16)
11 ... 1 0 0 0

Equation (16) shows the conversion process of the correlation matrix M, which is to take
the boolean value of the element in M inversely. For example, if the front is 1, the back will
become 0, if the front is 0, the back will become 1.

2.3. Orthogonal Learning

In the process of scientific research, people often do many experiments to carry out a
certain research. Experimental conditions generally include many factors. When the values
of factors are different, the experimental results are also different. If every factor in the
experiment process is taken through all its possible values, the total number of experiments
to be done is the product of the number of values that can be taken by each factor. Therefore,
this number may be large, exceeding the acceptable cost. For example, assuming that the
result of an experiment is determined by the values of four factors m, n, i, and j, and each
factor has 10 different values, then if we want to take each value into account, we need to
do 10 x 10 x 10 x 10 = 10,000 experiments.

We can choose the most representative example of these values, so that we don’t have
to try every case once, thus greatly reducing the number of tests required. In this process,
we need to use orthogonal learning [46,47]. Through the orthogonal learning method,
we can use reasonable experimental samples to determine the factors that constitute the
best combination. OL methods are based on some orthogonal arrays for multifactorial and
multilevel problems [48]. For example, suppose we design an orthogonal array table with
seven dimensions in order to find the optimal combination of dimensions. As shown in
Table 2, we can use Lg(2”) to represent an orthogonal table with 7 factors, 2 levels, and
8 combinations. In this formula, each factor corresponds to a column in the orthogonal table,
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and the range of values that each factor can take is expressed by level. OA has two main
characteristics: 1. In each column of the OA table, each level of the same number of times
will appear. 2. In any two columns of the orthogonal table, the number of combinations of
the two levels will also appear the same time.

Table 2. Orthogonal array with 7 factors, 8 combinations and 2 levels.

Dimensional Factors

Combination Number p, D, Ds Dy Ds Dg Dy
1 1 1 1 1 1 1 1
2 1 1 1 2 2 2 2
3 1 2 2 1 1 2 2
4 1 2 2 2 2 1 1
5 2 1 2 1 2 1 2
6 2 1 2 2 1 2 1
7 2 2 1 1 2 2 1
8 2 2 1 2 1 1 2

Which parameter values for trials are supposed to be taken into account are repre-
sented by the items in the orthogonal array displayed in Table 2. We can see that the
elements in the orthogonal array in Table 2. have values of “1” or “2”, Where ‘1" indicates
the value of this factor is supposed to be taken from one of the candidate solutions, while
‘2’ means the value of this factor is supposed to be taken from another set of candidate
solutions. For example, in the second combination in the table, we will obtain the values
of factors Dy, D, and D3 from the first set of solutions, and the values of factors Dy, Ds,
D¢, and Dy from the second set of solutions as a combination of experiments. Without
using an orthogonal table, if we want to take every value into account, we need to conduct
27 experiments, while using an orthogonal learning strategy, we will only need to conduct
8 experiments, which will greatly reduce the number of experiments.

3. The Proposed OQBFGO Algorithm

When combined with the growth characteristics of bamboo, the BFGO algorithm has
better performance on complex problems, and it can balance the development capabilities
during the exploration process. The OQBFGO algorithm proposed in this work adds an
orthogonal learning strategy on the basis of the bamboo forest growth algorithm, which
can carry out the global development more accurately and reduce the convergence time of
the algorithm. Moreover, the algorithm also adds the QUATRE algorithm, which is helpful,
and the search range is greatly expanded. When improving metaheuristic algorithms, it’s
essential to choose strategies based on the optimization characteristics of each stage. In the
early stages of the algorithm, the entire population should quickly explore a wide decision
space in a distributed manner. In the mid-stage, perturbations and fine-tuning should
be conducted near potential optimal positions to develop more likely extremal points. In
the later stages, a balance between exploration and exploitation is crucial, avoiding both
excessive dispersion and over-concentration. The appropriate combination of exploration
and exploitation strategies is essential for achieving the best results. Algorithm 1 shows the
pseudocode of OQBFGO.
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Algorithm 1 Pseudocode of OQBFGO

Initialize population size N, dimension D, and number of bamboo whips K.
Initialize the bamboo position X; and divide the population into K groups according to the fitness.
Update global optimal X, and intra group optimal X.
whilet < Tdo
if t>10 and X(pest not updat then
select some individuals from the elite library to update, and update Xp, Xgpest-
end if
if X, not update then
reshuffle the individuals and then group them.
end if
Update X; according to Equations (1)—(5), sort and update X}, and Xpest-
Update Xiemp according to Equations (6)-(12) and update X;, X and Xgpest-
Carry out an orthogonal learning on the average value of X, obtained at this time and X¢pes:-
Update X}, Xgpest and X;.
Update the current coordinates of the particle according to Equations (13)—(16).
end while

Step 1: Initialization. Same as the original BEGO, the particle position is first initialized
to generate a population position of size N * D. The specific form is shown in Equation (17),
where the number of particles is represented by N and the number of dimensions by D.

X = [xl,xz,...,xps]T (17)

Step 2: Find the fitness values of all particles, and divide all particles equally into K
groups, that is, K bamboo whips and each bamboo whip has # bamboo buds. Traverse K
bamboo whips, update the optimal X, in the group as needed, and then update the global
optimal Xpest-

Step 3: Enter the iteration, first judge whether the algorithm has iterated enough times
and the global optimal position Xgpes; has not been updated, if yes, select some individuals
from the elite library to update, and update X;, XGpes¢-

Step 4: Determine whether the optimal X, within the group of all groups has not been
updated, if so, reshuffle the individuals and then group them.

Step 5: Bamboo Whip Extension Stage: Update X; according to the Equations (1)—(5)
mentioned above, and sort and update X}, and Xcpes-

Step 6: Bamboo forest growth stage. Update the position of the bamboo according to
Equations (6)—(10) mentioned above, and then update the optimal X, within the group and
the global optimal Xgp,s;-

Step 7: An orthogonal learning is carried out between the global optimal position
XGpest Obtained after the above steps and the average value of the optimal position X, of
each group, and X, , Xgpes and X; are updated.

Step 8: Update the current coordinates of the particle according to Equations (13)-(16)
and use it as the initial position of the next iteration.

4. Simulation Experiment and Result Analysis

Select 29 functions of CEC2017 [49] as test functions to test the optimization effect
of OQBFGO. The first and third functions are unimodal functions, the fourth to tenth
functions are simple multimodal functions, the eleventh to twentieth functions are mixed
functions, and twenty-first to thirtieth functions are combined functions.

4.1. Comparison with the Original Algorithm and Other Improvements of the Original Algorithm

Next, we tested the improved algorithm OQBFGO and bamboo forest growth opti-
mization (BFGO), quasi-affine transformation evolutionary bamboo forest growth opti-
mization (QBFGO), and orthogonal learning bamboo forest growth optimization (OBFGO)
on CEC2017. To ensure fairness, each algorithm entered the function 10,000 times. Test
dimensions include 10D, 30D, and 50D.
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The test results for the new method suggested in this research, the original algorithm,
and the improved algorithm of the original algorithm on CEC2017 test function are dis-
played in Tables 3-5, where mean represents the mean value of fitness, std represents the
standard deviation, and the best results are shown in bold to make the results more intuitive.
The number of times each algorithm beats the others is expressed in win. In Tables 3-5, the
first column represents the original BFGO algorithm, while the second, third, and fourth
columns depict the ablative experiments we conducted to improve this algorithm. The
purpose of these experiments was to demonstrate the effectiveness of each strategy we
introduced, all of which contributed to the superior performance of the OQBFGO algo-
rithm. From the table, it is evident that the optimization results in the second, third, and
fourth columns are significantly better than those in the first column. Furthermore, the
fourth column represents an improvement over the second and third columns. The minor
differences in the latter three columns are primarily due to the substantial improvements
made by adding one strategy, and the subsequent strategies were aimed at achieving even
more efficient optimization results based on this already excellent performance.

Table 3. Use the test results of CEC2017 on 10 dimensions and compare with the original algorithm
and other improvements of the original algorithm (bold font indicates optimal data).

Function BFGO QBFGO OBFGO OQBFGO
Mean Std Mean Std Mean Std Mean Std

F1 230 x 10% 267 x10% 208x10% 1.75x10% 9.19x10% 910 x 10  9.76 x 10  1.28 x 10
F3 3.00x 1092 498 x107°1 3,00 x 10°2 1.52x10~% 3.00x 102 154 x107%"  3.00 x 102  5.65 x 107!
F4 408x1002  127x10°  4.07x10°2 234x10% 411x10 1.64x10" 410x 102 1.72 x 10
F5 517 x 10 654 x10%° 514 x10%2 6.72x10° 520x 102 7.77x10%° 515x10% 523 x 10%°
F6 6.03x10%  203x10% 6.01x10%2 990x10° 6.04x10% 4.00x10%° 6.01 x 10>  1.01 x 10%°
F7 731 x10%2 142 x10"  7.26x10°% 9.67x10° 729 x102 1.19x10% 727 x102  7.67 x 10%
F8 818 x 10  7.74x10% 816x 102 589x10% 8.15x 102 6.66 x 10° 816 x 10  5.45 x 10%°
F9 9.05x 102  9.17x 10 9.03x 102 412x10%° 9.06x 102 937x10° 9.01x10°2 1.23 x 10°
F10 1.73x10% 2,67 x10%2  1.70x10°® 216 x10°2 1.80x10%° 248 x10%2 1.68 x10%  3.54 x 10%2
F11 1.14x10% 267 x109  1.13x10%  136x10” 1.14x10% 2.66x10" 113 x10% 1.53 x 10
F12 275 x 10% 208 x 10% 354 x10% 559 x 10% 419 x10%  1.00 x 10°®  1.41 x 10°*  1.17 x 10
F13 580 x 10 478 x 109 621 x10%  6.25x10%  7.00 x 10 757 x 10  4.04 x 10%°  3.80 x 10%
Fl4 147 x10% 137 x 102 143 x10%  1.12x 10 145x10%® 1.75x 10" 1.43 x10%  9.94 x 10
F15 1.60 x 10  9.96 x 10”0 1.52x 10  8.41x10° 159 x 10 8.00x 10" 1.53x10%  1.88 x 10
F16 1.76 x10% 122 x 102  1.68 x 10 828 x 10"  1.75x10%®  832x 10" 1.67x10%  6.66 x 101
F17 1.75x10% 213 x 10"  1.74x10% 205x 10" 1.75x10%® 271 x10" 1.74x10%  1.80 x 10
F18 113 x10%  8.68x 10  8.22x10% 744 x10% 1.28x10% 1.39x10%* 9.67x10%  8.38 x 10%
F19 242 x10% 151 x10% 1.91x10% 1.08 x 10"  2.63 x 10 2.09x 10  1.91x10%  8.89 x 10%°
F20 2,04 x10% 149 x 10"  203x10%  1.61x 10" 2.05x10% 247 x 10”7  2.04 x 10  3.34 x 10"
F21 224x10% 550 x 10" 220 x10%  1.22x10%° 224 x10% 527 x 10 221 x10%  3.56 x 10"
F22 230 x 10 148 x 10"  230x10%°  1.64 x 10" 230 x 10  1.45x 107 230 x 10  2.52 x 10"
F23 262x10%  7.62x 100  2,61x10% 627 x10% 262x10% 798 x 10 262 x 10  7.99 x 10%°
F24 2.71x 10 948 x10°0 258 x 10  1.18 x 102 273 x 10  7.82x 10" 263 x 10  1.27 x 102
F25 293x10%  227x10°  293x10% 237x10" 293x10% 230x10° 293 x10% 225 x 10°
F26 298x10%  939x10° 291x10% 7.89x10" 295x10% 1.05x10° 2.95x10%  7.80 x 10°!
F27 3.08x10%  3.17x10°  3.08x10® 1.14x10" 3.08x10% 3.14x10" 3.08x 10 230 x 10%
F28 327x10%  5.02x10° 327x10% 1.07x107% 327x10% 201 x10" 326 x 10  4.03 x 10%
F29 320x10%  4.65x 100  3.18x 10 339 x10" 320x10% 453x10°  3.18 x 10 2,63 x 10°!
F30 454x10% 381 x10% 3.37x10% 1.89x102 429x 10 3.05x 10 3.41x10% 262 x 102
Win 2 12 2 13

As shown in the table, the new algorithm proposed in this paper is better than the
original algorithm and other improvements of the original algorithm, the new algorithm
improved by using the orthogonal learning strategy and affine transformation algorithm
has won 13 times in 10 dimensions, 14 times in 30 dimensions and 15 times in 50 dimensions.
Therefore, at high latitudes, the new algorithm works better.
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Table 4. Use the test results of CEC2017 on 30 dimensions and compare with the original algorithm

and other improvements of the original algorithm (bold font indicates optimal data).

Function BFGO QBFGO OBFGO OQBFGO

Mean Std Mean Std Mean Std Mean Std
F1 8.61 x10% 1.40x 107  445x 107 6.68x 107  9.09x10% 1.20x10%  7.97 x10% 9.72 x 10%
F3 8.08x 10 399 x10%  626x10% 213x10%  485x 10 1.96x10%  4.22x10% 1.78 x 10%
F4 5.04x 102 352x10%  517x 102 342x10"  479x10°2 3.23x10 497 x 102 2.30 x 10
F5 6.60x 102 4.15x10" 627 x 102 3.38x10"  656x 102 448 x 10"  6.27 x 10°2  3.12 x 10
F6 628x 102 9.84x10%°  620x10° 7.85x10%  632x10°2 1.05x10" 626 x 102 9.15 x 10%
F7 8.69 x 102 344 x10" 853 x10° 3.28x10"  9.08x 102 6.10x10°0  9.05x 102 7.25 x 10%
F8 923x 102 315x10"%  920x 102 2.85x10"  9.13x10°2 2.87x10°7  8.08 x 102 2.15 x 10%
F9 289 x10%  1.25x10% 170 x 10 7.54 x 102 245 x10% 851 x 102  1.84 x 10 6.53 x 102
F10 513 x10%  6.63x10%2 528 x10% 653x 102  5.06x10% 547 x10°2 510 x 10 556 x 10%
F11 129 x10% 517 x 10"  1.29x 109 546 x 10 127 x10% 565x10%  1.27 x10%  4.44 x 10
F12 9.80 x 10% 9.35x10%  1.11x 10”7 947 x10% 597 x10% 430 x10%  8.15x 10% 5.86 x 10%
F13 262x10% 310x10%  1.15x10% 1.23x10% 212x10% 6.41x10%  8.97 x10% 7.98 x 10
Fl14 469 x10% 469 x 10 331 x10™ 2.86x10% 429 x10% 4.67 x 10%*  3.45x10% 3.24 x 10%
F15 624 x10% 6.16x10%  2.02x10™ 239x10™ 419 x10% 453 x10%*  1.59 x 10% 1.25 x 10%
F16 280 x 10 327x10%2  279x10% 295x 102 281 x10% 3.46x10% 278 x 10® 3.85 x 10%
F17 230x10% 248 x102  215x10% 1.96x102  232x 10 215x10%2  225x10% 2.25x 10%
F18 2.84x 10 1.99x10%  1.99x10% 1.24x10%  3.19x 10 2.85x10%  2.84x 10 256 x 10%
F19 813 x 10% 996 x 10% 347 x 10 584 x10%  836x 10 140x10%  3.63 x 10 4.26 x 10%
F20 253 x10% 1.87x10%2  249x10% 1.84x102 254x10% 1.95x102 251 x10%® 1.96 x 10%
F21 242 x10% 231x10%  240x10% 250 x 10" 243 x10% 3.19x 10" 242 x10% 2.74 x 10"
F22 2.66x10% 127 x10%  245x10® 591x102 3.15x10% 1.75x10% 271 x10% 1.19 x 10%
F23 2.80x 10 520x 10 277 x 10 264 x 107 283 x10% 562x100  2.82x10% 502 x 10
F24 297 x10% 386 x10% 294 x10% 294x10"  3.00x 10 586x10° 298 x 10  4.54 x 10°
F25 291 x10% 200x10  292x10% 259x10°0  290x10% 1.99x10°0 291 x10% 255 x 10%
F26 487 x10% 1.05x10%  4.36x10® 953 x10%2 598 x 10 941 x10%2 546 x 10% 7.28 x 102
F27 320x10% 325x107% 320x10% 291 x107% 320x10% 282x10"% 3.20x10% 235x10~%
F28 330 x 10 544 x10%°  329x10% 5.09x10%° 330x10% 555x10%  3.29 x 10 5.72 x 10%°
F29 391x10% 297x102  372x10% 231x10%2  3.88x10% 237x10%2  3.79 x 10 2.50 x 10°
F30 1.09x10% 777 x10% 176 x 10 2.83x10%°  8.69x 10 125x10%  7.97x10% 9.72 x 10%
Win 10 4 14

Table 5. Use the test results of CEC2017 on 50 dimensions and compare with the original algorithm

and other improvements of the original algorithm (bold font indicates optimal data).

Function BFGO QBFGO OBFGO OQBFGO
Mean Std Mean Std Mean Std Mean Std

F1 352x 10 5.62x10° 375x10”  512x10” 4.91x10%  6.01x10% 597 x10%  3.60 x 10%
F3 3.82x10%  3.59 x 10% 571 x 10 929 x 10 823 x10%  1.35x10% 6.56x 10%  1.17 x 10%
F4 118 x10% 648 x10%2  6.01x10%  472x10" 579x10%2 564 x10° 7.41x10%2  1.07 x 10
F5 8.84x 109 481 x 10 7.77x10°2 349 x10° 7.58x10°2  4.82x10°0 8.11x10°2  3.96 x 10™
F6 6.60 x 102 8.65x10% 6.39x 102  995x10%° 643 x10%2  940x10%° 6.35x 102  9.14 x 10%
F7 152x10%  1.14x102 1.19x10% 958 x 10" 1.23x10%  8.01x10" 1.09 x10%  7.14 x 10”
F8 117 x10% 487 x 10  1.07 x10®  5.67 x 10”7  1.07x 10  570x 10" 1.11x10%®  5.32 x 10
F9 118 x 10%  295x 10  7.69 x 109  2.84x10% 1.01x10%*  2.83x10® 7.63x10%  4.39 x 10
F10 9.68 x 10  1.00 x 10° 8.23 x10®  1.16x10% 847 x10%®  1.03x10% 824 x10%  1.05x 10%
F11 1.70x10%  1.90x10%2 152x10%  1.20x10%2 155x10%  1.19x10% 1.53x10%  7.80 x 10°
F12 259 x 10 427 x 10 540x 107  355x 107 3.87x10”  252x107 9.40x10”  6.05x 107
F13 1.06 x 10% 249 x 10 223 x10%  508x10% 1.17x10%  3.68 x10% 1.81x10%  2.02 x 10%
Fl4 1.12x10% 285x10% 3.61x10%° 275x10% 394x10% 252x10% 3.19x10% 251 x 10%
F15 7.62x 107 770 x 107  6.74 x 10  6.84 x 10 4.92x 10 413 x 10 6.63 x 10°*  4.84 x 10™
F16 408 x10% 618 x 102 3.67x10%®  523x102 3.75x10%® 531 x10% 3.61x10%  4.04 x 10%
F17 3.86x 10 470x 102 338x10%  343x10%2 345x10® 349x 102 3.14x10%  2.92 x 102
F18 434x10%  1.60x107 2.03x10%  1.37x10% 206x10%  1.65x10% 1.68 x10%  1.06 x 10%
F19 729 x10% 330x10Y 1.61x10%  206x10%® 230x10® 531x10% 1.50x10%®  1.74 x 10%
F20 340 x 10 3.18x 102 3.19x10%  3.15x10%2 3.11x10%® 388x10%2 3.17x10%®  2.85x 107
F21 271 x 10 656 x 10"  255x10%  622x10% 256 x10%  552x10°" 2.55x10%®  4.53 x 10!
F22 110 x 10%  9.48 x 102 1.03x 10%  1.79x 10 9.95x10®  1.75x10%° 1.04x 10%*  1.09 x 109
F23 346 x 10  1.40x 102 3.08x10%  1.09x102 316x10”  1.41x10°2 3.01x10®  6.78 x 10"
F24 370 x 10 1.74x 1092 325x 10  842x10" 335x10% 978 x10° 3.20 x 10  5.15 x 10"
F25 3.41x10% 135x10°2 3.05x10%  420x10° 3.00 x 10  4.25x 10" 318 x 10°®  7.23 x 10”
F26 1.08 x10%  1.13x10% 887x10%  190x10% 854x10%  1.64x10%® 516x10  1.90 x 10%
F27 398 x10% 211x10°2 3.20x 10 254x10"% 320x10% 3.01x107% 320x10% 325x10° ™
F28 441 x10%  1.32x10% 330x10% 889 x10% 330x10%  7.16x10%° 3.29x10%  9.13 x 10%
F29 641 x 10  1.16 x 10%® 456 x 10%°  4.40x10% 486 x 10  6.00 x 102 459 x 10 5.44 x 102
F30 3.06 x 107  9.05x 10”7 9.57x 10  9.24 x10%® 997 x 10  1.36x 10% 9.94 x 10  9.39 x 10%
Win 5 7 15
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4.2. Comparison with Mature Algorithms

In addition, we also compared the performance of the improved algorithm OQBFGO
with three other mature algorithms such as PSO, GWO [50,51], and DE [52,53] on CEC2017.
Similarly, to ensure fairness, each algorithm enters the function 10,000 times. Test dimen-
sions include 10D, 30D, and 50D. You can see the results in Tables 6-8. In those tables, mean
represents the mean value of fitness, std represents the standard deviation, and the best
results are shown in bold to make the results more intuitive. The number of times each
algorithm beats the others is expressed in win.

Table 6. Use the test results of CEC2017 on 10 dimensions and compare with mature algorithms (bold

font indicates optimal data).

) OQBFGO PSO GWO DE
Function \fean Std Mean Std Mean Std Mean Std
F1 9.76 x 109 1.28 x 10 1.05 x 10%  4.04 x 10% 5.58 x 109 2.93 x 10°® 9.49 x 10°® 3.83 x 10
E3 2.35x 1092 4.09 x 1097 1.07 x 1097 5.52 x 1097 2.45x 10 6.99 x 10°% 3.60 x 10% 1.03 x 10%
F4 410 x 1092 1.72 x 1097 4.12 x 1092 1.93 x 10°7 412 x 102 1.91 x 1097 4.84 x 10°2 3.03 x 10%
F5 5.15 x 10922 523 x 100 527 x 10 1.10 x 1097 5.31 x 1092 1.07 x 10°7 5.53 x 1092 7.69 x 10%
F6 6.01 x 1092 1.01 x 10°%° 6.06 x 102 4.06 x 10%° 6.05 x 1092 4.09 x 10 6.31 x 1092 4.57 x 10%
F7 7.27 x 1002 7.67 x 10°° 7.38 x 102 1.37 x 1097 7.34 x 1092 1.04 x 10" 9.72 x 102 3.85 x 10!
F8 8.16 x 1092 5.45 x 10°° 8.23 x 102 1.06 x 1090 8.24 x 1092 8.98 x 100 8.82 x 10°2 8.93 x 10%
F9 9.01 x 1092 1.23 x 100 9.26 x 10?2 4.42 x 1097 9.10 x 1092 1.28 x 10°7 2.84 x 10 3.82 x 1092
F10 1.68 x 10 3,54 x 1092 1.81 x 109 2.42 x 102 1.84 x 10 3.14 x 10°2 1.80 x 10 1.96 x 10°2
F11 113 x 10 1.53 x 1097 1.17 x 10% 5.60 x 1097 1.17 x 10 8.01 x 1090 1.44 x 10 1.91 x 10%2
F12 141 x 10% 1.17 x 10 2.06 x 10% 5.03 x 10% 9.89 x 10% 2.60 x 10% 6.87 x 1097 1.48 x 108
F13 4.04 x 10 3.80 x 10% 518 x 10% 1.34 x 10%* 8.07 x 109 1.39 x 10%* 1.66 x 10% 8.57 x 10%
Fl14 1.43 x 10 9,94 x 100 1.47 x 10 3.22 x 109 1.48 x 109 4.74 x 10”7 1.45 x 109 1.56 x 10!
F15 1.53 x 10 1.88 x 10°7 1.58 x 10%% 7.02 x 1097 1.82 x 10 1.04 x 10%® 1.66 x 10 1.08 x 10°2
F16 1.67 x 10 6.66 x 107 1.68 x 10% 748 x 107 1.72 x 10% 1.32 x 1092 1.79 x 10 8.52 x 10%
F17 1.74 x 109 1.80 x 10°7 1.77 x 10%% 258 x 1097 1.76 x 10 2.71 x 1097 1.77 x 10% 8.16 x 10%
F18 9.67 x 10 838 x 10%% 1.82 x 10% 1.63 x 10%* 1.76 x 109 1.60 x 10%* 2.12 x 10 1.09 x 10°2
F19 1.91 x 10 8.89 x 10 1.97 x 10%® 1.43 x 102 1.95 x 10% 5.39 x 109 1.96 x 10 4.17 x 10%
F20 2.04 x 10 3.34 x 100 2.06 x 10 4.26 x 10°7 2.09 x 10% 6.18 x 1097 2.05 x 10 1.02 x 10%
F21 2.21x10% 3,56 x 107 2.30 x 10% 535 x 1097 228 x 109 6.04 x 10°7 2.28 x 10% 5.56 x 10%
F22 230 x10% 252 x 1090 2.32 x 10%  1.65 x 1097 2.31 x 109 1.98 x 10°7 2.49 x 10% 2.17 x 1092
F23 2,62 x 10 7.99 x 109 2.64 x 109 1.24 x 1097 2.64 x 10% 1.09 x 1097 2.63 x 10 8.83 x 10%
F24 2,63 x10% 127 x 102 2.75 x 10 6.96 x 107 2.73 x 10%% 9.24 x 1097 2.77 x 10% 8.33 x 10%
F25 2.93 x 109 225 x 107 2.94 x 10% 3.71 x 1097 2.93 x 109 3.20 x 10°7 3.02 x 10% 1.46 x 10%
F26 2.95x 10 7.80 x 10°7 3.15 x 10% 3.62 x 1092 3.05 x 109 2.18 x 102 3.13 x 10% 2.23 x 1092
F27 3.08 x 109 2,30 x 109 3.12 x 10 2.90 x 109 3.11 x 10% 1.21 x 10 3.10 x 10 3.00 x 10%
F28 3.26 x 10 4.03 x 107 3.37 x 10%  1.08 x 1092 3.37 x 109 8.99 x 10°7 3.27 x 109 5.44 x 10
F29 3.18 x 10 2,63 x 107 322 x 109 4.97 x 1097 322 x 109 5.87 x 10°7 3.19 x 10% 3.34 x 10"
F30 3.41x10% 2,62 x10°2 1.01 x 10% 1.31 x 10° 1.90 x 10% 3.34 x 10% 8.56 x 10°° 1.09 x 10%
Win 25
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Table 7. Use the test results of CEC2017 on 30 dimensions and compare with mature algorithms (bold

font indicates optimal data).

Function CQBFGO PSO GWO DE

Mean Std Mean Std Mean Std Mean Std
F1 7.97 x 10% 9,72 x 10%  1.56 x 10 2.18 x 10% 1.11 x 10 1.01 x 10% 7.31 x 101 6.55 x 10%
F3 422 x10% 1.78 x 10%  1.14 x 10% 537 x 10% 3.94 x 10%* 1.04 x 10%* 3.00 x 10% 4.31 x 10%
F4 4.97 x 1092 2,30 x 1097 7.01 x 102 2.45 x 102 5.58 x 1092 3.91 x 10°7 7.42 x 10% 1.09 x 109
F5 627 x 102 312 x 1090 6.71 x 1092 4.72 x 10°7 5.98 x 1092 4.80 x 10°7 1.01 x 10%® 1.98 x 10!
F6 6.26 x 102 915 x 10%°  6.42 x 1092 1.05 x 10°7 6.05 x 1092 2.21 x 10°° 6.87 x 1092 4.12 x 10%
F7 9.05x 102 725 x 1097 1.04 x 10 7.91 x 1097 8.57 x 10°2 4.96 x 10°7 3.30 x 10%® 1.76 x 102
F8 8.08 x 1092 2,15 x 1097 9.48 x 10°2 2.68 x 109 8.83 x 102 2.97 x 1090 1.28 x 109 2.37 x 10!
F9 1.84 x 10 6.53 x 1092  4.19 x 10% 1.50 x 10 1.56 x 10% 7.83 x 1092 2.47 x 10% 3.17 x 109
F10 5.10 x 109 5.56 x 1092 544 x 10 7.31 x 1092 4.36 x 10 1.03 x 10 6.53 x 10 3.92 x 1092
F11 1.27 x 10 4.44 x 1097 1.40 x 10% 1.10 x 1092 1.47 x 10% 2.90 x 1092 6.66 x 10% 3.11 x 109
F12 8.15x 10% 5.86 x 10%  2.02 x 10°% 598 x 10% 3.06 x 1097 3.10 x 107 4.66 x 10%° 1.02 x 10%
F13 8.97 x 10 7.98 x 10%  1.05 x 107 2.45 x 1097 9.12 x 10% 4.30 x 10°% 5.59 x 10% 3.15 x 108
F14 3.45x10% 324 x10%  3.81 x10% 7.94 x 109 1.40 x 10% 2.23 x 10 2.50 x 10% 3.74 x 10%
F15 159 x 10% 1.25x 10  1.21 x 10% 1.46 x 10% 4.37 x 10%° 9.85 x 10% 7.16 x 107 2.38 x 10%8
F16 278 x 10 3.85x 102  2.81 x 10% 3.20 x 1092 2.46 x 10% 3.19 x 1092 3.67 x 10% 2.57 x 102
F17 225x10% 225%x10%2 2.32x10% 254 x 1092 2.01 x 10 1.63 x 10°2 3.02 x 10% 1.58 x 102
F18 2.84 x10% 256 x 10%°  8.65 x 10%° 2.83 x 10° 1.06 x 10% 1.51 x 10° 1.20 x 10% 1.82 x 1097
F19 3.63 x 10 4.26 x 10%  2.20 x 10% 9.09 x 10% 8.50 x 10% 1.58 x 10% 1.14 x 109 3.39 x 10%
F20 251 x10% 196 x102 258 x 10 1.81 x 102 2.35 x 10 1.26 x 102 2.86 x 10% 1.61 x 102
F21 242 x 10 274 x 109 2.46 x 10 3.84 x 109 2.37 x 10 1.65 x 101 2.76 x 109 2.22 x 10!
F22 2.71x10% 1.19 x 10%  4.95 x 10% 2.07 x 10% 5.01 x 10 1.77 x 10 8.05 x 10% 6.19 x 102
F23 2.82x10% 502 x109% 296 x10% 7.27 x 1097 2.74 x 10% 3.18 x 10° 3.05 x 10% 2.01 x 10!
F24 298 x 10 454 x 1097 3.14 x 10% 577 x 10°7 293 x 10% 6.33 x 1097 3.13 x 10% 1.52 x 10!
F25 2.91x10% 255x10°7  2.95x10% 592 x 109 2.96 x 10 3.48 x 10°7 9.12 x 10%® 5.79 x 102
F26 546 x 109 728 x 102 6.51 x 10 9.17 x 102 4.39 x 10 3.34 x 102 8.14 x 10% 2.15 x 102
F27 3.20x10% 2.35x107% 334 x10% 6.66 x 10 3.24 x 109 2.06 x 100 3.30 x 109 2.88 x 107!
F28 3.29 x 10 572 x10%° 353 x10% 3.21 x 102 3.37 x 10 6.73 x 1097 6.49 x 109 7.76 x 10!
F29 3.79 x 108 250 x 1092 4.48 x 109 4.31 x 1092 3.73 x 10%® 1.33 x 1092 4.50 x 10% 2.98 x 102
F30 1.77 x 1095 255 x 10% 550 x 10%° 8.56 x 10%° 4.91 x 10% 3.16 x 10°% 8.97 x 109 2.95 x 1097
Win 18 10

Table 8. Use the test results of CEC2017 on 50 dimensions and compare with mature algorithms (bold

font indicates optimal data).

Function OQBFGO PSO GWO DE

Mean Std Mean Std Mean Std Mean Std
F1 5.97 x 10% 3.60 x 10%  352x10% 626x10%”  6.12x10% 284 x10°  1.63x10"  1.02 x 10
F3 6.56 x 10% 117 x 10%  3.82x10% 123 x10™ 931x10% 1.79x10% 564 x10% 9.02 x 10%
F4 7.41 x 10% 1.07 x 102 118 x10%°  7.82x 102  1.01 x10%  432x10 3.00x 10% 5.19 x 10%
F5 8.11 x 10% 396 x 109 884x 102 514x10%  6.97x102 5.00x10°" 147 x10%  3.32 x 10
F6 6.35 x 1002 9.14x 10  6.60x102 599 x10%° 613 x102 3.87x10%°  7.10x 102  3.80 x 10%°
F7 1.09 x 10% 714 x 109 152x10%  159x 102 1.12x10% 441 x 10" 589 x10%  3.78 x 1002
F8 1.11 x 10% 532x10°  1.17x10% 585x 10"  1.21x10°% 490 x 10"  1.77x10%  3.58 x 10°
F9 7.63 x 10% 439%x10%  1.18x10™ 1.96x10% 535x10% 299x10% 587 x10% 691 x 10%
F10 8.24 x 10% 1.05x10%  9.68x 10  1.07x10% 687 x10%  1.66 x10%  1.10 x 10%*  6.44 x 10%
F11 1.53 x 10% 7.80 x 1097 1.70 x 10 329 x 102 383 x10% 1.83x10% 290 x10%  1.18 x 10%
F12 9.40 x 10%7 6.05x 10”7 259x 10 329x10° 4.66x10% 590 x10% 353 x100  4.66 x 10
F13 1.81 x 10% 2.02x10%  1.06x10% 1.67x10%  1.65x10% 2.05x10% 839 x 10 846 x 10%
Fl4 3.19 x 10% 251x10% 1.12x10% 248x10% 7.11x10% 124 x10%  4.84x10% 526 x 10%
F15 6.63 x 10% 484x10% 7.62x107 295x10%  1.07x 107 1.73x 10 898 x 10%  4.56 x 10
F16 3.61 x 10% 404 %102  4.08x10%°  433x102 3.09x10% 4.52x10°% 7.31x10% 3.13 x 102
F17 3.14 x 10% 292x10%  386x10% 397x10% 279x10%  3.50 x 102 237 x 10  1.54 x 10%
F18 1.68 x 10% 1.06 x 10% 434 x10% 1.07x10% 329x10% 230x10% 293 x10” 256 x 107
F19 1.50 x 10% 1.74x10%  729x 10 2.02x10% 276x10% 6.18x10% 619 x 10%  1.89 x 10%
F20 3.17 x 10% 285x 1002  340x10% 3.08x102 2.82x10% 298 x10%2 394 x10®  1.66 x 102
F21 2.55 x 10% 453x 100  271x10%  562x10" 250x10% 583 x10" 325x10%®  4.89 x 10
F22 1.04 x 10 1.09x10%  1.10x10% 1.10x10%  9.55x 10  232x10%  1.32x10% 933 x 102
F23 3.01 x 10% 678 x 109 346 x10%®  1.51x10”% 295x10%  7.88x 10"  3.60 x 10%®  5.45 x 10%
F24 3.20 x 10% 515x 107 370 x10% 159x10%2 3.11x10% 947x10°0 354x10% 203 x 10
F25 3.18 x 10% 723 %10 341 x10% 522x10%2 340x10% 1.67x10%2 326x10%  3.68 x 10%
F26 5.16 x 10% 1.90 x 10%  1.08 x 10  120x10%®  6.07x 10 588 x10%2 121 x10%  4.49 x 102
F27 320x10%  325x107% 398x10%® 245x102 353x10%® 629 x 10"  3.65x10%  4.97 x 10™
F28 3.29 x 10% 913 x10%° 441 x10%  1.06x10%  4.09x10%°  2.81 x 102 890 x 109  2.63 x 102
F29 4.59 x 109 544 x 102  641x10% 1.15x10%  439x10% 378 x10°2  6.15x 10  3.42 x 102
F30 9.94 x 10% 9.39 x10%  3.06x 107 656 x 107 997 x 107 329 x 10  8.08 x 10%  4.95 x 10
Win 18 11
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As you can see from the tables above, the new algorithm OQBFGO has won 25 times
on 10 dimensions, 18 times on 30 dimensions, and 18 times on 50 dimensions. The new
algorithm works better than the other three mature algorithms.

4.3. Experiments on the CEC2013 Test Set

In order to further prove the effectiveness of the algorithm, this paper also conducts
experiments on the CEC2013 test set, and the results are shown in Tables 9-12, where
Tables 9 and 10 show the results of comparing the improved algorithm with the original
algorithm and other improvements of the original algorithm, with dimensions of 30 and
50 dimensions, respectively, and Tables 11 and 12 represent the results of comparing the
improved algorithm with the other three mature algorithms, with dimensions of 30 and
50 dimensions, respectively. In the first two tables, OQBFGO wins 13 times in 30 dimensions
and 17 times in 50 dimensions, and in the last two tables, OQBFGO wins 17 times in
30 dimensions and 16 times in 50 dimensions.

Table 9. Use the test results of CEC2013 on 30 dimensions and compare with the original algorithm
and other improvements of the original algorithm (bold font indicates optimal data).

Function BFGO QBFGO OBFGO OQBFGO
Mean Std Mean Std Mean Std Mean Std

F1 5.16 x 10% 1.99 x 109 1.59 x 109 111 x10%  —1.25 x 10% 220%x 102  —1.34 x 10 7.10 x 10%1
F2 9.01 x 10%7 3.25 x 1097 6.42 x 1097 2.49 x 1097 4.76 x 107 2.14 x 107 4.99 x 1097 1.62 x 1097
F3 9.81 x 1010 1.10 x 101 4.15 x 1010 242 x 1010 3.04 x 1010 1.42 x 1010 3.88 x 1010 1.99 x 1010
F4 5.10 x 10%4 6.69 x 10 4.27 x 10% 6.79 x 109 4.09 x 10% 6.18 x 10%3 457 x 10% 6.35 x 109
F5 1.05 x 1093 820x 102  —927 x 10% 237 x 102  —831 x 1092 958 x 107 —9.36 x 10°2 3.33 x 10°1
F6 —1.96 x 1092 252 %102  —552x 102 9.90 x 107 —7.26 x 1092 463 x10  —7.69 x 1002 4.29 x 107
F7 —5.65 x 1092 8.10 x 10 —6.43 x 1092 356 x 107 —6.46 x 102 3.85x 107  —6.33 x 1092 6.65 x 100
F8 —6.79 x 1002 758x10792  —6.79 x 1092 554x10792  —679x102 514x10792  —6.79 x 1092 6.21 x 10792
F9 —5.63 x 1092 3.84x 100  —565x 102 331x100  —565x 102 354 x10  —5.66 x 1002 3.91 x 109
F10 6.95 x 102 3.03 x 1092 1.65 x 1092 222 x 102  —2.49 x 1092 152 x 1092  —3.71 x 1092 5.19 x 10%1
F11 3.14 x 10% 9.43 x 109 —8.20 x 101 511 x 109  —1.47 x 1092 7.08 x 109 —1.33 x 1092 1.01 x 1002
F12 8.21 x 10% 8.54 x 109 5.06 x 10%° 5.60 x 1091 8.63 x 109 6.92 x 101 3.83 x 109 7.19 x 10
F13 2.29 x 1092 7.07 x 10% 1.25 x 10°2 5.00 x 109 1.49 x 1092 6.26 x 109 1.75 x 1002 7.27 x 109
F14 4.99 x 109 8.74 x 1002 4.64 x 109 6.43 x 1092 2.46 x 109 5.87 x 102 2.36 x 109 6.34 x 10°2
F15 6.26 x 109 8.23 x 102 6.35 x 109 7.20 x 1092 5.87 x 109 8.49 x 1092 5.43 x 1093 7.59 x 10°2
F16 2.03 x 102 6.28 x 10791 2.03x102 570 x 10~ 2.03 x 1092 7.44 x 1070 2.03 x 1092 6.15 x 1079
F17 7.87 x 1002 7.98 x 1001 7.11 x 10°2 8.42 x 10 5.63 x 1092 5.55 x 109 4.89 x 1092 4.85 x 10
F18 8.58 x 1002 1.10 x 10%2 7.70 x 1092 7.60 x 10% 7.46 x 1002 5.87 x 1091 7.66 x 10%2 6.62 x 10%
F19 2.84 x 109 1.79 x 1093 1.14 x 10% 6.75 x 1002 5.41 x 1092 2.50 x 1091 5.26 x 1002 1.29 x 10%1
F20 6.15 x 102 402 x 107 6.14 x 1092 6.37 x 10701 6.15 x 1092 5.04 x 10~%1 6.15x 1092 3,54 x 101
F21 243 x 109 3.12 x 102 2.11 x 109 4.18 x 102 1.45 x 109 4.03 x 1092 1.20 x 10%3 1.77 x 10°2
F22 6.70 x 1093 7.92 x 1002 6.37 x 10 6.39 x 1092 4.40 x 10% 1.08 x 103 4.30 x 10 9.60 x 10°2
F23 8.36 x 109 8.97 x 1002 8.50 x 10 6.58 x 1092 7.55 x 1093 9.38 x 102 7.61 x 109 9.66 x 1092
F24 1.30 x 1093 9.08 x 10% 1.30 x 1093 6.44 x 109 1.29 x 10 8.74 x 10%0 1.29 x 109 9.32 x 109
F25 1.40 x 109 9.77 x 10%0 1.40 x 109 6.03 x 10% 1.39 x 10 7.17 x 10% 1.39 x 1003 1.01 x 109
F26 1.56 x 109 7.12 x 1001 1.54 x 109 8.35 x 1091 1.52 x 109 9.32 x 10" 1.49 x 109 9.14 x 10%1
F27 2.56 x 1093 8.21 x 109 2.54 x 109 8.36 x 101 2.49 x 109 9.14 x 101 2.51 x 109 8.55 x 101
F28 457 x 109 6.89 x 1002 3.75 x 10 7.30 x 1092 3.69 x 10 1.11 x 109 4.24 x 109 1.09 x 1003
Win 4 11 13
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Table 10. Use the test results of CEC2013 on 50 dimensions and compare with the original algorithm
and other improvements of the original algorithm (bold font indicates optimal data).

Function  BFGO QBFGO OBFGO OQBFGO
Mean Std Mean Std Mean Std Mean Std
F1 1.78 x 10% 3.37 x 109 —4.45 x 10°2 8.79 x 10°2 1.27 x 10% 3.11 x 109 —1.28 x 10 1.35 x 1092
2 2.76 x 10%8 7.62 x 1097 9.89 x 10%7 4.36 x 107 1.89 x 10%8 5.50 x 10%7 8.11 x 10%7 2.17 x 10%7
E3 1.02 x 101 3.76 x 1010 4.95 x 1010 1.49 x 1010 7.11 x 1010 2.37 x 1010 4.80 x 1010 1.23 x 1010
F4 9.09 x 10%4 1.06 x 10% 7.60 x 10%4 6.38 x 1003 7.97 x 10% 5.64 x 109 8.50 x 10%4 1.40 x 10%
F5 2.23 x 10% 1.23 x 109 —7.33 x 102 1.71 x 1092 9.09 x 1092 4.42 x 1092 —9.22 x 102 3.32 x 10
F6 4.85 x 1092 3.83 x 1002 —5.87 x 1092 7.46 x 109 2.66 x 1001 1.91 x 1002 —6.61 x 1002 6.82 x 1091
F7 —5.94 x 1092 5.63x10°7  —6.53 x 10”2 375x 10”0 —6.44 x 107 3.00 x 1090 —6.36 x 10 3.51 x 101
F8 —6.79 x 1092 4.94 x 10792 —6.79 x 10°2 3.47 x 10702 —6.79 x 1002 440 x 10792 —6.79 x 1002 6.37 x 10702
F9 —5.33 x 1092 5.91 x 109 —5.34 x 1092 5.50 x 10% —5.35 x 1092 5.39 x 109 —5.36 x 1002 3.82 x 10°0
F10 2.48 x 109 6.38 x 102 5.49 x 109 1.92 x 1002 1.41 x 10% 3.74 x 102 —1.90 x 10°2 1.08 x 10°2
F11 4.09 x 1092 8.76 x 10 1.55 x 10% 9.84 x 101 2.62 x 1092 9.14 x 109 4,06 x 101 1.25 x 1092
F12 5.40 x 102 1.61 x 1092 3.33 x 1092 9.66 x 101 3.61 x 1092 8.92 x 10% 2.77 x 102 1.09 x 1002
F13 6.53 x 1002 1.45 x 1092 4.69 x 102 7.17 x 109 5.42 x 1092 1.26 x 1002 4.93 x 1092 1.03 x 1092
Fl14 1.03 x 10% 7.42 x 1002 4.63 x 109 1.24 x 109 1.03 x 10% 1.13 x 1093 4.16 x 109 8.48 x 102
F15 1.33 x 10%* 1.08 x 1093 1.23 x 10% 1.67 x 1093 1.29 x 10% 1.04 x 1003 1.15 x 10% 1.34 x 1093
Fl6 2.04 x 109 5.95 x 1001 2.04 x 1092 7.13 x 1070 2.04 x 102 6.16 x 10701 2.04 x 102 7.81 x 100!
F17 1.34 x 109 1.27 x 1092 8.07 x 1092 1.11 x 1092 1.18 x 109 1.14 x 1092 7.52 x 1002 1.18 x 10°2
F18 1.33 x 10% 1.13 x 10%2 1.15 x 109 1.04 x 1092 1.22 x 109 8.70 x 10% 1.13 x 109 9.88 x 101
F19 1.94 x 10% 7.63 x 1093 6.59 x 1092 1.49 x 1092 1.08 x 10% 6.48 x 1093 5.47 x 1002 2.58 x 10°1
F20 6.24 x 10°2 3.69 x 1001 6.24 x 102 6.54 x 10701 6.24 x 1002 5.66 x 10701 6.24 x 1002 6.46 x 10701
F21 4.22 x 109 2.33 x 102 245 x 109 6.23 x 1002 4.11 x 109 2.15 x 1092 1.87 x 10% 3.60 x 10°2
F22 1.27 x 10% 1.37 x 109 7.83 x 109 1.52 x 109 1.26 x 10% 1.10 x 10% 7.23 x 109 1.57 x 109
F23 1.62 x 10% 8.97 x 102 1.44 x 10% 1.41 x 109 1.58 x 10% 7.72 x 1002 1.40 x 10% 1.50 x 1093
F24 1.39 x 1093 7.21 x 10 1.37 x 10% 1.55 x 10 1.39 x 10% 1.05 x 10% 1.36 x 109 1.43 x 109
F25 1.49 x 1003 1.19 x 10% 1.47 x 10% 1.05 x 10 1.48 x 109 8.20 x 10%0 1.47 x 109 1.34 x 10%
F26 1.68 x 1093 1.13 x 10% 1.63 x 109 9.01 x 10°1 1.65 x 109 7.93 x 10% 1.66 x 109 1.21 x 10%
F27 3.46 x 109 1.22 x 1092 3.30 x 109 1.42 x 1002 3.43 x 109 8.02 x 10% 3.26 x 1003 1.30 x 1092
F28 7.14 x 109 1.05 x 1093 4.74 x 109 1.76 x 10 5.95 x 109 1.05 x 10% 5.00 x 109 2.25 x 109
Win 2 9 0 17
Table 11. Use the test results of CEC2013 on 30 dimensions and compare with mature algorithms
(bold font indicates optimal data).
Function OQBFGO PSO GWO DE
Mean Std Mean Std Mean Std Mean Std
F1 —1.34 x 10% 7.10 x 10%1 8.26 x 109 3.09 x 109 1.43 x 109 1.61 x 109 7.85 x 1004 9.86 x 10
F2 4.99 x 10%7 1.62 x 10%7 1.24 x 10%8 7.84 x 107 6.62 x 107 3.16 x 10%7 6.54 x 1008 2.07 x 1008
F3 3.88 x 1010 1.99 x 1010 2.61 x 1011 3.55 x 1011 2.14 x 1010 9.31 x 109 1.75 x 1013 9.25 x 1013
F4 4.57 x 10% 6.35 x 1003 1.09 x 1005 459 x 10% 1.01 x 10% 2.35 x 100 2.44 x 10% 3.50 x 10%4
F5 —9.36 x 102 3.33 x 10 4.66 x 109 450 x 109 8.95 x 1002 1.27 x 109 3.03 x 10% 6.87 x 10
F6 —7.69 x 10%2 4.29 x 10! —2.13 x 109 3.55 x 1092 —6.53 x 1092 1.19 x 1092 1.20 x 10% 3.18 x 10
F7 —6.33 x 1092 6.65 x 10% —4.16 x 1092 3.38 x 1092 —6.61 x 102 4.99 x 107 —8.03 x 10% 6.81 x 102
F8 —6.79 x 1092 621x10792  —6.79 x 1092 5.10 x 10792 —6.79 x 10°2 4.46 x 1092 —6.79 x 102 6.59 x 10792
F9 —5.66 x 1092 3.91 x 109 —5.64 x 1092 3.99 x 109 —5.72 x 1092 4.21 x 10% —5.56 x 102 1.28 x 10%
F10 —3.71 x 10%2 5.19 x 10%1 1.23 x 109 7.80 x 1092 1.80 x 1092 2.46 x 1002 7.99 x 1093 1.37 x 1093
F11 —1.33 x 102 1.01 x 1092 7.26 x 10% 1.18 x 1092 —2.09 x 1002 3.86 x 101 8.27 x 102 1.34 x 1092
F12 3.83 x 109 7.19 x 109 1.63 x 1002 1.24 x 1092 —5.04 x 101 5.97 x 1001 9.26 x 1092 1.40 x 1092
F13 1.75 x 1002 7.27 x 10% 2.84 x 1092 8.63 x 1001 9.79 x 101 4.08 x 10 1.05 x 1093 1.74 x 1092
Fl14 2.36 x 109 6.34 x 1092 6.69 x 109 7.63 x 1092 5.49 x 109 1.88 x 109 7.42 x 1093 3.63 x 102
F15 5.43 x 1003 7.59 x 1002 7.41 x 109 8.85 x 1092 7.33 x 109 1.68 x 1093 8.79 x 103 4.15 x 1092
F16 2.03 x 10%2 6.15 x 1001 2.04 x 1092 7.14 x 109 2.04 x 1092 493 x 10701 2.04 x 1092 453 x 10701
F17 4.89 x 102 4.85 x 10! 9.98 x 102 1.56 x 1092 6.12 x 102 5.52 x 101 3.21 x 109 3.85 x 102
F18 7.66 x 1002 6.62 x 1001 1.02 x 1093 1.52 x 1092 7.92 x 1092 5.78 x 1001 3.34 x 109 3.35 x 102
F19 5.26 x 102 1.29 x 101 3.14 x 10% 5.24 x 10% 2.21 x 10% 2.68 x 10% 4.05 x 10% 3.13 x 10%
F20 6.15 x 1092 354 x 10701 6.15 x 102 5.61 x 10~% 6.15 x 1002 5.82 x 1079 6.15 x 102 1.17 x 10~
F21 1.20 x 1093 1.77 x 10°2 2.51 x 109 2.81 x 1092 2.13 x 109 3.89 x 1092 6.81 x 1093 5.97 x 1002
F22 4.30 x 109 9.60 x 1092 8.29 x 1093 6.55 x 1092 7.22 x 109 1.74 x 1093 9.22 x 1093 3.28 x 1002
F23 7.61 x 10%3 9.66 x 10°2 8.77 x 109 6.90 x 1002 7.77 x 1093 1.57 x 1093 1.01 x 10% 3.16 x 1002

F24 1.29 x 109 9.32 x 100 1.31 x 109 1.17 x 10% 1.27 x 109 1.33 x 10 1.32 x 109 5.11 x 10%
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Table 11. Cont.

Function OQBFGO PSO GWO DE
Mean Std Mean Std Mean Std Mean Std
F25 1.39 x 109 1.01 x 10°1 1.42 x 109 1.37 x 10! 1.40 x 1093 1.19 x 100! 1.42 x 109 4.81 x 109
F26 1.49 x 10% 9.14 x 10% 1.58 x 1093 4.85 x 109 1.54 x 1093 6.37 x 10% 1.61 x 109 1.13 x 109
F27 251 x 109 8.55 x 10% 255 x 109 9.05 x 109 2.33 x 109 1.18 x 102 2.75 x 109 3.95 x 101
F28 424 x 10% 1.09 x 109 5.00 x 109 9.93 x 1002 3.44 x 10 6.81 x 10°2 7.34 x 109 5.15 x 1092
Win 17 0 10 1
Table 12. Use the test results of CEC2013 on 50 dimensions and compare with mature algorithms
(bold font indicates optimal data).
Function OQBFGO PSO GWO DE
Mean Std Mean Std Mean Std Mean Std

F1 —1.28 x 109 1.35 x10%2 3.08 x 100 8.75 x 10 7.71 x 1093 3.77 x 109 1.78 x 10% 1.50 x 10%
2 8.11 x 10%7 2.17 x 10%7 3.85 x 1098 1.63 x 10% 1.33 x 10% 4.94 x 1097 2.60 x 109 5.37 x 1008
F3 4.80 x 1010 1.23 x 1010 7.34 x 101 1.81 x 1012 4.44 x 1010 9.83 x 10 7.11 x 1014 1.88 x 1015
F4 8.50 x 10% 1.40 x 10% 1.83 x 109 450 x 1094 1.57 x 1095 2.22 x 10% 4.06 x 109 6.20 x 10%4
F5 —9.22 x 10%2 3.32 x 101 9.15 x 109 7.00 x 1093 1.22 x 109 8.02 x 1092 9.81 x 10% 1.47 x 10%
F6 —6.61 x 102 6.82 x 101 1.80 x 1093 1.20 x 109 —3.28 x 1092 1.88 x 1002 3.32 x 10%4 8.44 x 100
E7 —6.36 x 1092 351 x 109 6.17 x 10°2 2.65 x 1093 —6.64 x 102 2.27 x 1001 1.55 x 10% 2.24 x 10%
F8 —6.79 x 1092 637 x10792  —6.79 x 1092 5.14 x 10792 —6.79 x 10°2 2.70 x 1002 —6.79 x 102 431 x 10792
F9 —5.36 x 102 3.82 x 1090 —5.33 x 102 4.00 x 100 —5.45 x 1092 5.89 x 10°0 —5.20 x 1092 1.74 x 10%
F10 —1.90 x 1002 1.08 x 1002 4.49 x 109 1.63 x 109 9.43 x 10%2 4.40 x 10%2 2.02 x 10% 2.61 x 109
Fl11 4.06 x 109 1.25 x 1002 5.70 x 1092 9.63 x 101 6.88 x 10%0 6.53 x 1001 2.43 x 100 3.57 x 1002
F12 2.77 x 1092 1.09 x 1092 6.93 x 1092 1.26 x 1002 2.18 x 102 9.08 x 101 2.32 x 109 2.83 x 1092
F13 4.93 x 1092 1.03 x 1092 8.25 x 1002 1.23 x 1092 3.83 x 102 7.51 x 101 2.40 x 10% 2.50 x 1092
Fl14 4.16 x 109 8.48 x 102 1.27 x 1004 9.64 x 102 1.18 x 10% 3.09 x 109 1.37 x 10% 5.42 x 1002
F15 1.15 x 10% 1.34 x 10% 1.42 x 10% 7.84 x 1002 1.33 x 10% 2.30 x 109 1.60 x 10% 4.71 x 1092
Fl6 2.04 x 109 7.81 x 10~ 2.05 x 1092 6.77 x 1001 2.05 x 102 464 x 10701 2.05 x 102 426 x 10701
F17 7.52 x 1002 1.18 x 102 1.81 x 1003 2.22 x 10%2 9.77 x 10%2 9.22 x 109 5.84 x 10 3.62 x 102
F18 1.13 x 1093 9.88 x 1091 1.95 x 1093 2.84 x 1092 1.11 x 109 6.28 x 101 6.00 x 109 4.24 x 1092
F19 5.47 x 10°2 2.58 x 101 1.82 x 109 1.37 x 10% 2.34 x 10% 4.37 x 10% 242 x 1097 8.06 x 1006
F20 6.24 x 1002 6.46 x 1001 6.25 x 1092 3.97 x 1079 6.24 x 102 5.97 x 100 6.25 x 1092 411x1079
F21 1.87 x 1093 3.60 x 102 5.07 x 109 5.34 x 1092 4.07 x 109 3.67 x 1002 1.41 x 10% 1.54 x 1093
F22 7.23 x 109 1.57 x 109 1.55 x 1004 9.99 x 1092 1.43 x 10% 2.97 x 109 1.56 x 10% 4.47 x 1092
F23 1.40 x 10%4 1.50 x 1093 1.61 x 10% 8.43 x 102 1.45 x 10% 1.97 x 109 1.75 x 10% 5.63 x 1092
F24 1.36 x 109 1.43 x 10% 1.40 x 109 1.44 x 10% 1.35 x 109 1.08 x 101 1.42 x 109 8.30 x 10%
F25 1.47 x 109 1.34 x 10% 1.52 x 1093 1.46 x 10% 1.51 x 109 1.64 x 109 1.52 x 109 7.46 x 100
F26 1.66 x 1003 1.21 x 10% 1.65 x 1093 7.61 x 10% 1.63 x 10 4.21 x 10 1.70 x 109 5.78 x 10%0
F27 3.26 x 109 1.30 x 1092 3.43 x 10% 1.23 x 1092 3.06 x 109 1.55 x 102 3.71 x 109 5.72 x 101
F28 5.00 x 109 2.25 x 109 8.98 x 1093 1.15 x 109 4.93 x 109 1.18 x 109 1.73 x 10% 1.33 x 1093
Win 16 0 12 0

5. Application of OQBFGO in CVRP
5.1. Details of CVRP

There is a group of vehicles to serve several customers. The number of customers is N,
and the quantity of goods required by each customer is different. The number of vehicles is
K, and the distribution center is D. The K cars start from D and serve each customer and
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only once. All cars start at D and end up at D. The problem is to drive the car a minimum
distance.

min f(c;7) = T Tio Lo (Cijxijk>

st

K 1,(i=12,...,N
i1 Vi = { m((m <K),i=0 )
YN xin —sz:l Xjg=0,r=1,...,Nk=12,...,m
L xiok = Ly xoik = Lk =1,2,...,m (18)
Yy gk < qk=12,...,m
YN o Xijk = Yiii #,j =0,1,2,...,N
o — { 1, Vehicle k is transported from i to

ijk 0, else

1, Customer i is served by vehicle k

Yi = { 0, else

In Equation (18), whether the delivery vehicle passes through the line between the
two customers j to i is represented by x;j, 0 means no pass, and 1 means pass; whether
the vehicle k will carry the goods for customer i, this is denoted by yy;, 0 is no, 1 is yes; the
number of vehicles used is expressed in m; the cost required for the vehicle to transport
goods from customer i to customer j is expressed in ¢;;; the quantity of goods required by
customer i is expressed in g;; the quantity that the vehicle can carry is expressed in g; the
number of customers is represented by N, where the number of distribution centers is 0;
the number of cars at distribution centers is denoted by K.

5.2. Simulation Experiment and Result Analysis

The CVRP calculation example used in this paper comes from the data set of Augerat
et al., data structure is described below. Any data file, such as A-n32-k5, is divided into the
following parts:

(1) Data information, including the following information. The data set’s name is A-
n32-k5; the minimum number of cars is 5, and the optimal route length is 784; the problem
type is CVRP; the number of customers, that is, the dimension is 32; the maximum vehicle
load is 100 units.

(2) Node coordinates, this part gives the node number and X, Y coordinates. Based
on this information, the two-dimensional Euclidean distance between two nodes can be
calculated.

(3) Node demand, this part gives the demand of each node.

Next, we tested BEGO, QUATRE, PSO, GWO, DE, and OQBFGO on these ten calcu-
lation examples. To ensure fairness, the number of times the six algorithms entered the
function was 20,000 times. As can be seen from Table 13, when OQBFGO is used to solve
CVREP, better results can be achieved than the other five algorithms.

Table 13. Comparison results of six algorithms for solving CVRP.

BFGO QUATRE PSO GWO DE OQBFGO
A-n32-k5 1018.1 860.98 968.38 1266.4 1203.9 788.51
A-n33-k5 701.59 1051.2 878.13 912.79 981.08 676.42
A-n33-k6 970.72 939.29 934.09 969.7 1049.4 805.36
A-n34-k5 1006 874.82 1050.3 849.88 1204.8 831.19
A-n36-k5 962.01 792.99 973.11 780.72 1058.2 723.87
A-n44-k7 1311.9 1610.3 1262 1683.4 1596.2 1123.2
A-n45-k6 1859.6 1842.9 1729.8 1944.7 1949 1296.9
A-n53-k7 2026 1885.3 1411.2 2055.1 2145.9 1366.8
A-n60-k9 2513 2358.2 2439 2738.6 2517.6 1770.4
A-n63-k10 2266.2 2642 2667.5 2390.4 2860.7 1754.5

The convergence curve is shown in Figure 1.
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Figure 1. Convergence curve for solving CVRP problem.

As shown in the figure, the OQBFGO algorithm can achieve the best results on ten

calculation examples.

6. Conclusions

The OQBFGO algorithm proposed in this work adds an orthogonal learning strategy
on the basis of the bamboo forest growth algorithm, which can perform global development
more accurately. In addition, in order to improve the searching ability of particles, the
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algorithm also adds a quasi-affine transformation evolution algorithm. Next, we compare
OQBFGO algorithm with the original algorithm BFGO and other improvements of the
original algorithm: BFGO combined with QUATRE algorithm, BFGO combined with
Taguchi strategy, in addition, also compared with three mature algorithms such as PSO,
GWO, and DE, the test results on 29 functions of CEC2017 show that compared with the
other six algorithms, OQBFGO can achieve better results.

Finally, we apply the OQBFGO algorithm to CVRP. Through the test on 10 groups
of CVRP calculation examples, OQBFGO is compared with BFGO, QUATRE, PSO, GWO,
and DE. It can be seen from the experimental results that OQBFGO performs better in
solving CVRP, that is, OQBFGO can always search for the shortest effective path. However,
OQBFGO still has problems such as long running time and slow convergence speed. These
problems are also improvement directions that can be considered in the future.
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