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Abstract: Coded computing is recognized as a promising solution to address the privacy leakage
problem and the straggling effect in distributed computing. This technique leverages coding theory
to recover computation tasks using results from a subset of workers. In this paper, we propose the
adaptive privacy-preserving coded computing (APCC) strategy, designed to be applicable to various
types of computation tasks, including polynomial and non-polynomial functions, and to adaptively
provide accurate or approximated results. We prove the optimality of APCC in terms of encoding
rate, defined as the ratio between the computation loads of tasks before and after encoding, based
on the optimal recovery threshold of Lagrange Coded Computing. We demonstrate that APCC
guarantees information-theoretical data privacy preservation. Mitigation of the straggling effect
in APCC is achieved through hierarchical task partitioning and task cancellation, which further
reduces computation delays by enabling straggling workers to return partial results of assigned
tasks, compared to conventional coded computing strategies. The hierarchical task partitioning
problems are formulated as mixed-integer nonlinear programming (MINLP) problems with the
objective of minimizing task completion delay. We propose a low-complexity maximum value
descent (MVD) algorithm to optimally solve these problems. The simulation results show that
APCC can reduce the task completion delay by a range of 20.3% to 47.5% when compared to other
state-of-the-art benchmarks.

Keywords: coded computing; privacy preservation; hierarchical task partitioning; task cancellation;
MINLP

1. Introduction

Under the vision of “Internet of Everything”, intelligence-enabled applications are
essential, leading to a variety of crucial computation tasks, such as the training and inference
of complex machine learning models based on extensive datasets [1–3]. However, executing
these computation-intensive tasks on a single device with limited computation capability
and power resources presents significant challenges. To this end, distributed computing
emerges as a practical solution, where a central node, referred to as master, manages task
division, assignment, and result collection, while multiple distributed computing nodes,
called workers, process the assigned partial computation tasks in parallel [4].

Nevertheless, while distributed computing accelerates the computation process by
employing multiple workers for parallel processing, the total delay is dominated by the
slowest worker, as the master must wait for all workers to complete their assigned tasks [5].
As demonstrated in the experimental results of [6], the delay of the slowest worker can
exceed five times that of the others, which significantly prolongs the total delay. Moreover,
due to the randomness of delays, identifying slow workers in advance is challenging.
To tackle this so-called straggling effect, coded computing has emerged as a promising
solution [6–12]. As Figure 1 shows, this approach combines coding theory with distributed
computing and reduces delays by introducing structured computational redundancies.

Entropy 2024, 26, 881. https://doi.org/10.3390/e26100881 https://www.mdpi.com/journal/entropy

https://doi.org/10.3390/e26100881
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/entropy
https://www.mdpi.com
https://orcid.org/0009-0007-1829-9628
https://orcid.org/0000-0003-1487-2179
https://doi.org/10.3390/e26100881
https://www.mdpi.com/journal/entropy
https://www.mdpi.com/article/10.3390/e26100881?type=check_update&version=1


Entropy 2024, 26, 881 2 of 26

Through the incorporation of redundancy during the encoding process, computation tasks
can be completed using results from a subset of workers, thereby reducing total delays.

Master

Subtasks

…

…
Stragglers

Workers

Colluders
…

…Task
Encoded 

Subtasks

Figure 1. The concept of coded computing.

In coded computing, workers are tasked with processing input data and returning
results, but the involved tasks may contain sensitive information, such as patient medical
data, customer personal information, and proprietary company data [13,14]. Consequently,
it is essential to maintain the data privacy against colluding workers, those who return
correct results but may communicate with one another to share input data from the master,
so as to infer some private information of the master. Recent research studies have aimed
to develop coded computing strategies that address not only the straggling effect but also
privacy concerns, such as combining additional random data insertion with prevalent
polynomial coded computing methods [15–25]. This approach enhances the robustness
of the system against straggling workers while also improving privacy and security by
obscuring the original data.

In the majority of existing studies, matrix multiplication is treated as the primary
application of coded computing, and its performance has been extensively validated. How-
ever, real-world computation tasks are often more diverse than mere matrix multiplication.
For instance, in a linear regression task, the iterative process of solving weights involves
calculating previous weights multiplied by the quadratic power of the input data. This
implies that coded computing schemes for matrix multiplication must be executed twice in
each step, and computation becomes considerably more complex when considering other
tasks, such as inference tasks of neural networks.

In terms of extending the applicability of coded computing, one state-of-the-art ap-
proach is Lagrange Coded Computing (LCC) [15]. LCC employs Lagrange polynomial
interpolation to transform input data before and after encoding into interpolation points
on the computation function. This allows the recovery of desired results through the recon-
struction of the interpolation function. LCC is compatible with various computation tasks,
ranging from matrix multiplication to polynomial functions, and offers an optimal recovery
threshold concerning the degree of polynomial functions. In [21,25,26], the problem of
using matrix data as input and polynomial functions as computation tasks is also explored.

However, LCC still suffers from several shortcomings [27]. First, its recovery thresh-
old is proportional to degrees of polynomial functions, which can be prohibitively large
for complex tasks and thereby make it difficult to achieve successful recovery. Second,
Lagrange polynomial interpolation can be ill-conditioned, making it challenging to ensure
numerical stability, unless one embeds the computation to a finite field. In [27], Berrut’s
Approximated Coded Computing (BACC) is proposed to address these shortcomings and
further expand the scope of computation tasks to arbitrary functions. However, BACC only
yields approximated computing results and does not guarantee privacy preservation. Other
related works [28–32] also focus on approximated results while attempting to maintain the
numerical stability of coded computing. As far as we know, there is still a lack of a versatile
coded computing strategy suitable for various computational tasks. This strategy should
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be capable of achieving privacy preservation while providing accurate or approximated
results based on specific demands.

On the other hand, opportunities exist to enhance mitigation of the straggling ef-
fect and further reduce delays. This is because prior studies commonly discard results
from straggling workers, leading to the inefficient utilization of computational resources.
In [11], a hierarchical task partitioning structure is proposed, where divided tasks are
further partitioned into multiple layers, and workers process their assigned tasks in the
order of layer indices. Consequently, straggling workers can return results from lower
layers instead of none, while fast workers can reach higher layers and return more results.
Similar performance improvements are achieved through multi-message communications
(MMC) [33–35], where workers are permitted to return partial results of assigned tasks in
each time slot, enabling straggling workers to contribute to the system.

Essentially, three ways exist to alleviate the straggling effect, given the total number of
workers. First, minimize the recovery threshold of coded computing schemes, as a smaller
recovery threshold implies fewer workers to wait for [9,10,15,16,36–39]. As a result, the
master can recover desired computing results even with more straggling workers. Second,
the computation loads for each worker should be carefully designed to allow them to
complete varying amounts of computation based on their capabilities, which is formulated
as optimization problems in [4,40–43]. This approach narrows the gap between the delays
of fast and slow workers. Third, workers should be capable of returning partial results of
assigned tasks, rather than the scenario where fast workers complete all assigned tasks,
leaving straggling workers to contribute virtually nothing. The third point aligns with the
idea of a hierarchical task partitioning structure and MMC.

In this work, we consider a distributed system with one master and multiple work-
ers, and propose an adaptive privacy-preserving coded computing (APCC) strategy. The
strategy primarily focuses on the applicability for diverse computation tasks, the privacy
preservation of input data, and the mitigation of the straggling effect. Moreover, based on
the hierarchical task partitioning structure in APCC, we propose an operation called cancel-
lation to prevent slower workers from processing completed tasks, reducing resource waste
and improving delay performance. Specifically, the main contributions are summarized
as follows:

• We propose the APCC framework, which effectively mitigates the straggling effect
and fully preserves data privacy. APCC is applicable to various computation tasks,
including polynomial and non-polynomial functions, and can adaptively provide
accurate results or approximated results with controllable error.

• We rigorously prove the information-theoretical privacy preservation of the input data
in APCC, as well as the optimality of APCC in terms of the encoding rate based on the
optimal recovery threshold of LCC. The encoding rate is defined as the ratio between
the computation loads of tasks before and after encoding, serving as an indicator of
the performance of coded computing schemes in mitigating the straggling effect.

• Considering the randomness of task completion delay, we formulate hierarchical task
partitioning problems in APCC, with or without cancellation, as mixed-integer nonlin-
ear programming (MINLP) problems with the objective of minimizing task completion
delay. We propose a maximum value descent (MVD) algorithm to optimally solve the
problems with linear complexity.

• Extensive simulations demonstrate improvements in delay performance offered by
APCC when compared to other state-of-the-art coded computing benchmarks. No-
tably, APCC achieves a reduction in task completion delay ranging from 20.3% to
47.5% compared to LCC [15] and BACC [27]. Simulations also explore the trade-off
between task completion delay and the level of privacy preservation.

The remainder of the paper is structured as follows. Section 2 presents the system
model. In Section 3, we propose the adaptive privacy-preserving coded computing strategy,
namely APCC. In Section 4, the performance of APCC is further analyzed in terms of en-
coding rate, privacy preservation, approximation error, numerical stability, communication
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costs, and encoding and decoding complexity. In Section 5, we proposed the MVD algo-
rithm to address the hierarchical task partitioning optimization problem with or without
cancellation. The simulation results are provided in Section 6, and conclusions are drawn
in Section 7.

2. System Model

As shown in Figure 2, we consider the distributed computing system consisting of
one master and N workers. The goal is to complete a computation task on the master with
the help of N workers. The task is represented by a function f , operating over an equally
pre-divided input dataset D = {Dk ∈ Rp×q|k ∈ [0 : K − 1]}. The master aims to evaluate
the results { f (Dk)}K−1

k=0 , whose dimensions are decided by the task function f . To achieve
this, we employ the proposed APCC strategy. Note that we consider the computation of
{ f (Dk)}K−1

k=0 as the entire task and the computation of f (Dk) as a subtask.

Workers

Colluders

Master Stragglers

……

…

(a) System Model

… …

…

K subtasks

… …

r  original sets r  encoded sets

Master

…

…
Worker 

Worker 

…

…

…

set index
…

Worker 0

1
set index

Master

… …

… …

…

…

…

…

(b) APCC
Figure 2. System model and the proposed Adaptive Privacy-preserving Coded Computing (APCC).

In APCC, the K equally pre-divided input data {Dk}K−1
k=0 are not directly encoded like

conventional coded computing strategies. Instead, they are firstly partitioned into r sets.
Subsequently, the input data in each set are encoded into N parts, which are then assigned
to N workers for parallel computation. This hierarchical task partitioning structure enables
workers to return partial results of assigned subtasks, further mitigating the straggling effect
and reducing delays. After the task assignment, the master leverages the results obtained
from a subset of workers in each set and employs interpolation methods to reconstruct
the original function f , thereby achieving the recovery of { f (Dk)}K−1

k=0 . A comprehensive
description of the APCC strategy is presented in Section 3.

Taking into account the unreliable channels and uncertain computation capabilities of
workers, some of them may fail to return results to the master in time. These straggling
workers are referred to as stragglers. Additionally, we assume that workers are honest but
curious. This means they will send back the correct computation results, but there could be
up to L (L < N) colluding workers who can communicate with each other and attempt to
learn information about the input data {Dk}K−1

k=0 . These workers are called colluders.
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3. Adaptive Privacy-Preserving Coded Computing

In this section, we propose the adaptive privacy-preserving coded computing (APCC)
strategy, which is suitable for diverse computation tasks including polynomial functions
and non-polynomial functions, and can adaptively provide accurate results or approxi-
mated results. We begin with a general description to explain how APCC works and then
provide an illustrative example for accurate results case without loss of generality. Lastly,
we introduce the hierarchical task partitioning structure of APCC, and the cancellation of
completed subtasks based on this hierarchical structure.

3.1. General Description

In this subsection, we provide a general description of the proposed APCC strategy.
As shown in Figure 2, the inputs of the function f are first equally pre-divided into K
parts {Dk}K−1

k=0 , and K corresponding subtasks { f (Dk)}K−1
k=0 are formed. The APCC strategy

then follows three steps: (1) Encoding; (2) Assignment; (3) Decoding, and obtains accurate or
approximated computing results of { f (Dk)}K−1

k=0 .

3.1.1. Encoding

In the initialization step, the K subtasks are further partitioned into r sets, with set
i (i ∈ [0 : r − 1]) containing Ki subtasks { f (Di,j}

Ki−1
j=0 , where Di,j ∈ {Dk|k ∈ [0 : K − 1]}.

Consequently, the desired results of the master are

{ f (Dk)}K−1
k=0 =

{
{ f (Di,j)}

Ki−1
j=0 |i ∈ [0 : r − 1]

}
, (1)

where Ki should satisfy ∑r−1
i=0 Ki = K. The specific values of {Ki}r−1

i=0 will be formulated as
optimization problems in Section 5. We refer to the partition of these sets as hierarchical
task partitioning.

Inspired by Barycentric polynomial interpolation [27,44], the input data {Di,j}
Ki−1
j=0 for

set i is linearly encoded through function gi(x) as:

gi(x) =
Ki−1

∑
j=0

wi,j ∏Ki+L−1
k=0,k ̸=j(x − αi,k)

∑Ki+L−1
k=0 wi,k ∏Ki+L−1

l=0,l ̸=k (x − αi,l)
Di,j

+
Ki+L−1

∑
j=Ki

wi,j ∏Ki+L−1
k=0,k ̸=j(x − αi,k)

∑Ki+L−1
k=0 wi,k ∏Ki+L−1

l=0,l ̸=k (x − αi,l)
Zi,j, (2)

where {Zi,j ∈ V|j ∈ [Ki : Ki + L − 1]} are L random matrices added to preserve the privacy,
each element in Zi,j follows a uniform distribution, and x ∈ R is the encoding parameter.

{αi,j}
Ki+L−1
j=0 are distinct values selected as Chebyshev points of the first kind:

αi,j = cos
(2j + 1)π
2(Ki + L)

, j ∈ [0 : Ki + L − 1]. (3)

wi,j is a constant related to αi,j and calculated as:

wi,j =
1

∏Ki+L−1
k=0,k ̸=j(αi,j − αi,k)

, j ∈ [0 : Ki + L − 1]. (4)

Note that the form of gi(x) is a Barycentric polynomial [27,44], which can avoid
overflows and underflows in floating-point arithmetic and requires a lower computation
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complexity compared to its similar form of Lagrange polynomial in LCC [15]. Furthermore,
Equation (2) guarantees that

gi(αi,j) = Di,j, j ∈ [0 : Ki − 1]. (5)

because the coefficient term before Di,j and Zi,j

wi,j ∏Ki+L−1
k=0,k ̸=j(x − αi,k)

∑Ki+L−1
k=0 wi,k ∏Ki+L−1

l=0,l ̸=k (x − αi,l)
=

{
1, if x = αi,j,
0, if x = αi,k, k ̸= j.

(6)

The encoded input data {D̃i,n}N−1
n=0 are obtained as:

D̃i,n = gi(βn), n ∈ [0 : N − 1]. (7)

{βn}N−1
n=0 are selected as Chebyshev points of the second kind:

βn = cos
nπ

N − 1
, n ∈ [0 : N − 1]. (8)

3.1.2. Assignment

For set i, the encoded data D̃i,n = gi(βn) is assigned to worker n. Consequently, as
Figure 2 shows, each worker receives r encoded subtasks { f (D̃i,n)}r−1

i=0 and executes them
in the order of set indices. Once completed, the result of each encoded subtask f (D̃i,n) is
returned to the master. In other words, after the original K subtasks are partitioned into
multiple sets, each set is transformed into N encoded subtasks assigned to N workers
for processing.

3.1.3. Decoding

For set i, the master decodes using function ri(x), which is constructed by interpola-
tion [27,44] as:

ri(x) =
Ri−1

∑
n=0

w̃n
x−x̃n

∑Ri−1
m=0

w̃m
x−x̃m

f (gi(x̃n)), (9)

where { f (gi(x̃n))|n ∈ [0 : Ri − 1]} are the first Ri received results in { f (D̃i,n)}N−1
n=0 for set i,

x̃n is the corresponding encoding parameter that belongs to {βn|n ∈ [0, N − 1]}, and the
parameter w̃n is adaptive for different cases, as follows.

Case 1: Accurate results. If f is a polynomial function of degree d, where the degree d
of a polynomial function is defined as the maximum order of its monomials, the adaptive
parameters w̃n is determined as:

w̃n =
1

∏Ri−1
m=0,m ̸=n(x̃n − x̃m)

, n ∈ [0 : Ri − 1]. (10)

In this case, ri(x) is a Barycentric polynomial interpolation function [44] for f (gi(x)). The
degree of gi(x) equals (Ki + L − 1), so that f (gi(x)) remains a polynomial function, and
its degree satisfies deg f (gi(x)) ≤ d(Ki + L − 1). Consequently, if the number of received
results Ri for set i satisfies:

Ri = d(Ki + L − 1) + 1, (11)
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it implies that sufficient interpolation points have been obtained to precisely recover
f (gi(x)) through ri(x), and the entire computation process is completed with

f (Di,j) = f (gi(αi,j)) = ri(αi,j), (12)

for any i ∈ [0 : r − 1], j ∈ [0 : Ki − 1].
Note that Equation (11) means that the accurate result case of APCC has the same

recovery threshold as LCC [15]. Furthermore, similar to LCC, when there is no need for
privacy preservation, which means L = 0, we can also provide an uncoded version of APCC
by selecting the value of {βn} from {αi,j}. Thus, the new recovery threshold becomes:

Ri = N −
⌊

N
Ki

⌋
+ 1. (13)

Case 2: Approximated results. If f is an arbitrary function, the adaptive parameter w̃n
is calculated as:

w̃n = (−1)n, n ∈ [0 : Ri − 1]. (14)

In this case, ri(x) is a Berrut’s rational interpolation function for f (gi(x)), as discussed
in [27,45]. The computed results f (gi(x̃n)) serve as the interpolation points of f (gi(x)), and
they satisfy ri(x̃n) = f (gi(x̃n)) due to the property of Berrut’s rational interpolation [45].
Therefore, the master can regard ri(x) as an approximation of f (gi(x)), which means that

f (Di,j) = f (gi(αi,j) ≈ ri(αi,j), (15)

for any i ∈ [0 : r − 1], j ∈ [0 : Ki − 1]. In addition, the approximation using ri(x) becomes
more accurate as Ri increases. Thus, if the master desires more accurate computations, it
simply needs to wait for more results.

3.2. An Illustrating Example

In this subsection, we present an illustrative example for the case of accurate results
without loss of generality. Specifically, we consider a linear regression problem. The feature
data D ∈ R12000×10 contains 12,000 data samples with 10 features, and the label vector
is denoted by y ∈ R12000×1. The objective is to find the weighting vector w ∈ R10×1

that minimizes the loss ||Dw − y||2. To solve this problem, the gradient descent method
updates the weights iteratively along the negative gradient direction as follows:

w(t+1) = w(t) − 2η

p′
DT(Dw(t) − y), (16)

where η is the learning rate and t represents the iteration index.
In order to apply the aforementioned update process to a distributed system with one

master and N = 10 workers, for instance, the feature data D is first equally divided into
K = 12 sub-matrices (D0, D1, . . . , D11)

T , Dk ∈ R1000×10, k ∈ [0 : 11]. As w(t) is known by
the workers and DTy can be precomputed by the master, the computation function (subtask)
of the master in each iteration can be expressed as f (Dk) = DT

k Dkw ∈ R10×1, k ∈ [0 : 11].
After obtaining the results of the entire task { f (Dk)}11

k=0, the gradient update is computed
as DT Dw = ∑11

k=0 DT
k Dkw.

We now illustrate how APCC can be applied in the above problem, to obtain
f (Dk) = DT

k Dkw, k ∈ [0 : 11].

3.2.1. Encoding

As depicted in Figure 3a, since there are 12 subtasks f (Dk), k ∈ [0 : 11], the master
further partitions them into r = 3 sets before encoding input data, and set i (i = 0, 1, 2)
contains Ki subtasks. Here, for instance, we assume that K0 = 5, K1 = 4, and K2 = 3, and
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they satisfy K0 + K1 + K2 = K = 12. After this hierarchical task partitioning, the input of
the j-th subtask in set i is denoted as Di,j ∈ R1000×10 instead of the previous Dk.

Next, the Ki input data {Di,j ∈ R1000×10|j = 0, . . . , Ki − 1} in set i are encoded into
N = 10 parts {D̃i,n ∈ R1000×10|n = 0, . . . , 9} through gi(x), where D̃i,n = gi(βn), n ∈ [0 : 9].
Moreover, gi(x) is a polynomial function with a degree of (Ki + L − 1), and its form ensures
that the parameters {αi,j} satisfy gi(αi,j) = Di,j.

Master

12 subtasks 3  sets 3  encoded sets

(a) Encoding

Master

…

…

Worker 

Worker 

set index

Worker 0

set index

Master

(b) Assignment and Decoding
Figure 3. The three-step process of APCC.

3.2.2. Assignment

As Figure 3b shows, for each set, the 10 encoded input data {D̃i,n}9
n=0 are assigned to

the 10 workers. Subsequently, each worker applies function f to compute and return the
results to the master. As can be observed, the Ki original subtasks in set i are transformed
into 10 subtasks performed on the 10 workers in parallel. Since there are 3 sets, each worker
is assigned 3 subtasks. These subtasks are executed in the order of set indices, which
implies f (D̃0,n) is computed first, followed by f (D̃1,n), and so on.

3.2.3. Decoding

As illustrated in Figure 3b, following the assignment of encoded input to workers, the
master continuously awaits the subtask results from workers and creates a decoding func-
tion ri(x) for set i. This decoding function is constructed using interpolation to recover the
original function f (Di,j) = f (gi(αi,j)). Consequently, each received result, f (gi(βn)), can
be regarded as an interpolation point for f (gi(x)), and ri(x) is precisely the interpolation
function of f (gi(x)).

Presently, f (Di,j) = DT
i,jDi,jw is a polynomial function of degree d = 2, where the

degree d of a polynomial function f is defined as the maximum order of its monomials. We
have illustrated how to complete the decoding process in Subsection III.A. By setting the
number of received results to Ri = d(Ki + L − 1) + 1, sufficient interpolation points are
obtained to accurately recover f (gi(x)) through ri(x), i.e., f (Di,j) = f (gi(αi,j)) = ri(αi,j),
for any i ∈ [0 : 2] and j ∈ [0 : Ki − 1]. To further illustrate APCC, we also provide a
corresponding pseudo-code, as presented in Algorithm 1.
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Algorithm 1: APCC
Input: f , Dk, r, Ki, N, L
Output: { f (Dk)}K−1

k=0 .

1 (1) Encoding:
2 The master partitions K subtasks { f (Dk)}K−1

k=0 into r sets, and set i consists of Ki

subtasks { f (Di,j)}
Ki−1
j=0 ;

3 for i = 0 : r − 1 do
4 The master encodes {Di,j}

Ki−1
j=0 into {D̃i,n}N−1

n=0 according to D̃i,n = gi(βn)

through Barycentric polynomial, similar to the Lagrange polynomial of LCC;

5 (2) Assignment:
6 for n = 0 : N − 1 do
7 The master assigns {D̃i,n}r−1

i=0 to worker n, and { f (D̃i,n)}r−1
i=0 are computed in

the order of set indices;
8 Workers return f (D̃i,n) to the master once completing computation;

9 (3) Decoding:
10 for i = 0 : r − 1 do
11 The master decodes for set i according to the first Ri received results;
12 if f is a polynomial function of degree d then
13 Accurate results: f (gi(x)) = ri(x), ri(x) is obtained from Barycentric

polynomial interpolation, similar to the Lagrange polynomial
interpolation of LCC;

14 if f is an arbitrary function then
15 Approximated results: f (gi(x)) ≈ ri(x), ri(x) is obtained from Berrut’s

rational interpolation;

16 Set i is completed with f (Di,j) = f (gi(αi,j));

3.3. Hierarchical Task Partitioning and Cancellation

In Figure 3, the hierarchical task partitioning in APCC aims to maximize the utility
of computing results from straggling workers. This is achieved through a well-designed
structure and appropriate choice of Ki values. Although the same number of encoded
subtasks are assigned to all workers, the number of successfully returned results from
each worker can differ due to varying processing speeds. As a result, straggling workers
may return fewer computing results than faster workers, but they can still make valuable
contributions to task completion instead of being completely discarded.

Furthermore, the illustration in Figure 3 suggests that Ki−1 should exceed Ki [11].
This assertion is explained as follows: The “completion time” of set i” is defined as the
moment when a sufficient number of encoded subtask results within set i are obtained.
The overarching objective is to minimize the delay in completing the entire task, which
must necessarily exceed the “completion time” of any set since the entire task remains
incomplete until all r sets are recovered. Given that subtasks are executed in order of set
indices, when set r is recovered, the master must have acquired results for the smaller-index
sets equal to or greater than Ki. Opting for smaller values of Ki for the smaller-index sets
would result in more workers experiencing straggling, a situation that should be averted.
Further details are expounded in Section 5.

Based on the hierarchical structure, we propose an alternative method to further
accelerate the coded computing process. As depicted in Figure 4, the subtasks { f (D̃i,n)}r−1

i=0
to be computed on each worker form an execution sequence. Once enough results for set i
are obtained, the master can instruct workers that have not completed the computation of
f (D̃i,n) to terminate or skip this part of the computation and proceed to compute the next
subtasks f (D̃i+1,n) of the subsequent set. This operation, called “Cancellation”, prevents
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computation resources from being wasted on completed sets. Considering the presence of
non-persistent stragglers, cancellation increases the probability of them overcoming the
previous straggling effect and avoiding becoming stragglers again.

Master

…

…

Worker 

Worker 

…

…

set index

…

…

Worker 

index

Worker 

…

…

…

…

…

…

Figure 4. Hierarchical structure and the cancellation operation.

4. Performance Analysis

In this section, we first define a metric called encoding rate to evaluate the efficiency
performance of coded computing schemes, in terms of utilizing computation resources
of workers as efficiently as possible. Then, based on the optimal recovery threshold of
LCC [15], we rigorously prove APCC for accurate results is also an optimal polynomial
coding in terms of the encoding rate. Furthermore, an information-theoretic guarantee to
completely preserve the privacy of input data {Dk}K−1

k=0 in APCC is proved. Subsequently,
we present an analysis of the approximation error for Case 2 of APCC, along with a
discussion of numerical stability. At the end of this section, we provide an analysis of
encoding and decoding complexity for APCC and compare it with other state-of-the-art
strategies.

4.1. Optimality of APCC in Terms of Encoding Rate

To evaluate the performance of various coded computing schemes, a metric known as
the encoding rate Rencode is used. This metric is defined as:

Rencode =
K

N − S
, (17)

where K is the number of subtasks before encoding, N is the number of subtasks after
encoding (which is equivalent to the number of workers), and S represents the number
of straggling workers that failed to return results before the task was completed. Similar
metrics, such as those found in [17,20,46], have also been developed.

Furthermore, since the recovery threshold, denoted by H, is defined as the mini-
mum number of results needed to guarantee decodability, we have H = N − S and thus
Rencode = K

H . It is important to note that the encoding rate only applies when decodability
is guaranteed.

The physical significance of the encoding rate is the ratio between the computation
load of tasks before encoding and that required after encoding. For instance, given a task
with a computation load of O(γ), each subtask has a corresponding load of O( γ

K ). As

(N − S) subtasks are successfully completed, the required computation load is O( γ(N−S)
K ).

Since coded computing essentially trades computation redundancy for reduced delay to
mitigate the straggling effect, it is reasonable to use this metric to evaluate the efficiency of
different schemes.

Before demonstrating the optimality of APCC in terms of encoding rate, we present
the definitions of capacity and linear coded computing schemes.
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Definition 1. A linear coded computing scheme is one in which the encoded data is a linear
combination of the original input data as follows:

D̃n =
K−1

∑
j=0

Gn,jDj + Z̃n, n ∈ [0 : N − 1], (18)

where G = {Gn,j} ∈ RN×K is the encoding matrix and Z̃n are additive random real matrices.

For example, according to Equation (2) in APCC, Gn,j =
wi,j ∏

Ki+L−1
k=0,k ̸=j (βn−αi,k)

∑
Ki+L−1
k=0 wi,k ∏

Ki+L−1
l=0,l ̸=k (βn−αi,l)

are

the coefficient terms before Di,j, and Z̃n = ∑Ki+L−1
j=Ki

wi,j ∏
Ki+L−1
k=0,k ̸=j (βn−αi,k)

∑
Ki+L−1
k=0 wi,k ∏

Ki+L−1
l=0,l ̸=k (βn−αi,l)

Zi,j, represents

the sum of added random matrices in gi(x). The index i corresponds to the set index of
the hierarchical task partitioning structure of APCC and can be discarded in other coded
computing strategies.

Definition 2. For a coded computing problem (N, S, L, f ), where N is the number of workers, S
and L denote the number of stragglers and colluders, respectively, and the computation function f
on the master is a polynomial function of degree d, the capacity C is defined as the supremum of the
encoding rate Rencode as:

C = sup Rencode(N, S, L, d), (19)

over all feasible linear coded computing schemes that can address up to L colluders and S stragglers.

As illustrated in Section 3, APCC is a linear coded computing scheme and its hierar-
chical structure results in different Ki and Si for each set, with Ki and Si representing the
number of subtasks before encoding and that of straggling workers, respectively. For set i,
Ri represents the number of workers that have successfully returned results in time, imply-
ing that the number of stragglers is Si = N − Ri. Moreover, according to Equation (11), set
i is considered complete when Ri = d(Ki + L − 1) + 1. Hence, the encoding rate of APCC
can be calculated as:

R[APCC]
encode =

Ki
N − Si

=
N − Si − d(L − 1)− 1

d(N − Si)
, (20)

or the uncoded version for L = 0 :

R[APCC]
encode =

Ki
N − Si

≤ N
(N − Si)(Si + 1)

, (21)

where the equality holds when N can be divided by Ki.
The following theorem shows that the encoding rate of APCC achieves the capacity,

thereby establishing its optimality. In fact, the optimality of APCC in encoding rate is
attributed to its identical polynomial coding structure when compared to LCC [15], despite
having different function expressions. Specifically, for the accurate results case of APCC,
the encoding and decoding processes are achieved through Barycentric polynomial inter-
polation; for LCC, the processes are achieved through Lagrange polynomial interpolation.
Although these two formats can be transformed into each other, the Barycentric polynomial
format requires less computational complexity and has stronger numerical stability [27,44].
For the sake of clarity, we omit the set index i in APCC and focus on a specific set, without
loss of generality.
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Theorem 1. For a coded computing problem (N, S, L, f ), where N is the number of workers, S and
L denote the number of stragglers and colluders, respectively, and the computation function f on
the master is an arbitrary polynomial function of degree d, the capacity C is given by:

C =

{ N−S−d(L−1)−1
d(N−S) , if L > 0,

max{N−S+d−1
d(N−S) , N

(N−S)(S+1)} if L = 0.
(22)

Proof. To prove Theorem 1, a lower bound on the capacity C is first established, which
follows the encoding rate of APCC in (20) and (21). To establish the upper bound, we
leverage the optimality statement of LCC, as illustrated in Theorems 1 and 2 of [15], which
shows that polynomial coded computing strategies are able to decode returned computing
results successfully only if the following condition is met:

N ≥
{

d(K + L − 1) + 1 + S, if L > 0,
min{d(K − 1) + 1 + S, K(S + 1)} if L = 0.

(23)

Therefore, we have:

K ≤
{

N−S−1
d − L + 1, if L > 0,

max{N−S+d−1
d , N

(S+1)} if L = 0. (24)

Equation (24) presents the maximum number of task divisions permissible to ensure
decodability, given the numbers of workers N, stragglers S, and colluders L. The reason
is that the more divisions there are, the more results are needed from workers. However,
there are at most N workers, including S stragglers, to return results. Based on (24), an
upper bound on the encoding rate can be derived as:

Rencode =
K

N − S

≤
{ N−S−d(L−1)−1

d(N−S) , if L > 0,

max{N−S+d−1
d(N−S) , N

(N−S)(S+1)} if L = 0.
(25)

Since the capacity C is the supremum of Rencode, it also has the same upper bound. With
the lower bound provided previously, we can conclude that APCC is an optimal coded
computing strategy that can reach the capacity in (22).

To enhance clarity, the fundamental proof for the derivation of (23) is briefly introduced
in Appendix A, following the same steps as outlined in [15].

Please note that the conclusion presented in this subsection pertains only to accurately
coded computing. For approximated coded computing, the use of different approximation
methods can lead to varying errors, making it challenging to compare and analyze their
impact on the encoding rate and capacity in a qualitative manner.

4.2. Guarantee of the Privacy Preservation

Recall that colluders are those workers who can communicate with each other and
attempt to learn something about the original input data. Since the system can tolerate
at most L colluders, we assume that there are L′ colluders, where L′ ≤ L and the user
does not know which workers are colluding. We use the index set L = {l0, l1, . . . , lL′−1} ⊆
{0, . . . , N − 1} to denote the colluding workers, where |L| = L′.

Assuming that the input data {Di,j}
Ki−1
j=0 are independent of each other, we denote the

encoded input data sent to workers in the colluding set L for set i as:

D̃i,L ≜ (D̃i,l0 , D̃i,l1 , . . . , D̃i,lL′−1
). (26)
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Therefore, the information-theoretic privacy-preserving constraint can be expressed as:

I(Di,0, Di,1, . . . , Di,Ki−1; D̃i,L) = 0, ∀i ∈ [0, r − 1], (27)

where I(·) represents the mutual information function.
With the assumption of finite precision floating point arithmetic, the values of elements

in the data matrices such as Di,j, D̃i,n, and Zi,j come from a sufficiently large finite field F.
Assuming that the size of these data matrices is m × m′, we have

I(Di,0, Di,1, . . . , Di,Ki−1; D̃i,L) = H(D̃i,l0 , . . . , D̃i,lL′−1
)

− H(D̃i,l0 , . . . , D̃i,lL′−1
|Di,0, . . . , Di,Ki−1)

(a)
= H(D̃i,l0 , . . . , D̃i,lL′−1

)− H(Zi,Ki , . . . , Zi,Ki+L−1)

(b)
= H(D̃i,l0 , . . . , D̃i,lL′−1

)− Lmm′ log |F|

≤ H(D̃i,l0) + · · ·+ H(D̃i,lL′−1
)− Lmm′ log |F|

(c)
≤ L′mm′ log |F| − Lmm′ log |F| = 0, ∀i ∈ [0, r − 1], (28)

where (a) is due to the fact that all random matrices {Zi,j}
Ki+L−1
j=Ki

are independent of the

input data {Di,j}
Ki−1
j=0 . (b) is because the entropy of each element in the random matrices

equals log |F|, and (c) follows from the upper bound of the entropy of each element in D̃i,l(·)
being log |F|. Since the mutual information is non-negative, it must be 0, which guarantees
complete privacy preservation.

Note that the analysis in this subsection is applicable to both accurate and approxi-
mated cases. This is because the analysis only involves the encoding and assignment steps
of APCC, and both cases require the same two initial steps. The key difference between
the two aforementioned cases is reflected in the decoding functions with distinct adaptive
parameters w̃n, which correspond to Barycentric polynomial interpolation and Berrut’s
rational interpolation, respectively.

4.3. Analysis of Approximation Error for Case 2

According to the discussion in [27], the approximation error of Berrut’s rational
polynomial interpolation used for Case 2 in APCC is provided as the following theorem:

Theorem 2 ([27]). Let the interpolating objective function hi(x) = f (gi(x)) have a continuous
second derivative on [−1, 1], and the number of received results Ri > 3, the approximation error is
upper bounded as:

||ri(x)− hi(x)|| ≤

2(1 + Γ) sin
(N − Ri + 1)π

2(N − 1)
||h′′i (x)||, (29)

if Ri is even, and

||ri(x)− hi(x)|| ≤

2(1 + Γ) sin
(N − Ri + 1)π

2(N − 1)
(||h′′i (x)||+ ||h′i(x)||), (30)

if Ri is odd, where Γ ≜ (N−Ri+1)(N−Ri+3)π2

4 .

Consequently, for set i and a fixed total number of workers N, the approximation
using ri(x) becomes more accurate as the number of received results Ri increases.
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4.4. Numerical Stability

In coded computing, the issue of numerical stability typically arises from the decoding
part, which is based on solving a system of linear equations involving a Vandermonde
matrix. As previously discussed, Cases 1 and 2 of APCC employ Barycentric polynomial
interpolation and Berrut’s rational interpolation as decoding methods, respectively. For
Case 1, Barycentric polynomial interpolation demonstrates good performance in addressing
errors caused by floating-point arithmetic [44]. Regarding Case 2, it has been shown in [27]
that the Lebesgue Constant of Berrut’s rational interpolation grows logarithmically with the
number of received results from workers, rendering it both forward and backward stable.

4.5. Encoding and Decoding Complexity

In this subsection, we provide the analysis of encoding and decoding complexity.
Intuitively, APCC utilizes the hierarchical task partitioning structure to enhance delay
performance. However, it does so at the cost of requiring multiple encoding and decoding
operations, specifically r times for the r sets, when compared to LCC [15] and BACC [27].

In LCC and BACC, the encoding operations take N times, corresponding to the number
of workers, while the decoding operations take K′ times, equivalent to the number of task
divisions. On the other hand, in the case of APCC, which features r partitioned sets, the
encoding and decoding operations entail Nr and ∑r

i=0 Ki = K, respectively. When the
computation loads per worker in all strategies are equal, i.e., K′ = K

r , it can be deduced
that the encoding and decoding operations in APCC are r times those of LCC and BACC.

5. Hierarchical Task Partitioning

In this section, the hierarchical task partitioning is formulated as an optimization
problem with the objective of minimizing the task completion delay. The problem is divided
into two cases for consideration: with and without cancellation. Through derivations, two
mixed integer non-linear programming problems are obtained, and we propose a maximum
value descent (MVD) algorithm to obtain the optimal solutions with low computational
complexity. Moreover, after analysis, it is found that the MVD algorithm can be quickly
executed by selecting the appropriate input. Detailed explanations are provided as follows.

5.1. Problem Formulation

In the context of negligible encoding and decoding delays, with the computation delays
of workers being the dominant component, the delay for a worker to complete a single sub-
task, denoted as T can be represented by a shifted exponential distribution [4,7,11,12,40,41],
whose cumulative distribution function (CDF) is given by:

FT(t) = P[T ≤ t] =
{

1 − e−µ(t−a), if t ≥ a,
0, otherwise,

(31)

where a > 0 is a parameter indicating the minimum processing time and µ > 0 is a
parameter modeling the computing performance of workers. All N workers follow a
uniform computation delay distribution defined in (31).

Recall that in the hierarchical structure, the completion of a particular set is dependent
on the successful receiving of a sufficient number of results from its encoded subtasks. The
overall completion of the entire task is achieved only when all r sets have been completed.
Notably, Hi is defined as the threshold number of successful results needed to ensure the
completion of set i.

Following the discussion in Section 3 and assuming that privacy preservation is
required which means L > 0, the threshold for Case 1 of APCC can be expressed as
Hi = d(Ki + L − 1) + 1 according to (11). For Case 2 of APCC, the threshold Hi can be
determined based on the desired approximation precision, with higher values of Hi leading
to more accurate approximations.



Entropy 2024, 26, 881 15 of 26

The completion time of sets is defined as t ≜ {ti, i ∈ [0 : r − 1]}, where ti denotes the
time interval from the initial moment 0 of the entire task to the recovery moment of set i.
The entire task is considered completed when all r sets have been recovered. Therefore, we
denote the entire task completion delay as

T[e] = max
i∈[0:r−1]

ti. (32)

Note that while each worker executes the assigned subtasks in the order of set indices, the
order in which these sets are recovered may not be the same. The completion time of sets is
influenced not only by the set indices but also by the recovery thresholds Hi determined
by Ki.

Due to the randomness of delay, our objective is to minimize the entire task completion
delay T[e] = maxi∈[0:r−1] ti, upon which the probability of the master recovering desired
results for all sets is higher than a given threshold ρs, as expressed by the following inequality:

P[R0(t0) ≥ H0, . . . , Rr−1(tr−1) ≥ Hr−1] ≥ ρs, (33)

where Ri(t) is defined as the number of returned results for set i until time t.
However, to derive (33), we first need to obtain the distribution of the delay required

to receive the last non-straggling result in each set and then derive their joint probability
distribution, which is intractable, especially when considering the cancellation of completed
sets. As a result, the problem with the constraint (33) is hard to solve.

In the following, we consider substituting (33) with an expectation constraint (34d)
and formulate the problem as:

P1 − 1 : min
{K}

max
i∈[0:r−1]

ti (34a)

s.t.
r−1

∑
i=0

Ki = K, (34b)

Hi ≤ N, ∀i ∈ [0, r − 1] (34c)

E[Ri(ti)] ≥ Hi, ∀i ∈ [0, r − 1] (34d)

Ki, Hi ∈ Z+, ∀i ∈ [0, r − 1], (34e)

where K ≜ {Ki|i ∈ [0 : r − 1]} is the partitioning scheme.
Constraint (34b) corresponds to the hierarchical task partitioning, and (34c) indicates

that the threshold for each set should be smaller than the number of workers. In con-
straint (34e), Z+ represents the set of positive integers. Constraint (34d) states that the
master is expected to receive sufficient results of encoded subtasks from workers to recover
f (Di,j)

Ki−1
j=0 in set i. Similar approximation approaches are also used in [4,12,40,41], and the

performance gap can be bounded [12].
As previously shown, Hi = d(Ki + L − 1) + 1 for Case 1 of APCC. Additionally, the

maximum of ti for all sets can be replaced with an optimization variable z by adding an
extra constraint. Consequently, for Case 1 of APCC, P1 − 1 can be equivalently written as:

P1 − 2 : min
{K,z}

z (35a)

s.t. ti − z ≤ 0, ∀i ∈ [0, r − 1], (35b)

d(Ki + L − 1) + 1 −E[Ri(ti)] ≤ 0, ∀i ∈ [0, r − 1], (35c)

d(Ki + L − 1) + 1 − N ≤ 0, ∀i ∈ [0, r − 1], (35d)

Ki ∈Z+, ∀i ∈ [0, r − 1], (35e)

Constraint (34b). (35f)
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For Case 2 of APCC, one only needs to adjust constraints (35c) and (35d) according
to the relationship between Ki and Hi, which does not affect the subsequent methods
employed. Consequently, for the sake of convenience in expression, we will focus on Case 1
of APCC in the following parts of this section, without loss of generality.

5.2. APCC without Cancellation

If the cancellation of completed sets is not considered, we first denote the delay of one
worker to continuously complete m subtasks as Tm, and derive its CDF from (31) as:

P[Tm ≤ t] =

{
1 − e−µ( t

m −a), if t ≥ ma,
0 otherwise.

(36)

Since computations on workers are independent, E[Ri(ti)] can be written as:

E[Ri(ti)] =
N−1

∑
n=0

E[I{Ti+1≤ti}] = N · P[Ti+1 ≤ ti], (37)

where I{x} denotes the indicator function that equals 1 if event x is true and equals 0
otherwise. P[Ti+1 ≤ ti] is given by (36).

Substituting (37) into P1− 2, we find (35d) is covered by (35c) and obtain the following
optimization problem:

P2 − 1 : min
{K,z}

z (38a)

s.t. d(Ki + L − 1) + 1 − N[1 − e−µ(
ti

i+1−a)] ≤ 0,

∀i ∈ [0, r − 1], (38b)

Constraints (34b), (35b), (35e). (38c)

As P2 − 1 shows, it is a mixed integer non-linear programming (MINLP) problem, which
is usually NP-hard. Although its optimal solution can be found by the Branch and Bound
(B&B) algorithm [47], the computational complexity is up to O

(
(N

d )
r
)

, which means the
B&B algorithm becomes extremely time-consuming when either N or r are large.

Accordingly, to efficiently obtain an optimal solution, we propose the maximum value
descent (MVD) algorithm shown in Algorithm 2. The key idea of the MVD algorithm is
to iteratively update the input solution K = {Ki, i ∈ [0 : r − 1]} by adjusting Ki for the set
that corresponds to the maximum value descent of the objective function z. In the MVD
algorithm, each do-while loop can be regarded as one update, and Kj in Step 7 constantly
approaches the optimal K∗

j . Once reduced in an update, Kj will not increase because the
objective function z must decrease in each update. When the updating process terminates,
the optimal solution K∗ is exactly the obtained K in the last update. Furthermore, the MVD
algorithm has a computational complexity of O

(
Nr
d

)
, as the number of do-while loops is

determined by constraint (35d).
Furthermore, the MVD algorithm can be executed quickly by selecting a sufficiently

good partitioning solution as input. It should be noted that after relaxation and cancellation
of the integer constraint in (35e), P2 − 1 can be transformed into a convex problem as
follows:

P2 − 2 : min
{K,z}

z (39a)

s.t. Constraints (38b), (34b), (35b), (39b)

Ki > 0, ∀i ∈ [0, r − 1]. (39c)
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and the optimal solution is given in Proposition 1 according to the Karush–Kuhn–Tucker
(KKT) conditions.

Algorithm 2: MVD
Input: An arbitrary feasible solution: K = {Ki, i ∈ [0, r − 1]}
Output: The optimal solution: K∗ = {K∗

i , i ∈ [0, r − 1]}
1 do
2 Substitute K into the original problem and obtain the following convex

optimization problem.

P : min
{t,z}

z s.t. (35b), (38b).

3 Obtain the solution {t∗, z∗} to P by solving the Karush–Kuhn–Tucker (KKT)
conditions.

4 Derive z∗ = maxi∈[0:r−1] t∗i and assume t∗j = z∗, j ∈ [0 : r − 1] without loss of
generality.

5 Initialization: KMVD = K and zMVD = z∗.
6 for l = [0 : r − 1], l ̸= j do
7 Ktemp = K, Ktemp

j = Kj − 1, Ktemp
l = Kl + 1.

8 Substitute Ktemp into the original problem and obtain the corresponding
ztemp like Step 2-3.

9 if ztemp < zMVD then
10 KMVD = Ktemp, zMVD = ztemp.

11 K = KMVD.
12 while zMVD < z∗;

Result: K∗ = K is the optimal solution.

Proposition 1. For given (N, K, L, d, r, µ, a), the optimal solution K[Prop1] and corresponding
delay t[Prop1] to P2 − 2 are

∑r−1
i=0 e−µ( z∗

i+1−a) = r − d(K+rL−r)+r
N ,

t[Prop1]
i = z∗, K[Prop1]

i = N
d [1 − e−µ( z∗

i+1−a)]− 1
d − L + 1.

(40)

Due to the convexity of P2 − 2, the Euclidean distance between K[Prop1] and the
optimal solution K∗ of P2 − 1 is small. Therefore, it is recommended to use a rounded
result of K[Prop1] as the input for the MVD algorithm.

5.3. APCC with Cancellation

If the cancellation of completed sets is considered, a worker may be canceled in a
certain set but successfully return results in time for the subsequent sets. For example,
worker n may be a straggler for set i but completes its assigned subtask and returns the
result in time for the next set (i + 1) due to the cancellation. Such situations make it
quite difficult to derive and analyze the expectation of Ri(t) as in the previous Section 5.2,
because the impact of the cancellation of the previous set on the delay of non-straggling
workers in subsequent sets needs to be considered. Therefore, we provide the following
alternative perspective to simplify this problem.

Note that if set i is the last completed one, the entire task is completed when the last
needed result for this set is received. Thus, we define the delay of set i as T[e]

i and aim to

minimize maxi∈[0:r−1] E[T
[e]
i ]. To derive E[T[e]

i ], consider that there are still N − Hi + 1 =
N − d(Ki + L − 1) workers computing the last result for set i when other sets are finished.
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Once any one of these workers returns the first result, this set and the entire task will be
completed. Accordingly, the CDF of T[e]

i can be written as follows:

P
[

T[e]
i ≤ t

]
= 1 − (1 − P[Ti+1 ≤ t])N−d(Ki+L−1)

=

{
1 − e−µ(N−d(Ki+L−1))( t

i+1−a), if t ≥ (i + 1)a,
0 otherwise,

(41)

where Ti+1 is the delay needed to complete (i + 1) subtasks for one worker, shown previ-
ously in (36). Then we have

E[T[e]
i ] =

i + 1
µ[N − d(Ki + L − 1)]

+ a(i + 1). (42)

By further adding an extra optimization variable z to substitute maxi∈[0:r−1] E[T
[e]
i ], the

optimization problem can be formulated as:

P3 − 1 : min
{K,z}

z (43a)

s.t.
i + 1

µ[N − d(Ki + L − 1)]
+ a(i + 1)− z ≤ 0,

∀i ∈ [0 : r − 1], (43b)

Constraints (34b), (35d), (35e). (43c)

Note that P3− 1 is a MINLP problem similar to P2− 1 and has an O
(
(N

d )
r
)

computa-
tional complexity to solve if using B&B algorithm. However, after relaxation and canceling
the integer constraint in (35e), P3 − 1 can also be transformed into a convex problem as:

P3 − 2 : min
{K,z}

z (44a)

s.t. Constraints (43b), (34b), (35d), (44b)

Ki > 0, ∀i ∈ [0, r − 1], (44c)

and optimal solution is given in Proposition 2 according to the KKT conditions.

Proposition 2. For given (N, K, L, d, r, µ, a), the closed-form expression of the optimal solution
K[Prop2] to P3 − 2 is

r−1

∑
i=0

i + 1
z∗ − a(i + 1)

= µ[rN − d(K + rL − r)], (45a)

K[Prop2]
i =

N
d
− i + 1

dµ[z∗ − a(i + 1)]
− L + 1. (45b)

Consequently, the MVD algorithm is used again to solve P3 − 1 with a computational
complexity of O(Nr

d ), and the rounded result of K[Prop2] is recommended to be used as
the input.

6. Simulation Results

In this section, we leverage simulation results to evaluate the performance of APCC in
terms of task completion delay and compare it with other state-of-the-art coded computing
strategies, including LCC [15], LCC with multi-message communications (LCC-MMC) [35],
and BACC [27]. Additionally, we analyze the impact of the number of partitioned sets r
and the number of colluding workers L on the task completion delay of APCC.



Entropy 2024, 26, 881 19 of 26

In simulations, the entire task is given, leading to a constant computation load for the
entire task. In this scenario, we aim to compare the entire task completion delay across
various task divisions and coded computing strategies, illustrating the delay performance
improvements introduced by APCC. We assume that the computation delay T0 of a single
worker to complete the entire task follows a shifted exponential distribution, which is
modeled as:

P[T0 ≤ t] =
{

1 − e−µ0(t−a0), if t ≥ a0,
0 otherwise,

(46)

then the computation delay T of a single worker to complete one subtask follows:

P[T ≤ t] =
{

1 − e−µ0(Kt−a0), if t ≥ a0
K ,

0 otherwise,
(47)

where K denotes the task division number, which may vary depending on the chosen
coded computing strategies. The parameter a0 is set to 0.5 s, and µ0 is set as 1

10a0
. In APCC,

{Ki}r−1
i=0 corresponds to the number of subtasks in each set before encoding, and their

values are obtained using the MVD algorithm. Then, 5 × 104 Monte Carlo realizations are
run to obtain the average completion delay of the entire task, and the simulation codes
are shared here (code link: https://github.com/Zemiser/APCC, accessed on 24 August
2024). Note that by comparing (47) with (31), we have µ = Kµ0 and a = a0

K , and can further
derive the distribution of Tm in (36).

The benchmarks involved in this section are as follows:
(1) APCC: APCC is our proposed coded computing strategy in this paper. It first

divides the entire task into K subtasks and then partitions them into r sets with different
sizes. The number of subtasks in set i, i ∈ [0, r − 1] is denoted as Ki, which satisfies
∑r−1

i=0 Ki = K. After that, each set is encoded into N subtasks assigned to the N workers.
Consequently, each worker is assigned r subtasks. For Case 1 of APCC, the set i is recovered
when the master has received d(Ki + L − 1) + 1 results, and the entire task is completed
when all sets are recovered.

(2) LCC: LCC proposed in [15] divides the entire task into K′ subtasks and then encodes
them into N subtasks assigned to N workers. Each worker in LCC is assigned one subtask.
Therefore, the entire task is completed when the master has received d(K′ + L − 1) + 1
results. L = 0 means the absence of a requirement for privacy preservation. We assume that
the number of workers N is greater than dK′ − 1 to facilitate our analysis. Consequently,
when L = 0, the recovery threshold is defined as d(K′ − 1) + 1 instead of N −

⌊
N
K′

⌋
+ 1

according to [15].
(3) LCC-MMC: MMC proposed in [35] is another approach to utilize the computing

results of straggling workers except for the hierarchical structure. It also achieves a partial
return of results from workers through a more granular task division. Specifically, LCC-
MMC divides the entire task into KLM subtasks and then encodes them into Nr subtasks.
Each worker in LCC-MMC is assigned r subtasks and the entire task is completed when
the master has received d(KLM − 1) + 1 results. However, LCC-MMC cannot preserve the
privacy of input data because multiple encoded data from the same encoding function are
sent to a worker, which is different from the case of APCC where r subtasks assigned to the
same worker are generated by r different encoding functions {gi(x)}r−1

i=0 .
(4) BACC: The BACC strategy, as introduced in [27], offers approximated results with

improved precision achievable by increasing the number of return results from workers.
It shares a task division structure identical to LCC, partitioning the task into K′ subtasks
and then further encoding them into N subtasks. Each worker in BACC is assigned one
such subtask.

To ensure fairness, all strategies employ an identical number of workers and distribute
an equivalent computation load for a single worker. Assuming that the computation loads

https://github.com/Zemiser/APCC
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of the entire task are O(γ), then each subtask f (Dk) in APCC has a computation load of
O( γ

K ), and the computation loads of each worker in APCC are O( γr
K ) because there are r

partitioned sets. Similarly, we can derive that the computation loads of each worker in
LCC, BACC and LCC-MMC are O( γ

K′ ), O( γ
K′ ) and O( γr

KLM ), respectively. In order to ensure
that each worker in these schemes performs an identical fraction of the entire task as APCC,
we have

K′ =
KLM

r
=

K
r

. (48)

Due to the different applicability of various coded computing strategies, we will first
conduct a comprehensive analysis and comparison of APCC alongside other strategies
within the following three scenarios: (1) Accurate results with L colluding workers (L > 0);
(2) Accurate results without colluding workers (L = 0); (3) Approximated results. Finally,
we study the impact of the parameters r and L on the delay performance of APCC.

6.1. Accurate Results with L Colluding Workers (L > 0)

In this scenario, we consider the following three benchmarks: LCC, APCC without
cancellation, and APCC with cancellation. For fair comparison, the computation load of
workers should be set the same, so we have K′ = K

r .
As shown in Figure 5, the average completion delay of the entire task { f (Dk)}K−1

k=0
first decreases and then increases with the task division number K, indicating the existence
of an optimal division that minimizes the delay. This trade-off arises from balancing the
computation load of each worker and the minimum number of workers needed to recover
{ f (Dk)}K−1

k=0 . On the one hand, as the division number decreases, the computation load of
each subtask increases, which leads to longer computation delays for each worker due to
the increased workload. Although the number of workers waiting for results decreases,
the increase in load negates this advantage. On the other hand, while the division number
approaches the maximum, as illustrated in the inequality (24), the number of workers that
the master needs to wait for approaches N, making the straggling effect a bottleneck for
performance and increasing the delay. The zigzag fluctuations in the curve are mainly due
to the integer values of the partitioning numbers.
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Figure 5. Delay performance comparison between APCC and LCC for accurate results with L
colluding workers (L > 0). Settings: N = 200, L = 20, d = 4. The partitioning strategy {Ki} of APCC
is obtained by the proposed MVD algorithm. r is the number of partitioned sets.

Note that the primary metric for evaluating different schemes in our study is the
minimum task completion delay under different division numbers, as depicted in Figure 5.
This is because the division number K′ = K

r corresponds to the division of computation
function inputs, which is typically a high-dimensional matrix. As such, K′ can be adjusted
flexibly in most cases. Therefore, the minimum achieved task completion delay is the main
focus of our analysis.

Figure 6 compares APCC and LCC in terms of the minimum task completion delay. In
these benchmarks, ‘Brute-Force’ refers to a partitioning strategy derived from an exhaustive
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search across all possible values of {Ki}. Due to the highly complex traversal search, the
brute-force results are only provided for scenarios with a smaller number of sets (r = 4).
Figure 6 illustrates that both APCC with and without cancellation yield sufficient reductions
in task completion delay compared to LCC. For instance, when N = 100, L = 10, d = 2,
r = 16, and the partitioning strategy obtained from the MVD algorithm is utilized, APCC
with and without cancellation achieve delay reductions of 41.4% and 47.5%, respectively,
compared to LCC. Moreover, the comparison with the ‘Brute-Force’ benchmarks shows
that the partitioning strategy {Ki} obtained through the MVD algorithm is near-optimal.
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Figure 6. APCC vs. LCC. Minimum task completion delay achieved by all possible task divisions
K′ = K

r , applied to accurate results with L colluding workers (L > 0).

6.2. Accurate Results without Colluding Workers (L = 0)

In this scenario, we evaluate four benchmarks: LCC, LCC-MMC, and APCC with and
without cancellation. Among these, only LCC does not consider partial results from strag-
gling workers. Similar to Subsection IV.A, we set K′ = KLM

r = K
r , with KLM representing

the task division number for LCC-MMC.
In Figure 7, both LCC-MMC and APCC effectively reduce task completion delay

compared to LCC. Specifically, when r is large enough, APCC with cancellation closely
approaches the performance of LCC-MMC. This similarity arises because, in both APCC
and LCC-MMC, the master utilizes nearly all computing results from workers when divided
subtasks are sufficiently small. Figure 7 also illustrates that when privacy is not a concern,
MMC is a viable method to reduce the delay in coded computing.
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Figure 7. APCC vs. LCC and LCC-MMC. Minimum task completion delay achieved by all possible
task divisions K′ = KLM

r = K
r , applied to accurate results without colluding workers (L = 0).

Compared to Figure 6, we observe that the absence of colluding workers limits the
potential for delay optimization. For instance, with parameters N = 100, L = 0, d = 2, and
r = 16, APCC with cancellation achieves only a 20.3% delay reduction compared to LCC.

6.3. Approximated Results

In this subsection, we compare the task completion delay of BACC and case 2 of
APCC, which can both provide approximated results with fewer workers than the recovery
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threshold. To ensure uniform worker computation load, we also set K′ = K
r , as in our

previous analysis. Furthermore, since BACC shares an identical task division structure
with LCC, we employ a smaller recovery threshold of the same form as LCC to evaluate its
delay performance. For instance, when the recovery threshold d(K′ + L − 1) + 1 exceeds
N, a reduced uniform recovery threshold d

2 (K
′ + L − 1) + 1 below N can be employed for

both BACC and APCC.
As shown in Figure 8, the hierarchical task partitioning and the cancellation of com-

pleted sets in APCC yield sufficient delay performance improvement. Compared to BACC,
the proposed MVD algorithm for APCC achieves up to 42.9% delay reduction. Note that
in this scenario, both APCC and BACC can obtain approximated results with fewer re-
turned results, while LCC for accurate computation fails to work when K′ is larger than
20 in the two cases of Figure 8, as the recovery threshold of LCC needs to be larger than
d(K′ + L − 1) + 1.
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Figure 8. APCC vs. BACC. Minimum task completion delay achieved by all possible task divisions
K′ = K

r , applied to approximated results.

6.4. Impact of r and L on the Performance of APCC

The impact of the hierarchical partitioning number of sets r on the task completion
delay of APCC is illustrated in Figure 9a. It is observed that a larger number of sets
r results in a smaller computation delay, which is consistent with the results shown in
previous figures. The reduction in delay can be attributed to the fact that a larger r implies
a smaller computation load for each subtask in the hierarchical structure, and the difference
in computation load between fast and slow workers can be described more precisely.
Consequently, the proposed MVD algorithm can better utilize the computing results of
straggling workers to reduce delay. Furthermore, Figure 9a indicates that the benefit
of increasing r has a boundary effect, which corresponds to the upper bound of benefit
brought by the granularity refinement of task divisions.

Recall that L denotes the maximum number of colluding workers that a coded com-
puting scheme can tolerate. The value of L can serve as an indirect indicator of the level of
privacy preservation offered by the scheme. Specifically, a larger value of L corresponds to
more stringent privacy protection and a higher tolerance for colluders. It is demonstrated
in Section 4.2 that complete data privacy can be achieved as long as the number of colluders
remains below L.

Figure 9b illustrates the impact of the number of colluding workers L on the trade-off
between delay and privacy preservation. It is worth noting that, for a fixed K′, increasing
the value of L leads to a larger recovery threshold H for the original subtasks, which results
in a longer task completion delay. Moreover, as demonstrated in (24), choosing a larger
value of L restricts the maximum number of task divisions. Consequently, the range of K′

values corresponding to the plotted curves in Figure 9b varies with L.
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7. Conclusions

In this paper, we have investigated a distributed computing system that consists of one
master and multiple workers. We have first proposed an adaptive privacy-preserving coded
computing (APCC) strategy, which is suitable for diverse task scenarios and computation
functions. APCC adaptively provides accurate or approximated results with controllable
error according to the form of computation functions, and the computation process remains
numerically stable. We have rigorously proved the optimality of APCC in terms of encoding
rate based on the optimal recovery threshold of LCC. The complete privacy preservation of
input data has also been proved.

We have further provided a low-complexity maximum value descent algorithm to
optimally solve the hierarchical task partitioning problem in APCC, with and without
considering cancellation, aiming at minimizing task completion delay. The cancellation is
our proposed operation aiming to further accelerate computation by timely canceling the
completed tasks. Extensive simulations have demonstrated that APCC outperforms the
state-of-the-art coded computing strategies by a range of 20.3% to 42.9% in terms of task
completion delay.

Author Contributions: Conceptualization, Q.Z. and S.Z.; Methodology, Q.Z. and Z.N.; Software,
Q.Z.; Validation, Z.N.; Formal analysis, Z.N.; Resources, S.Z.; Writing—original draft, Q.Z.; Writing—
review & editing, S.Z.; Project administration, S.Z. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was supported in part by the National Natural Science Foundation of China un-
der Grants 62341108; in part by the China Postdoctoral Science Foundation under Grant 2023M742011;
and in part by the Fundamental Research Funds for the Central Universities under Grant 2242022k60006.

Institutional Review Board Statement: Not applicable.

Data Availability Statement: No new data were created or analyzed in this study. Data sharing is
not applicable to this article.

Conflicts of Interest: The authors declare no conflicts of interest.



Entropy 2024, 26, 881 24 of 26

Appendix A. Proof of the Inequality (23)

In this appendix, the proof for the optimal recovery threshold of LCC [15] to guarantee
decodability is briefly introduced to enhance the clarity of the inequality (23). To achieve
this, a weakened result under the condition of multilinearity is first derived. After that, in
order to extend to the case of a general polynomial function, a construction of multilinear
functions based on polynomial functions is provided.

The definition of the multilinear function is as follows:

Definition A1. For a multilinear function f (D1, D2, . . . Dd) with degree d, D1, D2, . . . Dd are its
d input variables, and f is linear with respect to each variable.

Under the assumption of the multilinearity of f , the optimal recovery threshold is
provided in Lemma 1 of [15] as:

Lemma A1 ([15]). Consider an (N, S, L, f ) coded computing problem, where N is the number of
workers, S, L is the maximum number of stragglers and colluding workers that can be tolerated,
respectively. f is a multilinear function, the degree of f is d, and the number of the equally divided
input data is K. The optimal recovery threshold for linear coded computing schemes, denoted by H∗,
is defined as:

H∗ ≜

{
d(K + L − 1) + 1, if L > 0,
min{d(K − 1) + 1, N −

⌊
N
K

⌋
+ 1} if L = 0.

(A1)

In order to generalize to the case of polynomial functions, a construction method of
multilinear functions is given in Lemma 4 of [15] as follows:

Lemma A2 ([15]). For a general polynomial function f of degree d, f ′ is a function constructed
based on f and satisfies:

f ′(D1, D2, . . . , Dd) = ∑
T ⊆[1:d]

[(−1)|T | f ( ∑
k∈T

Dk)]. (A2)

Then, f ′ is multilinear with respect to the d inputs. Here, T is a subset of the set [1 : d] and the
degree of f ′ also equals d because it is a linear combination of f .

Based on the above two lemmas, Lemma A1 can be extended to the case of general
polynomial [15]. Moreover, the actual number of results returned by workers equals
(N − S), which must be larger than the recovery threshold. Consequently, to guarantee the
decodability for general polynomial coded computing, N − S ≥ H∗ should hold, and thus
the Formula (23) is derived.
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