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Abstract

:

In particle image velocimetry (PIV) experiments, background noise inevitably exists in the particle images when a particle image is being captured or transmitted, which blurs the particle image, reduces the information entropy of the image, and finally makes the obtained flow field inaccurate. Taking a low-quality original particle image as the research object in this research, a frequency domain processing method based on wavelet decomposition and reconstruction was applied to perform particle image pre-processing. Information entropy analysis was used to evaluate the effect of image processing. The results showed that useful high-frequency particle information representing particle image details in the original particle image was effectively extracted and enhanced, and the image background noise was significantly weakened. Then, information entropy analysis of the image revealed that compared with the unprocessed original particle image, the reconstructed particle image contained more effective details of the particles with higher information entropy. Based on reconstructed particle images, a more accurate flow field can be obtained within a lower error range.
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1. Introduction


The flow phenomenon exists widely in various current research fields and is becoming more and more complex and changeable. Examples include vortex flow, jet flow, combustion flow, and multiphase flow. This has led to high requirements for measuring and testing to satisfy the actual requirements in the study of multiform flow fields, from single points to multiple points, single phase to multiphase, planes to space, steady state to transience, and low precision to high precision.



Particle image velocimetry (PIV, for short hereinafter) technology, born in the late 1970s, can meet the abovementioned requirements effectively and is playing an increasingly important role in flow field measurement and visualization, with the advantages of being transient, multipoint, contactless, and highly precise [1]. Data information of spatial structures and flow characteristics can be obtained through recording and analyzing particle information within continuous images via a PIV system containing a light source system, particle image (PIV image, for short hereinafter) acquisition system, control coordination system, tracer particle generating system, special particle image data processing system, and flow field display system [2]. Once the data about the flow field have been obtained, the entire flow field can be visualized. In the analytical data information of the flow field, some inaccurate data may occur, making the flow field inaccurate, especially when the percentage of the inaccurate data is more than 2% [3].



Four types of error exist in particle image velocimetry technology, named random error, acceleration error, velocity gradient error, and following performance error [4]. Among these, random error, also called image background noise, caused by optical noise signals during PIV image recording and analyzing is the most common and contributes the least accurate data. In order to eliminate inaccurate data, three research hotspots, namely particle tracking algorithms, PIV image processing, and PIV array data processing have been studied recently, especially the first of these. Image processing methods mainly include the spatial domain method and frequency domain method. Basically, spatial domain methods including average filtering, median filtering, Gaussian filtering, and bilateral filtering pay great attention to calculating the operation of pixels in the spatial domain, while frequency domain methods focus more on frequency characteristics of the image, especially placing great emphasis on drastic changes of grayscale, or so-called image detail [5]. For PIV image processing, the segmentation of digital plane curves developed by Jose et al. [6] is a valuable technique. The segmented image can describe the target contour in a compact form, which is convenient for higher-level visual processing. Grant et al. [7] summarized early applications of neural networks for PIV image post-processing and analyzed the advantages of this approach in PIV image optimization, image enhancement, and pattern recognition. Shubhra et al. [8] used texture segmentation image processing technology based on gray-level co-occurrence matrices to accurately estimate the PIV two-phase separation interface. In order to reduce noise in image data compression, Dellenback et al. [9] used an automatic movement algorithm based on mass conservation to increase image contrast and minimize the number of unrelated particle images. Shi et al. [10] developed PIV processing software able to automatically select a particle tracking algorithm according to the characteristics of input PIV images, providing a new tool for accurate and efficient processing of PIV images. Wang et al. [11] pointed out that compared with frequency domain methods, the two basic methods in the spatial domain, namely, deleting real information and adding virtual information, definitely add new false interference information to PIV images. Especially when interference information is added to the image boundary, the processing effect of spatial domain methods on that area is very limited. However, in the field of image research, frequency is an indicator of changes in the grayscale intensity of images. The higher the frequency is, the stronger the grayscale changes. Different frequency information plays different roles in the PIV image structure. The main component of the PIV image is the low-frequency image background, while the useful high-frequency particle information occupies a small proportion.



In addition to the aforementioned PIV image processing techniques, another important image processing technique is the wavelet transform. Wavelet transform analysis plays an important role in image processing and is also applied to PIV image processing. Li [12] proposed wavelet-based vector compression technology that could effectively eliminate incorrect PIV vectors, reduce the physical storage, and realize the correction of the error vector by improving the compression ratio. Huo et al. [13] proposed a visual security image encryption scheme based on two-dimensional compressed sensing (2DCS) and integer wavelet transform (IWT) embedding to ensure the security of data. By increasing the speed of the decryption algorithm, IWT embedding can achieve visual security without losing information. For image denoising using wavelet transform, Sun et al. [14] proposed a truncated total variation image denoising model based on a fractional B-spline wavelet. The model effectively suppressed noise and maintained the structure and details of the image. Using wavelet transform image decomposition, Dannina et al. [15] proposed a content-based image retrieval system based on wavelet transform with texture and shape feature fusion, which extracted texture features from images under the premise of wavelet transform and helped to accurately find and retrieve visually similar images from existing databases. The accuracy of that system was higher than that of existing methods.



Information entropy, or Shannon entropy, proposed by Shannon in 1948, is described as a statistical feature of information sources, similar to the concept of entropy in thermodynamics [16]. Shannon was first to conduct research based on information reliability transmission, using mathematical tools such as probability theory and statistics to deduce the calculation method of information entropy. After Shannon, Wiener [17] put forward a statistical mathematical formula of information from the perspective of established filtering theory and signal prediction theory, and the calculation result of information entropy were the same as Shannon’s, thus realizing the quantitative analysis of information. Later, Brillouin [18] provided a satisfactory mathematical proof of information entropy based on the difference between thermodynamic entropy constrained by energy and information entropy not constrained by energy. It can be said that information entropy, as a metric of information, has been strictly mathematically proven. Information entropy solves the global problem of information size and is widely used in the field of information as well as image processing.



In this research, a specific frequency domain method widely used in signal processing, namely wavelet decomposition and reconstruction, was applied to pre-process PIV images in the frequency domain and eliminate the background noise of the PIV images. In order to confirm the effect of wavelet decomposition and reconstruction on the PIV image, the information entropy of the processed PIV image was calculated and analyzed quantitatively. Image quality was judged based on information entropy [19,20].




2. Research Method


Wavelet decomposition and reconstruction represent a highly accurate time-frequency domain analysis method, which can be used to study the local characteristics of non-stationary signals. Wavelet decomposition can convert the data of a single image into multi-resolution sub-band areas in a set of independent, spatially oriented frequency channels. It can decompose image signals into high-frequency components and low-frequency components, applying down-sampling according to wavelet basis functions. The low-frequency components of images are extracted in three directions: diagonal (d, high–high sub band), horizontal (h, high–low sub band), vertical (v, low–high sub band). Then, wavelet reconstruction can be obtained a high-quality enhanced PIV image through inverse wavelet transform. A more in-depth introduction to wavelet decomposition and reconstruction can be found in the classic textbook Ten Lectures on Wavelets [21]. Here, the wavelet decomposition and reconstruction are briefly described as follows.



For an image, f (t) ∈ L2(R2), its 2-D discrete wavelet transform [22] can be expressed as:


  f ( t ) =   ∑ k    c   j 0  , k      ϕ   j 0  , k   ( t ) +   ∑  j ≥  j 0       ∑ k     ∑ i      d i    j , k            ψ i    j , k   ( t )  



(1)




where j represents the decomposition level, t is a two-dimensional timeline and t = (t1, t2) ∈ R2, I ∈ {h, v, d}, where the symbols h, v, d stand for horizontal, vertical and diagonal directions, respectively. k is the location factor, k = (k1, k2) ∈ Z2, and:


   ϕ  j , k   ( t ) =  2 j  ϕ (  2 j   t 1  -  k 1  ,  2 j   t 2  -  k 2  )  



(2)






     ψ  j , k    i  ( t ) =  2 j   ψ i  (  2 j   t 1  -  k 1  ,  2 j   t 2  -  k 2  )  



(3)







Through the pyramidal methodology calculation, the approximation coefficients cj,k and the detailed coefficients dj,k can be obtained as follows:


   c  j , k   =    ∫ R   f ( t  )        ϕ  j , k   ( t ) d t  



(4)




and


     d i    j , k   =    ∫ R   f ( t  )          ψ i    j , k   ( t ) d t  



(5)







The approximation coefficients represent the rough feature of the original image signal in the low-frequency domain, while the detailed coefficients represent the detail feature of the image signal in the high-frequency domain. Therefore, the original image can be perfectly reconstructed by using these wavelet coefficients [23,24]. Here, the wavelet transform essentially identifies matching between the function f(t) and the mother wavelet ψ(t) [25]. For image processing, the Bior 3.7 wavelet has been proposed to accurately extract the signal characteristics, which has a good effect on PIV images doped with optical noise [26].



The information entropy in the image field (namely image entropy) is a representation of information content and the agglomeration characteristic of grayscale distribution. It can be calculated through the average bit number of grayscale set, in units of bits per pixel (bpp). The computational formulas of information entropy of the image are defined as follows:


   H 1  = −   ∑  i  = 0    255      P   i    log 2      P   i    



(6)




where H1 is the one-dimensional information entropy of an image, reflecting aggregation information, and Pi is the proportion of the pixels with gray value i in the image. The upper limit of gray scale in an image is 255;


   H 2  = −   ∑  i  = 0    255      P   i j    log 2      P   i j    



(7)




where H2 is the two-dimensional information entropy of an image, reflecting both aggregation information and spatial features, and Pij is the proportion of the array constituted by the gray value i of a pixel and gray value j of its conterminous pixel in the image.



Two-dimensional entropy H2 was selected and Matlab software (https://github.com/YIN-arch/wavelet, accessed on 1 May 2024) was used to calculate the entropy value. Four conterminous pixels are considered in Equation (7) for each pixel situated in the middle of the image, acquiescently forming a 9 × 9 computational domain of a size that can ensure both computational accuracy and computational speed. The higher the information entropy is, more detailed high-frequency information occurs, bringing the image more into focus. The flow field is more accurately obtained by analyzing PIV images with high information entropy, whereas for images with optical noise and background noise, information entropy is relatively low and the obtained flow field is not accurate.




3. Results and Discussion


Two typical flow examples in a T-junction channel, separation flow and mixing flow, were used to illustrate the application of wavelet decomposition and reconstruction.



3.1. Separation Flow in a T-Junction (Air) [27]


A PIV image collected near the branch entrance of a T-junction duct was chosen as the study object. The specific PIV experiment can be found in the published literature [27]. The air was drawn in the cross duct of T-junction and a small quantity of air was separated into the branch duct. The PIV image was captured at the entrance of the branch duct. Figure 1 and Figure 2 show one of original PIV image pair with obvious background noise caused by external optical disturbance, along with its low-quality analytical flow field. The background noise in the original PIV image covered up part of the effective particle information, resulting in comparatively low information entropy H2,o of 5.6508 bits/pixel and a low-quality flow field with some distinctly inaccurate velocity vectors, shown in the lower right corner and upper right corner of Figure 2, marked in blue rectangles.



Wavelet decomposition of PIV images in the frequency domain can extract high-frequency details of the original PIV images along the horizontal, vertical, and diagonal directions. The horizontal details of the original PIV image with information entropy of H2,oh = 6.0086 bits/pixel are shown in Figure 3, the vertical details with H2,ov = 6.4471 bits/pixel are shown in Figure 4, and the diagonal details with H2,od = 5.7277 bits/pixel are shown in Figure 5. Among the three figures, it can be observed that the information entropy along the vertical direction is maximal and that along the diagonal direction is minimum. This phenomenon reflects the low-quality of the original PIV image due to the inhomogeneous density of the tracer particles’ distribution and the optical noise, so the high-frequncy PIV image details are also distributed unevenly, leading to inaccurate flow field information. In fact, for high-quality PIV images, the information entropies along the three directions should be the same.



The enhanced high-quality PIV image with information entropy of H2,r = 7.5301 bits/pixel was reconstructed by performing wavelet reconstitution of the extracted details in the abovementioned three typical directions, as shown in Figure 6. The information entropy of each figure during the PIV image processing is listed in Table 1. The information entropy of the reconstructed PIV image was 33.26% higher than that of the original PIV image. In addition, the horizontal details accounted for 79.79% of the reconstructed image and those of the vertical details and diagonal details for 85.62% and 76.06%, respectively. The yellow area in Figure 6 indicates that the details in this area of the original PIV image had not been effectively extracted. This is because not all of the image details in the original PIV image existed along the above three typical directions. Here, three typical directions were selected to extract most of the details in the PIV image, and a small proportion of the details in the PIV image were omitted. If a more accurately reconstructed PIV image is required, the PIV image details can be extracted along more directions, and wavelet transform then performed to reconstruct a more accurate PIV image, obtaining further high-quality information about its flow field.



Figure 7 depicts a relatively higher-quality analytical flow field obtained from PIV images of enhanced structures with detailed components. The flow field characteristics shown in the reconstructed flow field are consistent with the published research results [27]. It can be clearly seen that the background noise caused by the optical disturbance in the original PIV image has been effectively eliminated, and the processed flow field is more accurate, especially the flow field in the lower right corner and upper right corner of Figure 7 in comparison to Figure 2.



Figure 8 shows the transitive graph of the information entropy during the PIV image process. Regarding the change of information entropy, it was found that in the process of extracting the details of the PIV image, the background of the PIV image was weakened and the image details highlighted, which increased the information entropy. It is worth noting that the sum of three information entropy productions ∆H2 = (∆H2h + ∆H2v + ∆H2d) = 1.231 obtained through extracting PIV image details along the three typical directions was less than the whole information entropy production ∆H2 = (H2,r − H2,o) = 1.8793, which means that there were overlaps between PIV image details along the different directions. In addition, the information entropy (H2,o) of the PIV image background was negative, indicating that the details of the image background were too few, making the details of the entire PIV image not prominent enough. Therefore, the flow field obtained through PIV image analysis was not accurate.




3.2. Mixing Flow in a T-Junction (Water)


An image of the velocity field in T-junction with impellers was used to verify the flexibility of the wavelet method. The working fluid was water. For example, for Case P3-20 (0.5), the maximum velocity was 0.561 m/s. The fluid velocities for the main and branch fluids were 0.1 and 0.2 m/s. The speed of the impeller was 20 rpm. The original PIV image is shown in Figure 9. The area marked in a red square was selected to analyze the information entropy based on wavelet transform. The deviation of information entropy between the first frame and second frame in the original images was 2%. The increases in information entropy between the original and reconstructed images for the first frame and the second frame were 1.5% and 1.6%, respectively, as listed in Table 2.



Figure 10a shows the original velocity, and Figure 10b shows the reconstructed velocity. Figure 10c presents the deviation between the original and reconstructed PIV velocity. The maximum deviation was located at the backflow area (blue rectangle). The mean square error of the two velocity was RMSvel/Umax = 9.25%. The vorticity between the original and reconstruction images in Figure 11 was also compared, with a MSE of 5.03%. This result verifies that the information entropy is suitable for evaluating the quality of images and wavelet transform is also feasible for denoising and reconstructing PIV images.





4. Conclusions


In this study, wavelet decomposition and reconstruction methods were applied to pre-process a PIV image, and information entropy analysis of the PIV image was used to verify the wavelet processing effect. The main conclusions are drawn as follows:



Wavelet decomposition and reconstruction is an effective frequency domain method, which can extract PIV image details in different directions and perform image enhancement in the frequency domain to make the reconstructed analytical flow field more accurate. In this study, due to the enhancement of the image details, the information entropy of the reconstructed PIV image was higher than that of the original PIV image. In addition, the PIV image details extracted in different directions partially overlapped each other, so that the sum of the entropy production of the details extracted in different directions was less than the entire production of information entropy. The background information entropy of the low-quality original PIV image was negative, revealing a lack of useful image details and interference with PIV image analysis.



The information entropy of high-quality PIV image details extracted from different directions should be approximately equal. The larger the difference in the information entropy in different directions, the lower will be the quality of the PIV image. In addition, no matter what PIV image post-processing enhancement method is adopted, the principle of PIV image processing is to highlight the useful detailed information about particles, increase information entropy, and not add new false interference information.







Author Contributions


Methodology, Z.K. and X.W.; Formal analysis, W.Z.; Investigation, X.W.; Writing—original draft, Z.K.; Writing—review & editing, M.L.; Funding acquisition, M.L. All authors have read and agreed to the published version of the manuscript.




Funding


This research was funded by the National Natural Science Foundation of China (Grant No. 51976159).




Institutional Review Board Statement


Not applicable.




Data Availability Statement


The raw data supporting the conclusions of this article will be made available by the authors on request.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Braun, M.; Schröder, W.; Klaas, M. High-speed tomographic PIV measurements in a DISI engine. Exp. Fluids 2019, 60, 146. [Google Scholar] [CrossRef]

	



Qu, W.H.; Xiong, J.B. High-fidelity PIV measurements of turbulent flow in reactor pressure vessel assisted by high-precision matched index of refraction technique. Nucl. Eng. Des. 2024, 420, 112997. [Google Scholar] [CrossRef]

	



Zhang, F.; Hu, H.B.; Ren, F.; Zhang, H.; Du, P. Reconstructing turbulent velocity information for arbitrarily gappy flow fields using the deep convolutional neural network. Phys. Fluids 2022, 34, 127117. [Google Scholar] [CrossRef]

	



Yin, Y.Z.; Huang, K.X.; Su, B.; Lin, M.; Wang, Q.W. Experimental study on the flow mixing in T-junctions with an impeller. Phys. Fluids 2024, 36, 025110. [Google Scholar] [CrossRef]

	



Xie, W.D.; Shi, T.; Ge, B.; Zang, S.S. Experimental and numerical comparisons of geometric scaling criteria for lean premixed swirl combustor. Phys. Fluids 2023, 35, 097119. [Google Scholar] [CrossRef]

	



Jose, A.V.; Chen, J.M. Segmentation of two-dimensional curve contours. Pattern Recognit. 1992, 25, 1129–1140. [Google Scholar]

	



Grant, I.; Pan, X. The use of neural techniques in PIV and PTV. Meas. Sci. Technol. 1997, 8, 1399–1405. [Google Scholar] [CrossRef]

	



Shubhra, K.M.; Thomas, M.; Kambhamettu, C. Estimation of complex air–water interfaces from particle image velocimetry images. Exp. Fluids 2006, 40, 764–775. [Google Scholar]

	



Dellenback, P.A.; Macharivilakathu, J.; Pierce, S.R. Contrast-enhancement techniques for particle-image velocimetry. Appl. Opt. 2000, 39, 5978–5990. [Google Scholar] [CrossRef]

	



Shi, S.X.; Chen, D.Y. The development of an automated PIV image processing software-smart PIV. Flow. Meas. Instrum. 2011, 22, 181–189. [Google Scholar] [CrossRef]

	



Wang, X.Y.; He, J.; Su, B.; Ke, H.B.; Lin, M.; Chen, Y.T. Flow structure of the entrance of a T-junction duct without/with a circular cylinder. J. Turbul. 2019, 20, 337–359. [Google Scholar] [CrossRef]

	



Li, H. Application of wavelet technique to false vector correction and data compression in PIV. Trans. Jpn. Soc. Aeronaut. Space Sci. 2003, 45, 224–228. [Google Scholar] [CrossRef]

	



Huo, D.M.; Zhu, Z.L.; Wei, L.S. A visually secure image encryption scheme based on 2D compressive sensing and integer wavelet transform embedding. Opt. Commun. 2021, 6, 126976. [Google Scholar] [CrossRef]

	



Sun, Z.F.; Ji, D.J.; Yang, S.D. Truncated total variation image denoising model based on fractional B-spline wavelet. J. Phys. Conf. Ser. 2021, 1920, 012103. [Google Scholar] [CrossRef]

	



Dannina, K.; Chanamallu, S.R. Content-based image retrieval system based on fusion of wavelet transform, texture and shape features. Math. Model. Eng. Prob. 2021, 8, 110–116. [Google Scholar]

	



Shannon, C.E. A mathematical theory of communication. Bell Lab. Tech. J. 1948, 27, 379–423. [Google Scholar] [CrossRef]

	



Wiener, N. Entropy and Information; American Mathematical Society: Providence, RL, USA, 1950. [Google Scholar]

	



Brillouin, L. Physical Entropy and Information. J. Appl. Phys. 1951, 22, 338–343. [Google Scholar] [CrossRef]

	



Liu, B.; Tang, J.P.; Huang, H.P.; Lu, X.Y. Deep learning methods for super-resolution reconstruction of turbulent flows. Phys. Fluids 2020, 32, 025105. [Google Scholar] [CrossRef]

	



Sciacchitano, A.; Neal, D.R.; Smith, B.L.; Warner, S.O.; Vlachos, P.P.; Wieneke, B.; Scarano, F. Collaborative framework for PIV uncertainty quantification: Comparative assessment of methods. Meas. Sci. Technol. 2015, 26, 074004. [Google Scholar] [CrossRef]

	



Daubechies, I. Ten Lectures on Wavelets, 6th ed.; Society for Industrial and Applied Mathematics: Pennsylvania, PA, USA, 1999. [Google Scholar]

	



Nicolis, O.; Ramírez-Cobo, P.; Vidakovic, B. 2D wavelet-based spectra with applications. Comput. Stat. Data Anal. 2011, 55, 738–751. [Google Scholar] [CrossRef]

	



Mallat, S.A. Theory for multiresolution signal decomposition: The wavelet representation. IEEE Trans. Pattern Anal. Mach. Intel. 1989, 11, 674–693. [Google Scholar] [CrossRef]

	



Mallat, S.G. A Wavelet Tour of Signal Processing. The Sparse Way, 3rd ed.; Academic Press: San Diego, CA, USA, 2009. [Google Scholar]

	



Su, B.; Yin, Y.; Li, S.; Guo, Z.; Wang, Q.; Lin, M. Wavelet analysis on the turbulent flow structure of a T-junction. Int. J. Heat Fluid Flow 2018, 73, 124–142. [Google Scholar] [CrossRef]

	



Shinde, A.N.; Nalbalwar, S.L.; Nandgaonkar, A.B. Impact of optimal scaling coefficients in biorthogonal wavelet filters on compressed sensing. Int. J. Pervasive Comput. Commun. 2022, 18, 573–602. [Google Scholar] [CrossRef]

	



Li, S.C.; Wang, X.Y.; He, J.; Lin, M.; Ke, H.B. Experimental study of flow structure characteristics for a T-junction duct with horizontal vanes. J. Fluids Eng.-Trans. ASME 2019, 141, 111111. [Google Scholar] [CrossRef]








[image: Entropy 26 00573 g001] 





Figure 1. Original PIV image, H2,o = 5.6508 bits/pixel [27]. 






Figure 1. Original PIV image, H2,o = 5.6508 bits/pixel [27].
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Figure 2. Original analytical flow field of low quality. 






Figure 2. Original analytical flow field of low quality.
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Figure 3. Horizontal details of the original PIV image, H2,oh = 6.0086 bits/pixel. 






Figure 3. Horizontal details of the original PIV image, H2,oh = 6.0086 bits/pixel.
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Figure 4. Vertical details of the original PIV image, H2,ov = 6.4471 bits/pixel. 






Figure 4. Vertical details of the original PIV image, H2,ov = 6.4471 bits/pixel.



[image: Entropy 26 00573 g004]







[image: Entropy 26 00573 g005] 





Figure 5. Diagonal details of the original PIV image, H2,od = 5.7277 bits/pixel. 






Figure 5. Diagonal details of the original PIV image, H2,od = 5.7277 bits/pixel.
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Figure 6. Reconstructed PIV image, H2,r = 7.5301 bits/pixel. 






Figure 6. Reconstructed PIV image, H2,r = 7.5301 bits/pixel.
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Figure 7. Reconstructed analytical flow field. 






Figure 7. Reconstructed analytical flow field.
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Figure 8. Transitive graph of information entropy during PIV image processing (unit: bit/pixel). 






Figure 8. Transitive graph of information entropy during PIV image processing (unit: bit/pixel).
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Figure 9. PIV image in mixing T-junction. 
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Figure 10. Deviation between the original and reconstructed velocities (Umax = 0.561 m/s). 






Figure 10. Deviation between the original and reconstructed velocities (Umax = 0.561 m/s).
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Figure 11. Deviation between the original and reconstructed vorticities (Vormax = −273 s−1). 






Figure 11. Deviation between the original and reconstructed vorticities (Vormax = −273 s−1).
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Table 1. The information entropy H2 of each figure (unit: bits/pixel).






Table 1. The information entropy H2 of each figure (unit: bits/pixel).





	Original PIV Image
	Horizontal Details
	Vertical Details
	Diagonal Details
	Reconstruction Image





	5.6508
	6.0086
	6.4471
	5.7277
	7.5301










 





Table 2. The information entropy of images acquired in a mixing T-junction, based on wavelet transform (unit: bits/pixel).






Table 2. The information entropy of images acquired in a mixing T-junction, based on wavelet transform (unit: bits/pixel).





	
The first frame PIV image
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H2,o = 5.9227

	
H2,oh = 5.6668

	
H2,ov = 5.5780

	
H2,od = 5.6752

	
H2,oc = 6.0158




	
The second frame PIV image
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H2,o = 5.7979

	
H2,oh = 5.5974

	
H2,ov = 5.5270

	
H2,od = 5.7198

	
H2,oc =5.8908

















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file13.jpg
D D SR NG

P N S

~

R ke N
e
e —
i

P

v

/

‘

’

——e—m AN
t

¥ 4
’

L
e S SN |
eSO NN

-

t
t






media/file4.png
T e e