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Abstract: In the era of precision medicine with increasing amounts of sequenced cancer and non-
cancer genomes of different ancestries, we here enumerate the resulting polygenic disease entities.
Based on the cell number status, we first identified six fundamental types of polygenic illnesses,
five of which are non-cancerous. Like complex, non-tumor disorders, neoplasms normally carry
alterations in multiple genes, including in ‘Drivers’ and ‘Passengers’. However, tumors also lack
certain genetic alterations/epigenetic changes, recently named ‘Goners’, which are toxic for the neo-
plasm and potentially constitute therapeutic targets. Drivers are considered essential for malignant
transformation, whereas environmental influences vary considerably among both types of polygenic
diseases. For each form, hyper-rare disorders, defined as affecting <1/108 individuals, likely represent
the largest number of disease entities. Loss of redundant tumor-suppressor genes exemplifies such a
profoundly rare mutational event. For non-tumor, polygenic diseases, pathway-centered taxonomies
seem preferable. This classification is not readily feasible in cancer, but the inclusion of Drivers and
possibly also of epigenetic changes to the existing nomenclature might serve as initial steps in this
direction. Based on the detailed genetic alterations, the number of polygenic diseases is essentially
countless, but different forms of nosologies may be used to restrict the number.
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1. Introduction

Complex traits were first mathematically interpreted by Ronald Aylmer Fisher in a
landmark paper in which the effects of dominance and assortative mating on correlation
values were clarified [1], and during the same period, Theodor Heinrich Boveri used
groundbreaking experimental approaches to search for the origin of tumors [2]. A hundred
years later, next-generation sequencing has enabled a deeper understanding of complex
traits from the constantly increasing number of genome-wide association studies (GWASs).
This has important implications for polygenic inheritance and risk calculations [3]. GWAS
investigations have not only increased the number of recognized polymorphisms in non-
cancerous disease but have also resulted in the identification of many novel onco- and
tumor-suppressor genes [4,5]. A general challenge for the field of complex diseases is that
the rapid augmentation of genetic risk variants by GWASs has outpaced their functional
characterization [6]. However, even if this is the case, in Iceland, 4% of the sequenced
population were found to have an actionable genotype with implications for their life
span [7].
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The enormous difficulty in defining diseases is apparent from the description of
nosology by Victor A. McKusick published more than 50 years ago, prior to the revolution
in molecular diagnostics [8]. In a recent perspective, we estimated that there is an almost
infinite number of possible diseases considering the influence of genetics, physical insults,
and environmental factors, including microorganisms, toxins, temperature, and altitude [9].
In this paper, we detailed the several international efforts which have been instrumental
for developing the field. We also introduced the term ‘hyper-rare’ for illnesses affecting
fewer than 1 per 108 individuals, because our calculations suggest that this category would
outnumber common, rare (fewer than 1 per 2 × 103), and ultra-rare diseases (fewer than
1 per 5 × 104) by orders of magnitude. Thus, the largest number of disease entities, but
not the number of affected individuals, is to be found within the hyper-rare group. Owing
to the fact that polygenic traits were only briefly outlined in this publication, we here
decipher both inherited and acquired polygenic-disease-causing variants in greater depth
and discuss how this knowledge is reshaping our definitions of previously established
disease entities.

Of note, for such disorders, including cancer, there is not yet the practice to subdivide
disease entities according to their genetic variant spectrum. Polymorphisms in neoplasms
affect many genes, with the majority being classified as ‘Passengers’, which are neutral,
random alterations not contributing to cancer development [10]. Only a unique group of
mutated genes acts as ‘Drivers’ that are selected for and which induce tumorigenesis [10].
A third entity is the recently defined ‘Goners’, which are variations selected against because
they are toxic to the tumor [11,12].

It should be noted that while the concept of Drivers, as genetic alterations causing
cancer, is generally accepted, there are examples where drivers are not found among all
the tumor samples analyzed [13,14]. However, the absence of identified Drivers does not
necessarily mean that they are absent, since not all mutations are readily identifiable.

Hanahan and Weinberg [15] identified eight hallmarks that contribute to cancer and
hence are affected by Drivers. These hallmarks include sustained proliferation signaling,
evasion of growth suppressors and immune recognition, cell death resistance, replicative immortality,
altered metabolism, and invasion/metastasis. For solid tumors, induction of angiogenesis is
also needed. More recently, unlocking phenotypic plasticity was included as an emerging
hallmark due to accumulating data showing that the capacity of cancer cells to change their
phenotype and state of differentiation is a critical component of cancer progression [16].

What is perhaps the best example of cell plasticity in cancer is epithelial–mesenchymal
transition (EMT) engaging transcriptional Drivers belonging to the SNAIL, ZEB, and TWIST
families, while requiring an EMT-permissive microenvironment [17–19]. Environmental
cues, including the tumor microenvironment, could promote neoplastic transformation
in the absence of any new Driver mutations, being part of a less well understood devel-
opmental process [20]. This relates to the ideas of Conrad Hal Waddington more than
80 years ago, well before the nature of DNA was delineated: “By such a series of steps, then,
it is possible that an adaptive response can be fixed without waiting for the occurrence of a mutation
which, in the original genetic background, mimics the response well enough to enjoy a selective
advantage” [21]. To this end, epigenetic mechanisms sustain gene expression and cellular
states, while also enabling appropriate responses to developmental or environmental cues.
Genetic, environmental, or metabolic insults can induce both restrictive and permissive
chromatin landscapes that favor the pathogenesis of cancer and other diseases [22].

To this end, the crucial difference between cancer and non-cancerous disease is that in
tumors, and in pre-cancerous conditions, there is hyperplasia in the form of a pauciclonal
increase in the number of cells. Thus, during the selection of the fittest neoplastic cells,
the balance between growth and cell death is essential for the outcome. Furthermore,
although oligoclonal growth normally predisposes an individual to cancer, only some of
the affected individuals will develop malignancies. This is likely because the required
mutations, epigenetic alterations, or changes in the tumor microenvironment, take a long
time to acquire. Examples of such predispositions include monoclonal gammopathy of
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undetermined significance (MGUS) [23], human-papillomavirus-infected tissues [24], and
neurofibromatosis [25]. With regard to acquired genetic alterations, neoplastic transforma-
tion is impacted by both inherited and acquired mutations over time. In contrast, most
polygenic, non-cancerous disorders are primarily affected by genetic alterations, which are
inherited or occur early in life.

As mentioned, apart from genetic variations, acquired epigenetic changes are also of
importance for disease [16,21]. Integrating genetics, epigenetics, and gene expression data
provides a richer understanding of illness. Thus, the analysis of expression quantitative
trait loci (eQTLs) is crucial in the study of polygenic disorders [26]. Until recently, of the
more than 200,000 polymorphisms conclusively linked to human complex disease traits
through GWASs, the underlying mechanism was mainly unknown [27]. Not long ago, it
was reported that the aggregated contribution of methylated QTLs (mQTLs), measured as
the number of identifiable associations, is larger than that of eQTLs and therefore crucial for
the understanding of complex traits [28]. Even more recently, it was estimated that almost
30% of GWAS variants have no detectable relationship to gene expression changes and that
eQTLs cluster strongly near transcription start sites, whereas GWAS hits do not [29,30]. In
further support of the idea that examination of epigenetics is essential, it was recently also
reported that for meningioma, DNA methylation profiling was needed to stratify patients
for molecular therapies [31]. Global hypomethylation altering chromatin topology has
been suggested to represent a ‘mitotic clock’ corresponding to the number of cell divisions
in somatic cells [32]. Hypomethylation also restrains aging cells and limits neoplastic
progression [33].

2. Subdividing Diseases According to the Maintenance of Cell Numbers

A parameter distinguishing different disease entities is whether cell numbers are
maintained, lost, or increased. In contrast to most non-cancerous, polygenic disorders,
in tumors, the neoplastic cells continuously increase in number (Figure 1). However, as
discussed, non-cancerous diseases may also show increased cell numbers, demonstrating
that this variable is not unique to neoplasms (Figure 1).

Nevertheless, even though this parameter does not distinguish neoplasms from non-
neoplasms, it is a key feature of diseases, and several disorders with cell gain may eventually
develop into tumors. To the best of our knowledge, the subdivision made in Figure 1
has not been made previously, and it shows that only two out of six disease categories
demonstrate cell gain. To this end, while there is a net increase, many pre-neoplastic
and tumor cells may be lost due to newly acquired deleterious mutations [11,12] because
there is a delicate balance between survival and programmed cell death signaling and the
influence of environmental cues. Owing to the fact that many mutations occur during
replication, disease categorization based on the number of cell divisions might also be
informative. Conversely, there are disorders in which cells instead are preferentially lost.
Many of the known examples of such non-cancerous diseases in which cell numbers are
constantly reduced are monogenic in character. However, it is likely that there exist a
plethora of conditions in which polygenic traits underlie the observed loss of cells. Among
the known diseases, some lack components necessary for maturation and differentiation
(Figure 1). Classical examples are combined immunodeficiencies affecting more than a
single lymphocyte lineage [34]. Moreover, in many defects restricted to B lymphocytes [35],
there is also a lack of cells because progenitors do not go through the normal steps of
development and instead die from programmed cell death.
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causing reduced numbers over time, but the total amount may still be maintained from tissue-resi-
dent, replicating, non-senescent cells, albeit not in all disorders [36]. 
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One of the paths for losing cells is programmed cell death (Figure 1), which is mani-
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ing cell death by a lipid modification called peroxidation—programmed necrosis, and 
necroptosis—a non-apoptotic mode of cell death that is elicited by ligation of TNF recep-
tor 1 [37]. The prime organism for such studies is the nematode C. elegans, for which the 
fate of all its 1090 cells has been identified, including the 31 that undergo apoptosis [38]. 
There are several human traits affecting programmed cell death. In the main, most of the 
known ones are caused by monogenic loss of function, resulting in increased cell numbers 
[37]. An example is loss of the FAS ligand, which either leads to increased lymphocyte 
numbers [39] or to systemic lupus erythematosus (SLE) [40]. Loss of apoptosis may also 
be acquired upon infection with viruses such as human papillomavirus (HPV). This mi-
croorganism prevents programmed cell death and profoundly increases the risk for the 
development of cervical cancer [24]. 

Various disorders are manifested upon environmental influence, such as drug treat-
ment, an example being the cardiomyopathy caused by doxorubicin. In affected individ-
uals, this therapy induces the degradation of the E3 ligase TRAF2 with subsequent altered 
NF-κB signaling [41]. Because lack of programmed cell death results in increased cell 
numbers, some of these conditions are in many respects similar to the situation in cancer 
and frequently predispose the individual to tumor development. 

There are also rare genetic gain-of-function variations affecting programmed cell 
death (Figure 1), many of which likely result in embryonic lethality. Moreover, in the pol-
ygenic form of Alzheimer’s disease, there is evidence of enhanced necroptosis [42]. Se-
lected heterozygous missense mutations in the human RIPK1 gene instead cause a gain-
of-function variation, which prevents RIPK1 enzymatic cleavage upon activation. This 
leads to autoinflammation, since cleavage inhibits the activation of RIPK3-induced 
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Figure 1. Proposed disease entities as categorized according to whether cell numbers are maintained,
reduced, or increased. The arrow denotes that oligoclonal expansion of cells in non-cancerous diseases
predisposes the individual to neoplastic development owing to the naturally occurring errors taking
place during DNA replication. * Senescent cells have essentially lost their ability to divide, causing
reduced numbers over time, but the total amount may still be maintained from tissue-resident,
replicating, non-senescent cells, albeit not in all disorders [36].

3. Variations Affecting Programmed Cell Death

One of the paths for losing cells is programmed cell death (Figure 1), which is mani-
fested in various forms such as apoptosis, ferroptosis—an iron-dependent pathway caus-
ing cell death by a lipid modification called peroxidation—programmed necrosis, and
necroptosis—a non-apoptotic mode of cell death that is elicited by ligation of TNF receptor
1 [37]. The prime organism for such studies is the nematode C. elegans, for which the fate of
all its 1090 cells has been identified, including the 31 that undergo apoptosis [38]. There
are several human traits affecting programmed cell death. In the main, most of the known
ones are caused by monogenic loss of function, resulting in increased cell numbers [37]. An
example is loss of the FAS ligand, which either leads to increased lymphocyte numbers [39]
or to systemic lupus erythematosus (SLE) [40]. Loss of apoptosis may also be acquired
upon infection with viruses such as human papillomavirus (HPV). This microorganism
prevents programmed cell death and profoundly increases the risk for the development of
cervical cancer [24].

Various disorders are manifested upon environmental influence, such as drug treat-
ment, an example being the cardiomyopathy caused by doxorubicin. In affected individuals,
this therapy induces the degradation of the E3 ligase TRAF2 with subsequent altered NF-κB
signaling [41]. Because lack of programmed cell death results in increased cell numbers,
some of these conditions are in many respects similar to the situation in cancer and fre-
quently predispose the individual to tumor development.

There are also rare genetic gain-of-function variations affecting programmed cell
death (Figure 1), many of which likely result in embryonic lethality. Moreover, in the
polygenic form of Alzheimer’s disease, there is evidence of enhanced necroptosis [42].
Selected heterozygous missense mutations in the human RIPK1 gene instead cause a gain-of-
function variation, which prevents RIPK1 enzymatic cleavage upon activation. This leads to
autoinflammation, since cleavage inhibits the activation of RIPK3-induced necroptosis [43].
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The receptor-interacting protein RIPK1 (also called RIP1) mediates programmed necroptosis
and apoptosis, and homozygous loss of function of the corresponding gene results in
perinatal lethality and immune system disease [44]. Recently, a connection has been made
to prolyl hydroxylation of the hypoxia-inducible factor 1α mediated by the EGL-Nine
homologs–Von Hippel–Lindau tumor-suppressor pathway [45]. It was here reported that
inhibiting proline hydroxylation of RIPK1 promotes RIPK1 activation to trigger cell death
and inflammation and that this process also involves RIPK3 for the induction of necroptosis.
Loss of cells can also be caused by viral infections, such as human immunodeficiency virus
(HIV), which induces programmed cell death in CD4+ T lymphocytes [46]. Viral infections
depend on many factors, and it is therefore considered that a polygenic influence always
exists [47].

4. Senescence

Senescence (Figure 1) is a cellular stress response triggered by molecular damage.
It may be caused by replicative exhaustion due to DNA damage, inhibition of DNA
methylases, deranged oncogene activation (also known as oncogene-induced senescence),
mitochondrial dysfunction, or treatment with chemotherapeutics [38,48,49]. Senescence
can lead to cell death, but senescent cells may also survive long-term, which may negatively
influence tissues [36]. A species of particular interest for senescence is the naked mole-
rat, which has exceptional longevity and is resistant to age-related physiological decline
and diseases. A recent publication suggests that INK4a-retinoblastoma protein-induced
cell death likely functions as a natural senolytic mechanism in this species, providing an
evolutionary rationale for senescent cell removal as a means to resist aging [50].

5. Variations Affecting Atrophy and Hypertrophy

Cells exploit two ways of growth: in size and in number, with the latter preferentially
seen during embryogenesis and in cancer (Figure 1). Hypertrophy means increased cell
size, whereas atrophy corresponds to either reduced cell size or loss of cells. Myostatin is a
secreted ligand belonging to the TGFβ superfamily, whose loss results in increased muscle
mass caused both by hypertrophy and hyperplasia [51]. Thus, while myostatin inactivation
can induce skeletal muscle hypertrophy, its overexpression, conversely, seems to induce
muscle atrophy [52,53]. Cardiac hypertrophy is a leading cause of sudden death and shows
polygenic inheritance [54]. Atrophy can have a polygenic origin too, such as in Rasmussen’s
encephalitis [55] and in the mentioned cortical atrophy characterizing Alzheimer’s disease
as well as several other brain conditions.

6. Genetic Versus Environmental Influence

It is well known that it is the combination of genetics and environmental cues that un-
derlies the susceptibility to disease. Whenever diseases are discussed, the balance between
these two parameters is crucial. In Figure 2, we have made an attempt to classify diseases,
neoplasms as well as non-neoplasms, accordingly. It should, however, be emphasized
that many contributing factors are likely unknown, meaning that the position of a disease
in Figure 2 may change when more information becomes available. Below, some of the
diseases in Figure 2 are described in more detail.
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figure. Certain other forms of neoplasms belong to the only group of polygenic diseases for which 
an environmental influence may be negligible. Bold denotes groups of diseases, and blue color 
marks tumors. Abbreviations: ca, cancer; CLL, chronic lymphocytic leukemia. 
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shown to phenocopy the genetic disease [60], and this phenomenon is not unique to IL-
10; other serum proteins can also serve as targets for an immune response, such as type I 
interferons in severe COVID-19 [61]. 
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in T regulatory (Treg) cells and inflammatory monocytes. In contrast, the corresponding 
result for genes involved in polygenic IBD was increased expression in enterocytes and 
mesenchymal cells. In rheumatoid arthritis (RA), related types of GWAS analyses con-
versely identified genes and pathways pinpointing CD4+ effector memory T (TEM) cells as 
important for pathogenesis [62]. 

While some autoimmune disorders are considered to be monogenic [63,64], the vast 
majority are polygenic, and many of the polymorphisms are related to factors protecting 
against infectious microorganisms [65]. In the main, the associated variants have small 
effect sizes. Significantly associated genes in autoimmunity primarily identify crucial 

Figure 2. Influence of environmental elements on disease, from mono- to polygenic. Only selected
disorders are given as examples. The positioning of diseases is tentative; thus, depending on the
applied disease definition, their location may vary. Various forms of cancers can be influenced by
environmental factors such as asbestos exposure causing mesothelioma [56], smoking resulting in
lung cancer [57,58], and human papillomavirus inducing cervical cancer [24], not presented in the
figure. Certain other forms of neoplasms belong to the only group of polygenic diseases for which an
environmental influence may be negligible. Bold denotes groups of diseases, and blue color marks
tumors. Abbreviations: ca, cancer; CLL, chronic lymphocytic leukemia.

7. Classification of Autoimmune Diseases

An attempt to integrate multiple components for the establishment of taxonomy is
represented by the recent report on inflammatory bowel disease (IBD) [59]. Based on genet-
ics, syndromic features, effect of hematopoietic stem cell transplantation, proteomics, RNA-
as well as single-cell RNA-sequencing of cell subsets from the intestine, the 102 monogenic
disorders being most strongly associated with IBD were investigated. Biallelic defects of
IL-10 signaling conferred the most pronounced susceptibility to monogenic IBD with onset
in early infancy. Recently high titers of antibodies directed against IL-10 were shown to
phenocopy the genetic disease [60], and this phenomenon is not unique to IL-10; other
serum proteins can also serve as targets for an immune response, such as type I interferons
in severe COVID-19 [61].

Genes whose expression is enriched in phagocytes were associated with impaired
antimicrobial activity. Expression of genes affected in monogenic IBD showed enrichment
in T regulatory (Treg) cells and inflammatory monocytes. In contrast, the corresponding
result for genes involved in polygenic IBD was increased expression in enterocytes and
mesenchymal cells. In rheumatoid arthritis (RA), related types of GWAS analyses con-
versely identified genes and pathways pinpointing CD4+ effector memory T (TEM) cells as
important for pathogenesis [62].

While some autoimmune disorders are considered to be monogenic [63,64], the vast
majority are polygenic, and many of the polymorphisms are related to factors protecting
against infectious microorganisms [65]. In the main, the associated variants have small
effect sizes. Significantly associated genes in autoimmunity primarily identify crucial
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immunological pathways [66]. In contrast to the above examples of IBD and RA, it is
often unclear which cell type causes autoimmunity [64]. Like for many polygenic diseases,
epigenetic changes, which become more pronounced with age, show an emerging role in
autoimmunity [61].

8. Chronic Lymphocytic Leukemia—Genetic and Environmental Influence

Chronic lymphocytic leukemia (CLL) is the most common hematologic malignancy in
adults in the Western world [67,68]. There are several predisposing genetic polymorphisms,
and recently, 109 new variations were added, yielding a total of 202 candidate genetic
Drivers, i.e., mutated genes being significantly overrepresented, of CLL by integrating data
from 1148 patients [69]. Similar increments have been obtained for solid tumors when
patient materials have been expanded, a recent example being the identification of many
new Drivers based on more than 3000 patients with colorectal cancer [70,71].

As reviewed [72], in the late 1990s, CLL was subdivided into two disease subsets
based on unmutated versus mutated immunoglobulin (IG) variable heavy chain genes
(IGVH). This classical subdivision, which is still in use, reflects whether the malignant B
lymphocytes have undergone the process of somatic hypermutation in lymph nodes or
not (Figure 2). A decade ago, knowledge of the subsets was also highly clinically relevant
because the mutational status also influenced the prognosis. However, with the therapeutic
use of inhibitors for the cytoplasmic tyrosine kinase BTK, this has changed [73].

Knisbacher et al. [69] reported eight robust expression clusters strongly associated
with IGVH mutational status, revealing new disease subtypes within the unmutated and
mutated CLL subsets. In another recent large study, the genomic alterations instead defined
a different set of CLL entities among the 485 studied patients [74]. Three subgroups repre-
sented patients with unmutated IGVH leukemia cells, one of which lacked a DNA damage
response signature, whereas two represented mutated forms of IGVH. Thus, whereas some
potential differences were noted between the two studies, together representing in excess
of 1500 patients, combining these data sets would enable an even greater analytic depth.
Based on these two reports, CLL could be classified into several subgroups, even if not yet
into a novel, purely genetic variant-centered nosology. We suggest that a related taxonomy
could likely be applied to other hematological malignancies as well.

Moreover, the discovery of stereotyped, (quasi)identical B cell receptor (BCR) im-
munoglobulins shared by different patients with CLL suggests the presence of common
antigens in CLL pathogenesis [75]. Stereotyped BCR was initially described in 2003, when
CLL cases with BCRs encoded by the IGHV3-21 gene were found to carry highly homolo-
gous or even identical amino acid sequences within the variable heavy complementarity
determining region 3 (VH CDR3) [76]. Moreover, they exhibited very restricted usage
of the IGLV3-21 gene. Subsequent studies corroborated that a large fraction of CLL pa-
tients can be assigned to different disease subsets based on distinct, stereotyped variable
heavy complementarity determining region 3 (VH CDR3) sequences [77,78]. Stereotypy
between geographically distant and unrelated patients implies that CLL ontogeny is not
stochastic but rather related to common antigenic determinants. Stereotypy extends to
shared somatic mutations, similar genetic and epigenetic profile of the CLL clones and
functional responses, and also to similar clinical outcomes [79]. After analyzing almost
30,000 different CLL patients [78], 41% were found to express stereotyped BCRs, which is
remarkable. Thus, the corresponding, calculated, random stereotype frequency is in the
range of 1:10−16 to 1:10−18 [80]. Collectively, these observations provide strong molecular
evidence for antigen selection in the ontogeny for this large CLL subgroup. When the total
number of CLL patients reaches 100,000, it is projected that close to 100% of patients will
express stereotyped BCRs (Kostas Stamatopoulos, personal communication).

Concerning taxonomy, a comparison between the International Consensus and the Fifth
WHO classifications for CLL shows that the diagnostic criteria are the same [81]. Mutation
status of IGHV and TP53/17p should be assessed, whereas the situation for other frequently
mutated genes remains optional. Thus, the mutational spectrum is beginning to have an
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influence, but, as yet, only in a minor way. Integrating both the intrinsic genetic alterations
and stereotypy may also give us insight into the fundamental question: is CLL driven
primarily by intrinsic genomic alterations or rather by cancer cell interactions with their
microenvironment via specific BCR subsets?

In contrast, in atopic dermatitis, there was an increased usage of certain IGHV genes
in IgE-producing cells, but there were no public IGHE clones among atopic dermatitis
patients. This pattern and the degree of somatic hypermutation differed from both healthy
controls and patients with psoriasis [82]. Given the strong influence of the environment for
the development of CLL, it seems likely that many other immune system disorders, which
are not known to be environment-dependent, are also strongly influenced by such cues.

9. Treatments Directed Against Drivers

The response to treatment is a way to identify functional Drivers, which is important
for tumor classification. Drugs directed against various mutated forms of the small GTPase
RAS, such as sotorasib, [83] target a signaling molecule whose gene is very frequently
mutated in neoplasms. Another example is the use of tyrosine kinase inhibitors, which
are directed against either Drivers or non-mutated signaling molecules to which tumors
are addicted, such as BTK in hematological malignancies, the first targeting BTK being
an irreversible binder named ibrutinib [84]. To this end, the first FDA (the United States
Food and Drug administration) approved, target-directed analysis used for selecting tumor
treatment was in breast cancer 25 years ago. Immunohistochemical analysis of the receptor
tyrosine kinase ERBB2 (HER2) was here applied to direct the use of the monoclonal antibody
trastuzumab. In 2022, there were 27 approved companion biomarkers [85].

An extreme therapeutic use of genetic gain-of-function markers is to select treatment
only based on the molecular findings and irrespective of the origin of the tumor. This is
the case for specific alterations such as NTRK gene fusions, BRAF gene mutations causing
substitution of valine by glutamic acid at amino acid 600 (V600E), and RET gene fusions [86].
Moreover, additional genetic markers such as microsatellite instability and high mutational
burden are also used in this context [85]. Thus, therapy to inactivate the effects of Driver
mutations is expected to be target- rather than cell-origin-dependent.

10. Susceptibility to Infections and Secondary Illness

COVID-19 has resulted in a unique global research effort with >420,000 entries in
PubMed to date, using ‘COVID-19’ as a search term, making it the most studied viral
infection. The corresponding figure for ‘influenza’ yielded > 160,000 entries. What about
the putative factors influencing the susceptibility to severe COVID-19? Apart from age,
which is the single strongest predictor of severity, several genetic components also play
decisive roles [61]. Genome-scale, CRISPR-induced, loss-of-function screens have recently
uncovered rare genetic variants whose loss confers resistance to SARS-CoV-2 viral infec-
tion [87]. Of note, such protective traits are very difficult to identify in population studies
for statistical reasons.

Based on the general knowledge on viruses as obligate intracellular pathogens relying
on the host machinery for their replicative cycle, multiple cellular components are needed.
The defense against SARS-CoV-2 and other viruses relies on the initial innate immune
response followed by adaptive immunity. The interferon system comprises a large set of
members which act together with intracellular signaling molecules, and jointly they control
hundreds of interferon-responsive genes [88]. Concerted efforts have uncovered a number
of single-gene defects causing life-threatening infection with SARS-CoV-2, many of which
encompass interferon and interferon-related genes [89]. These also include TLR7 and IRF7
loss-of-function variants, which cause a lack of functional plasmacytoid dendritic cells
(pDCs). These cells are crucial for localizing to SARS-CoV-2-infected areas, where they
secrete very large amounts of type I and III (λ) interferons [90,91]. In other diseases, such as
hematological malignancies, prone to severe COVID-19, the pDC population may instead
be numerically compromised, as observed in hematological malignancies [92].
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A potent polygenic contribution has also been shown for susceptibility to grave
COVID-19 [61,93–95]. Interestingly, genes inherited from Neanderthals confer both in-
creased sensitivity to [96] and protection against [97] severe COVID-19.

Also, for other infectious diseases, such as tuberculosis, many genetic elements are
known to control predisposition [98]. Moreover, infections may secondarily induce cancer.
This is especially true for chronic infections, an example being hepatitis B virus (HBV). HBV
is known to annually cause millions of cases of liver cancer, with cirrhosis predisposing
to tumor development as reviewed [99–101]. Multiple components contribute to the
outcome of both hepatitis B and C virus infections, including host, viral, and environmental
factors [98].

A prime example of infectious agents causing disease is Epstein–Barr virus, a ubiqui-
tous oncogenic virus that is associated with a number of different human malignancies,
such as lymphoma, nasopharyngeal carcinoma, and gastric cancer, as well as autoimmune
disorders, including multiple sclerosis [102]. Upon infection, EBV establishes life-long la-
tency in humans, and its viral proteins and non-coding RNAs induce EBV-mediated disease
pathologies. Human T-cell leukemia virus type 1 (HTLV-1), a human retrovirus, is associ-
ated with two distinct types of diseases: adult T-cell leukemia–lymphoma and a chronic
inflammatory central nervous system disease [103]. It was the first human retrovirus to be
associated with a human cancer. While the mechanisms differ among the above-mentioned
disorders, it demonstrates the complexity of diseases induced by infectious agents for
which a genetic influence is found both from the pathogen and from the host.

11. Genetic Disease Causing Susceptibility to Infection

In monogenic disease, a single gene outweighs the contribution of all other genetic
elements and sometimes also that of environmental factors (Figure 2). However, monogenic
disorders are also essentially always dependent on other genetic elements as well as on the
environment. What is described below differs from the previous section in that multiple
components from both the pathogen and the host interact. As an example, cystic fibrosis
is mainly considered to be monogenic with full penetrance, but this is not always the
case [104]. Moreover, the accompanying devastating lung injuries are only manifested after
the exposure to Pseudomonas aeruginosa bacteria, which thrive in the dehydrated, highly
viscous mucus. The same is true for essentially all primary immunodeficiencies; until
birth, affected children are only very rarely exposed to infectious microorganisms and
are therefore completely healthy. Different heterozygous mutations affecting the cystic
fibrosis transmembrane conductance regulator (CFTR) also exacerbate the lung injuries
in primary immunodeficiencies [105]. This suggests that haploinsufficiency may be the
underlying mechanism.

12. Non-Infectious Environmental Cues, Modifier Genes, and the Susceptibility
to Disease

Another example of a single gene outweighing the contribution of genetic and envi-
ronmental influences is xeroderma pigmentosum, formed by a collection of functionally
related diseases caused by different loss-of-function variants resulting in extreme sensi-
tivity to ultraviolet irradiation. Avoiding exposure to sunlight protects against the severe
skin disease, but a large proportion of patients also develop neurodegeneration as well as
non-skin cancer unrelated to light [106].

Moreover, there are monogenic disorders for which there are no known environ-
mental cues and no known modifier genes (Figure 2). Examples are the most common
form of dwarfism (achondroplasia), caused by gain-of-function mutations in the FGFR3
gene [107,108] and the FBN1 variants found in Marfan syndrome [109]. It would, however,
be extremely surprising if modifier genes did not exist also for these disorders.

A rather unique disease is the severe, pediatric hindbrain tumor posterior fossa A
ependymoma, which seemingly even lacks a genetic component but carries chromatin
alterations in the form of hypomethylation. This central nervous neoplasm, which thus



Int. J. Mol. Sci. 2024, 25, 11968 10 of 23

is devoid of Driver mutations (Figure 2), has been proposed to be purely epigenetically
driven through metabolic regulation under hypoxic conditions [110]. The influence of
environmental cues for this process is currently unknown.

In the group of monogenic diseases with less than full penetrance, this very character-
istic is evidence that they are not only dependent on a single gene defect. An extreme case
would be when loss-of-function mutations and downstream gain-of-function mutations in a
common pathway occur in the same patient. In such highly rare instances, it is likely that
the gain-of-function phenotype would prevail. Certain resistance mutations are selected
for in B lymphocyte malignancies during BTK inhibitor treatment [72,111]. Some of them
cause constitutively active forms of BTK’s substrate phospholipase-Cγ2 (PLCG2). Patients
with X-linked agammaglobulinemia (XLA), a disease resulting from loss-of-function mu-
tations in the BTK gene, lack B lymphocytes and are prone to infections [84,112]. If such
patients developed a digenic disease, simultaneously carrying a PLCG2 gain-of-function
variation [113], XLA is presumably not phenotypically manifested. To the best of our
knowledge, such a rare digenic disease has never been reported.

Hence, while the term monogenic is practical for many purposes (Figure 2), there is
likely no disease which is entirely independent of other genetic factors. There is also a con-
siderable influence of environmental elements for a substantial part of all illnesses, although
for certain disorders, including cancer, no obvious external influence is known (Figure 2).
However, in general, the contribution of the environment for cancer development is huge
and includes lifestyle factors, infections, irradiation, and exposure to occupational tox-
ins [114]. Furthermore, all forms of cancer are dependent on the tumor microenvironment,
and in some cases, the microenvironment seems to even be the major driving force caus-
ing tumors to evolve [115]. Moreover, the effect of certain external components is often
secondarily manifested as genetic changes in the form of mutated Driver genes.

Three major mechanisms underlying cancer exist: heredity, environment, and the
number of cell divisions [116]. The fraction of cancers that are avoidable if environmental
risk factors are eliminated is debated [114,116–118]. Moreover, some tumors are virtually
only dependent on the number of cell divisions, randomly enabling scarce Driver mutations,
and with a minimal influence of the environment (Figure 2). This contrasts with polygenic,
non-cancerous diseases, where it is expected that at least some of the multiple contributing
genetic factors are significantly affected by the environment [119].

13. Digenic and Trigenic Diseases

Following monogenic disease, the next class would be digenic disorders, i.e., illnesses
with a highly dominating effect of two genes, as originally hypothesized in 1962 [120].
Apart from the two examples provided above, another digenic disorder is idiopathic
hypogonadotropic hypogonadism caused by mutations in the FGFR1 and NSMF genes
located on chromosomes 8p and 9q, respectively [121]. In 2019, a web-accessible database
named DIDA (DIgenic diseases DAtabase) was established for such disorders [122].

In 2024, the rare digenic inheritance of combined hereditary spherocytosis type III and
XLA was reported [123]. With a prevalence of 1/104 and 1/2 × 106, respectively, this yields
an estimated combined prevalence of 1/2 × 109, i.e., corresponding to a hyper-rare digenic
disorder. Another form of digenic inheritance involving the BTK and the IL12RB1 genes
was also recently reported [124]. However, owing to that the two affected individuals were
both females, and that the X-linked trait therefore was not manifested, it does not qualify
as a digenic disease. In contrast to the family with hereditary spherocytosis and XLA, which
would constitute phenotype maintenance [9] since the phenotype was maintained, had a male
been affected by both BTK and the IL12RB1 gene mutations, it would have qualified as a
digenic disease with an expected phenotype conversion [9].

Thus, in our recent review on disease numbers ([9], see Figure 3) we provide an
example of trigenic disease, i.e., individuals simultaneously carrying three different rare
disease genes. In this particular case, each of the inherited defects causes a defined primary
immunodeficiency. Based on both the expected infectious panorama and the cellular
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phenotypes, this combination is projected to result in a novel illness with a unique phenotype
(referred to as phenotype conversion) [9]. Thus, whether concurrent diseases actually cause a
distinct illness will depend on whether their pathological mechanisms interact (phenotype
conversion) or not (phenotype maintenance). In the latter case, the phenotypes are added,
while in phenotype conversion, a unique disease entity appears. The above-mentioned
trigenic disorder would be extremely infrequent, in this case occurring with a calculated
frequency of only 10−16, based on the prevalence of the individual diseases. This means that
during the history of mankind, it is highly unlikely that any human being has been affected.

To this end, it has been estimated that the global, trigenic interaction network in
yeast is 100 times as large as the corresponding digenic network [125]. Recently, a patient
with a novel trigenic combination of ADH5/ADGRV1/ALDH2 pathogenic variants was
reported [126]. Interestingly, and relevant for the discussion on malignant versus non-
cancerous disease, this trigenic combination caused two distinct diseases, although only
ADH5 and ALDH2 may have influenced each other mechanistically. One was the premalig-
nant myelodysplastic syndrome and the other the non-malignant Usher syndrome, which
causes hearing loss and retinitis pigmentosa. Another recent example is the combination of
variations in the NFKB1, PIK3R1, and TNFRSF13B genes, resulting in a novel combined im-
munodeficiency [127]. We are not aware of any description of tetra- or pentagenic disease,
but they are expected to exist, although increasingly infrequently and likely all belonging
to the group of hyper-rare diseases.

14. More than 10,000 Polymorphisms Influence Body Height

The most extreme reported case of polygenic influence to date is the description of
genes affecting body height. Thus, the recently reported GWAS of 5.4 million individuals
of diverse ancestries found 12,111 independent single-nucleotide polymorphisms (SNPs)
being significantly associated with height. These were estimated to account for nearly all of
the common SNP-based heritability among Europeans [128]. Of note is that although this
map was saturated for Europeans, it only achieved 10–20% saturation of other ancestries,
demonstrating that there likely are many additional influential SNPs worldwide.

While many rare disorders have been found, the vast majority likely remain unidenti-
fied [9,129–131]. Furthermore, for numerous disorders lacking a dominating underlying
genetic variant, the combined contribution of a multitude of variations, each with a minor
influence, is likely commonplace. Thus, there are already ample examples of this, such as
cardiovascular disease [132], kidney disorders [133], and autoimmunity [64].

15. Polygenic Risk Scores

Genetic susceptibility and environmental cues, including lifestyle factors, are key
ingredients of complex diseases. Polygenic scores or polygenic risk scores (PGSs/PRSs) are
calculated as a weighted sum of the genome-wide risk variants carried by a specific
individual for a particular heritable characteristic. This provides a quantitative estimate
of the likelihood that the individual will phenotypically manifest a trait [134]. Despite
their potential utility for disease prediction and prevention, PGSs/PRSs have notable
limitations. However, it has been shown that multiple scores from different traits better
predict outcomes, in general, than scores from a single trait [135]. Moreover, cohorts in
GWASs are often more extreme compared to normal patient populations and often lack
fine-mapping of causal variants. As detailed above, complex traits are typically influenced
by thousands of variants. Each of them makes only a small contribution, which may
also not be generalizable to other ancestries [58,136]. Notwithstanding these limitations
PGSs/PRSs are increasingly being adopted and found useful for making predictions. They
have also been applied for tumors, such as basal cell and squamous cell carcinoma [137]
and colon cancer [138]. Recently, three partially overlapping breast cancer PRSs comprising
up to 313 SNPs have been proposed for European-ancestry women by the Breast Cancer
Association Consortium [139].
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PGSs/PRSs are increasingly being applied in non-cancerous disorders such as cardio-
vascular disease [132], type 2 diabetes [140], and rheumatoid arthritis [141], as well as for
heritable disease-predisposing behaviors such as tobacco and alcohol use [58]. Likewise,
PGSs/PRSs can be calculated for infectious diseases and their secondary manifestations,
including cancer. Examples include malaria [142], dengue fever [143], and hepatic cancer
and cirrhosis development after an HBV infection [96]. Recent results related to PGSs
suggest moving away from discrete genetic ancestry clusters towards the continuum of
genetic ancestries [144]. Because technical aspects remain challenging, as do certain ethical
and social issues, this prompted the recent development of guidance for the use of PGSs by
the American Society of Human Genetics [145].

It should also be noted that cross-trait assortative mating erroneously can influence
the outcome of GWASs [1,146]. This phenomenon occurs when someone scoring highly for
one trait non-randomly mates with partners who score high, or low, for a separate trait.

16. Estimating the Number of Polygenic Diseases—The Influence of Taxonomy

It is known that there are numerous polygenic diseases, but how many are there? This
query can be divided according to clinical pragmatism or theory. As mentioned above, for
body height, as many as 12,111 independent SNPs were recently uncovered [128]. Body
height can be measured for everyone, whereas variations in disease derive from much
smaller cohorts.

Randomly combining 12,111 variations equals a factorial of 12,111, which is a number
too large to present. However, these polymorphisms cannot be regarded as indepen-
dent, since it is likely that some of them would yield overlapping phenotypes (phenotype
maintenance) [9]. Randomly combining just 1% of 12,111 equals 121! = 8.09 × 10200. For
comparison, the largest number with a name is googol, which corresponds to 10100 [147].
This means that 121! is even in excess of googol multiplied by itself. Extrapolating from the
literature, it seems reasonable to assume that a multitude of complex diseases could be in-
fluenced by as many as 121 parameters, even if some of the variants may be extremely rare.

17. Oncogenes and Tumor-Suppressor Genes and Tumor Classification

With these prerequisites, what would seem like a proper disease taxonomy? In the
case of cancer, we propose using the functional Drivers causing the neoplasm to genetically
subgroup tumors (Table 1). For a cancer cell, the estimated sum of active oncogenic and
tumor-suppressor mutations was proposed to be in the range of 2–10 [148–150], a number
that varies among neoplasms of different origins. The age of onset for different cancers
correlates with the number of Drivers involved [148]. Conversely, when neoplasms are
caused by a single catastrophic event, first described in the form of chromothripsis [151,152],
this induces tumors also in young individuals [153].

It is also important to recognize that Driver mutations often occur in the absence
of cancer, demonstrating that such alterations are neither necessary nor sufficient for
inducing tumor formation [154–158]. Thus, in 1987, Hecht et al. reported that translocations
frequently found in leukemias were present in healthy donors [154], and many other
researchers have made similar observations [155–158]. Moreover, the Driver concept is
a theory, the ‘somatic mutation theory’, which is based on highly significant statistical
calculations, but it does not exclude other interpretations [159,160]. An alternative is the
‘tissue organization field theory’, which says that cancer arises from the disruption of
interactions with adjacent tissue, such as altered intercellular chemical signals, mechanical
forces, and bioelectric changes [159]. Other explanations have also been brought forward,
such as altered metabolism, including a significant influence by mitochondria [161].

Certain Drivers are pleiotropic, such as TP53 and regulators of splicing and of epigenet-
ics [162]. Thereby, a single mutation can affect several of the eight parameters characterizing
Drivers listed in the introduction [15] (Table 1). The more pleiotropic the effect of the Driver
mutation, the fewer additional acquired variations are expected to be required for malig-
nancy. While certain oncogenes and tumor-suppressor genes dominate in various cancer
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types, there are numerous alternative tumor-inducing mutations affecting functionally
related genes, thereby considerably increasing the number of disease entities.

Table 1. Parameters affected by Driver gene mutations.

Type of
Cancer a

Sustained
Proliferation b

Evasion of
Immune

Recognition

Cell Death
Resistance

Replicative
Immortality

Altered
Metabolism Reference

HCC
HRAS/NRAS,

MAPK
TP53

TP53 TERT

NFE2L2 (oxidative
stress) HBx (DNA

repair) TP53 (DNA
repair and more)

Zucman-Rossie
et al.,

2015 [163]

Colon APC, KRAS
FBXW7, TP53 TP53

FBXW7 (DNA
repair) TP53 (DNA
repair and more)

Iranzo et al.,
2018 [148]

AML DNMT3A, FLT3
NPM1, IDH2

DNMT3A
IDH2 IDH2

Iranzo et al.,
2018 [148];

Hormaechea-
Agulla et al.,

2021 [164]; Issa and
DiNardo,
2021 [165]

Lung cancer EGFR, KRAS HLA
polymorphism TERT

BRCA2 (DNA
repair) ATM (DNA

repair)

Long et al.,
2022 [57]

a Abbreviations: HCC, hepatocellular carcinoma; AML, acute myelogenous leukemia. b Sustained proliferation
can be caused by activation of growth or removal of growth suppression.

Moreover, additional Drivers may appear during the development of resistance to
treatment [166]. Here, it is also worth mentioning that synthetic lethality is suggested to
be mainly polygenic as well as influenced by the environment [167,168]. Drivers are not
randomly selected for, because they could induce synthetic lethality or be redundant. For
example, there are many different DNA damage repair defects [169]. For transformation,
it may suffice to acquire a single-form DNA repair defect causing increasing numbers of
acquired oncogenic and tumor-suppressor gene mutations. However, when a combination
would result in very severe genomic instability, this may be highly harmful to the cancer
cell itself. Thus, several different DNA repair defects may be involved in tumorigenesis for
a particular cancer type, but only certain genetically determined combined alterations may
be tolerated in individual tumor cells.

18. The Goner Concept

The Goner concept [11,12] teaches that certain mutations or epigenetic changes are
toxic to tumors, i.e., the affected cells ‘are gone’ because when such alterations occur, the
corresponding neoplastic cell is, thereby, lost (Table 2). As much as Drivers are crucial
ingredients in the genetics of tumors, so too would Goners be. Thus, cancers with a specific
genetic/epigenetic setup likely only tolerate selected additional alterations. Similar to
Drivers, Goners are expected to vary extensively among different tumor types owing
to the fact that their damaging behavior is likely to be highly dependent on the cellular
context. The very same gene could therefore act as a Driver in one type of neoplasm and
serve as a Goner in another cancer form. Moreover, Goners could, but need not, belong
to the groups of oncogenes or tumor-suppressor genes. In fact, the first Goner defined
was activating mutations affecting PLCG2, which is not known to be transforming [11,12].
While the PLCG2-mutated leukemia cells were selected for in patients with CLL treated
with inhibitors for BTK, the GoF alteration was at same time toxic, thereby resulting in
reduced clone sizes compared to non-damaging resistance mutations affecting BTK itself.
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A major practical impact of Goners is that their identification would immediately suggest
new treatments.

Table 2. The Goner concept.

Gene Mutation in Tumor

Driver

Oncogene Heterozygous GoF * or copy number gain

Tumor suppressor Homozygous LoF #

Goner &

For the tumor a noxious gene
(e.g., a toxic oncogene)

Heterozygous GoF * mutation, or copy number
gain, lacking in tumor

because it induces toxicity in the affected cell €

A gene which causes toxicity
when lost (e.g., a tumor suppressor)

Homozygous LoF # lacking because the loss
induces toxicity in the affected tumor cell €

Passenger

Random mutation Acquired variation does not influence
tumorigenicity

& Goners are lost in tumors because they are noxious. The toxicity can be complete or partial, in which case tumor
cells are not absent but reduced in number. The first example of a Goner was GoF * affecting PLCG2 [11,12],
causing a hyperactive enzyme, not known to transform cells. While in the table only genetic alterations are
presented, epigenetic changes are expected to have the same impact as either hetero- or homozygous changes.
* GoF = gain of function by activating mutations or by gene amplification. Usually, this is a heterozygous alteration,
but in rare cases, it could be homozygous. # LoF = loss of function by gene deletion or by another inactivating
mutation. € The Goner concept means for certain genes, including oncogenes, that GoF mutations are not tolerated,
i.e., they are gone in the corresponding tumors. Conversely, regarding LoF mutations, in the absence of certain
genes acting recessively, including tumor-suppressor genes, the cancer cell does not thrive.

As described in Table 2, Goners come in two flavors GoF/copy number gain and the
opposite LoF (includes copy number loss), both of which are not tolerated. Furthermore,
the Goner could be genetic or epigenetic in origin. Even if the outcome of epigenetic
changes in general is much less studied, the same principle would apply as for genetic
changes. The susceptibility to damaging mutations in tumors is caused by derangements
in this type of cancer, making it sensitive to such noxiousness. Synthetic lethality could be
causative [167], but, as mentioned, the Goner concept is much broader, as exemplified by
the GoF mutations affecting PLCG2. Thus, contrary to most of the current targeted tumor
treatments which impair the activity of Drivers, therapies based on the Goner concept
should instead aim to activate the corresponding effector. As an example, when activating
RAS mutations are lacking in a tumor because they induce toxicity, an option would be to
activate damaging RAS signaling in the neoplasm.

Conversely, when recessive LoF mutations in, e.g., tumor-suppressor genes are iden-
tified as Goners, i.e., when their loss is not tolerated by the cancer cells, it is not because
they serve as Passengers but because their absence causes toxicity. Hence, when their
deficit is noxious, turning off tumor-suppressor gene activity would induce toxicity and
constitute the therapeutic concept. Thus, as an example, when mutations affecting the
tumor-suppressor PTEN are lacking, treatment with PTEN inhibitors is expected to induce
toxicity. When the loss of tumor-suppressor genes instead induces tumor formation, such
as the deficit of the retinoblastoma (Rb) protein in retinoblastoma [170], therapeutically in-
troducing the corresponding gene into tumors would be extremely challenging. Removing
their activity, when they act as Goners, is likely much easier, since small molecules which
are readily taken up by cells may be able to achieve this.

19. Driver and Tumor-Suppressor Genes

Regarding Divers, there are two types: (1) oncogenes yielding a gain of function and
(2) mainly recessive tumor-suppressor genes. Thus, while the two-hit hypothesis has been a
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leading concept, partial inactivation of suppressors may also play a role [170–172]. A special
case is when there are redundant tumor-suppressor genes [167,173,174]. Such genes may be
paralogs and, when unlinked, the likelihood of inactivating both paralogs must correspond
to an extremely infrequent event given that specific mutations are very rare [167]. Hence,
this would mean that in the tumor cell trajectory, some, or all, of the four copies of such
genes need to be affected to obtain a loss-of-function phenotype. Moreover, at one end
of the spectrum, inactivating all four copies may only afflict one of the eight parameters
identified by Hanahan and Weinberg [15]. Owing to the fact that specific mutations are
rare, the frequency of cancers caused by errors impairing redundant tumor suppressors in a
single preneoplastic cell must be extremely minor. Random base substitutions occur with a
frequency of 1.3 × 10−8 per site per generation in humans [175], albeit the frequency varies
considerably among different malignancies. While mutations of many sites could inactivate,
and although this is not the only way to lose the function of a tumor-suppressor gene, it
still means that having 3–4 such specific changes would be extremely rare. We therefore
propose that this form of tumor preferentially appears late in life. Based on these estimates,
fewer than 1 per 108 individuals is expected to acquire such a combination, and therefore,
such neoplasms would belong to the hyper-rare category [9]. In this context, it should
also be mentioned that for complex, non-cancerous disorders, a recent article found an
underappreciated complexity of inheritance patterns of multiple Mendelian variants, which
cannot be adequately described by a conventional definition of dominant or recessive [176].
These novel findings likely further increase the estimated number of complex diseases.

20. Pathway-Centered Nosologies

In the case of non-cancerous, complex disease, there is perhaps a greater challenge to
find a basis for taxonomy. However, it is likely that many different types of variations could
affect the same cellular pathway. If such a route encompasses a number of components,
for which functional alterations may occur, it is expected that each of them would yield
related pathology. Hence, in line with the proposition of Wang et al. [177] based on the
interpretation of microarray data, we find it conceivable that a taxonomy for polygenic
diseases should primarily be subdivided according to the affected pathways. Wang et al.
named the uridine-5-diphosphate (UDP)–glycotransferase and the O-glycan biosynthesis
pathways as two examples. From a theoretical point of view, it remains an open question
whether the total number of different combinations of individual affected genes would serve
as the preferred basis for enumerating how many diseases there actually are. Furthermore,
a subdivision according to the affected pathway could also be of practical importance for
treatment, since correcting a pathway may rectify a disease mechanism irrespective of the
causative genetic variant. It is likely that for some complex disorders, a limited number of
pathways induces abnormality, in its simplest form being digenic. Conversely, for others, it
may be that it is the combination of multiple affected pathways which forms the underlying
disease mechanism.

21. Discussion

In this perspective we establish that the estimated number of all polygenic disorders is
very large but also highly influenced by the type of taxonomy applied. The mechanisms
underlying polygenic diseases are complex, and over the last few years, a multitude of
risk factors have been uncovered. These have been considered to mainly include genetic
risk, but epigenetic changes have increasingly demonstrated their importance. However,
epigenetic states are currently difficult to define and are therefore more cumbersome to
include in disease classifications. Unlike monogenic disorders, for polygenic disease, the
scientific community has not yet arrived at classifications taking the genetic or epigenetic
influence into full account. For many types of neoplasms, the taxonomy even remains
based only on non-genetic criteria developed decades ago, such as tumor location, the
presence of metastasis, histology, and certain biomarkers. We propose, as a first step,
to complement this clinical classification with information about the causative Drivers.
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Moreover, as new knowledge is acquired, the relevance of such descriptive, non-genetic
parameters should be re-evaluated to further improve nosology. In parallel, functionally
crucial alterations conditional on mutation-independent, epigenetic changes may become
part of future disease classifications.

Estimating how many non-cancerous, polygenic diseases there are, based only on the
actively contributing genetic polymorphisms, arrives at a clinically unmanageable number
of unique combinations. This would represent the ultimate form of precision medicine.
However, while difficult to turn into clinical practice, the genetic variants are useful for
determining risk scores. For the clinical taxonomy of non-cancerous disorders, we therefore
propose using the affected cellular pathways as the basis for disease subdivision. This could
also pave the way for precision therapy, using the same drug to treat different illnesses
affecting the same biological pathway. It is not yet possible to derive at a pathway-centered
nosology for cancers, but this may eventually be the case.

In contrast, for the theoretical estimation of the total number of human complex diseases,
the situation is different. Here, figures based on any unique combination of relevant genetic
polymorphisms, or maintained functionally relevant, non-genetically derived epigenetic
changes, would seem relevant. Many such unique combinations are projected to belong to
the group referred to as hyper-rare, i.e., affecting fewer than 1 per 108 individuals [9]. For
neoplasms, an illustrative example of hyper-rarity would be those caused by abnormalities
in redundant tumor-suppressor genes. Because mutations affecting a particular gene are
rare, this would mean that in addition to the first mutation inactivating redundant tumor
suppressors, at least two additional specific deleterious mutational events would be needed.
Thus, together with the other genetic variations jointly leading to the transformation,
this scenario would call for such a large number of alterations that the likelihood of
their co-occurrence in a single cell would be extremely low. In a previous perspective, we
demonstrated that by taking only monogenic disorders and environmental influences into
account, there is an essentially infinite number of possible diseases [9]. We here argue that
the same is true for polygenic diseases.
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