input: | (None, 20, 53, 64)
InputLayer
output: | (None, 20, 53, 64)
Conv2D input: | (None, 20, 53, 64)
(3,3, 128), (I, 1) | output: | (None, 20, 53, 128)
MaxPooling2D input: | (None, 20, 53, 128)
(1,2), (1,2) | output: | (None, 20, 26, 128)

/ ~

/ Module 1

~
o input: | (None, 20, 26, 128)
BatchNormalization
output: [ (None, 20, 26, 128)

/

o input: | (None, 20, 26, 128)
Activation
output: | (None, 20, 26, 128)
Dropout input: | (None, 20, 26, 128)
20.0% output: | (None, 20, 26, 128)

/

\

'

Conv2D input: | (None, 20, 26, 128) MaxPooling2D input: | (None, 20, 26, 128) AveragePooling2D input: | (None, 20, 26, 128)
(1,1, 16), (1, 1) output: | (None, 20, 26, 16) (2,2),(1, 1 output: | (None, 20, 26, 128) (2,2),(1,1) output: | (None, 20, 26, 128)
o input: | (None, 20, 26, 16) Conv2D input: | (None, 20, 26, 128) o input: | (None, 20, 26, 128)

BatchNormalization 111 11 BatchNormalization
output: | (None, 20, 26, 16) (1, 1,16), (1, 1) | output: | (None, 20, 26, 16) output: | (None, 20, 26, 128)

nput: one, 20, 26, 16 mput: one, 20, 26, 16 mput: one, 20, 26, 128

Activation P ) ) BatchNormalization P N ) BatchNormalization P N )

output: | (None, 20, 26, 16) output: | (None, 20, 26, 16) output: | (None, 20, 26, 128)

Conv2D input: | (None, 20, 26, 16) o input: | (None, 20, 26, 128) o input: | (None, 20, 26, 128)
Activation Activation
(3,3,24), (1, 1) | output: | (None, 20, 26, 24) output: | (None, 20, 26, 128) output: | (None, 20, 26, 128)
o input: | (None, 20, 26, 24) o input: | (None, 20, 26, 16) Conv2D input: | (None, 20, 26, 128)
BatchNormalization Activation M. (1
output: | (None, 20, 26, 24) output: | (None, 20, 26, 16) (1,1,32), (1, 1) output: | (None, 20, 26, 32)
o input: | (None, 20, 26, 24) Conv2D input: | (None, 20, 26, 16) Conv2D input: | (None, 20, 26, 128)
Activation 3,3,24), (1, 1 11,24, (1,1
output: | (None, 20, 26, 24) 3,3,24),(1, 1) output: | (None, 20, 26, 24) (1, 1,24), (1, 1) output: | (None, 20, 26, 24)
N\ v
Conv2D input: | (None, 20, 26, 24) Conv2D input: | (None, 20, 26, 128)
(3,3,24), (1, D) output: | (None, 20, 26, 24) (1,1,24), (1, 1) output: | (None, 20, 26, 24)

input: | [(None, 20, 26, 32), (None, 20, 26, 24), (None, 20, 26, 24), (None, 20, 26, 24), (None, 20, 26, 24)]
Concatenate
output: (None, 20, 26, 128)
Conv2D input: | (None, 20, 26, 128)
(1, 1,128), (1, 1) | output: | (None, 20, 26, 128)
Activation input: (Nones 209 269 128)
Scaling | output: | (None, 20, 26, 128)
Add mput: | [(None, 20, 26, 128), (None, 20, 26, 128)]
output: (None, 20, 26, 128)
// \\
y
mput: one, 20, 26, 128
BatchNormalization P Sl )
Module 1 output: | (None, 20, 26, 128)
o input: | (None, 20, 26, 128)
Activation
output: | (None, 20, 26, 128)
Dropout | input: | (None, 20, 26, 128)
20.0% output: | (None, 20, 26, 128)
Conv2D input: | (None, 20, 26, 128) MaxPooling2D mput: | (None, 20, 26, 128) AveragePooling2D mput: | (None, 20, 26, 128)
(1, 1,16), (1, 1) | output: | (None, 20, 26, 16) (2,2), (I,1) | output: | (None, 20, 26, 128) (2,2),(1, 1) output: | (None, 20, 26, 128)
o input: | (None, 20, 26, 16) Conv2D input: | (None, 20, 26, 128) o input: | (None, 20, 26, 128)
BatchNormalization BatchNormalization
output: | (None, 20, 26, 16) (1, 1,16), (1, 1) | output: | (None, 20, 26, 16) output: | (None, 20, 26, 128)
input: None, 20, 26, 16 input: one, 20, 26, 16 input: one, 20, 26, 128
Activation P ( ) BatchNormalization P Sl ) BatchNormalization P Sl )
output: | (None, 20, 26, 16) output: | (None, 20, 26, 16) output: | (None, 20, 26, 128)
l *
Conv2D input: | (None, 20, 26, 16) o input: | (None, 20, 26, 128) o input: | (None, 20, 26, 128)
Activation Activation
(3,3,24), (1, D) | output: | (None, 20, 26, 24) output: | (None, 20, 26, 128) output: | (None, 20, 26, 128)
o input: | (None, 20, 26, 24) o input: | (None, 20, 26, 16) Conv2D input: | (None, 20, 26, 128)
BatchNormalization Activation 1 1.32). (1. 1
output: | (None, 20, 26, 24) output: | (None, 20, 26, 16) (1,1,32), (1, 1) | output: | (None, 20, 26, 32)
o input: | (None, 20, 26, 24) Conv2D input: | (None, 20, 26, 16) Conv2D input: | (None, 20, 26, 128)
Activation
output: | (None, 20, 26, 24) (3,3,24), (1, 1) | output: | (None, 20, 26, 24) (1, 1,24), (1, 1) | output: | (None, 20, 26, 24)
Conv2D input: | (None, 20, 26, 24) Conv2D input: | (None, 20, 26, 128)
(3,3,24), (1, 1) | output: | (None, 20, 26, 24) (1, 1,24), (1, 1) | output: | (None, 20, 26, 24)
input: | [(None, 20, 26, 32), (None, 20, 26, 24), (None, 20, 26, 24), (None, 20, 26, 24), (None, 20, 26, 24)]
Concatenate
output: (None, 20, 26, 128)
Conv2D input: | (None, 20, 26, 128)
(1, 1,128), (1, 1) | output: | (None, 20, 26, 128)
Activation| input: | (None, 20, 26, 128)
Scaling output: | (None, 20, 26, 128)
Add input: | [(None, 20, 26, 128), (None, 20, 26, 128)]
output: (None, 20, 26, 128)

/

4/"‘/_/

D
R d . 1 Conv2D input: | (None, 20, 26, 128) Conv2D input: | (None, 20, 26, 128)
C uCtlon (1, 1,64), (1. 1) | output: | (None, 20, 26, 64) (1,3,128),(1,2) | output: | (None, 20, 12, 128)
Conv2D input: | (None, 20, 26, 64) MaxPooling2D mput: | (None, 20, 26, 128)
(1,3,128), (1, 1) | output: | (None, 20, 26, 128) (1,3), (1,2) | output: | (None, 20, 12, 128)
Conv2D input: | (None, 20, 26, 128) AveragePooling2D | input: | (None, 20, 26, 128)
(1,3, 128),(1,2) | output: | (None, 20, 12, 128) (1,3),(1,2) output: | (None, 20, 12, 128)
input: | [(None, 20, 12, 128), (None, 20, 12, 128), (None, 20, 12, 128), (None, 20, 12, 128)]
Concatenate
output: (None, 20, 12, 512)
Conv2D input: | (None, 20, 12, 512)
(1, 1, 256), (1, 1) output: | (None, 20, 12, 256)
\
\
o input: | (None, 20, 12, 256)
BatchNormalization
MOdule 2 output: | (None, 20, 12, 256)

o

o

o input: | (None, 20, 12, 256)
Activation
output: | (None, 20, 12, 256)
Dropout mput: | (None, 20, 12, 256)
20.0% output: [ (None, 20, 12, 256)
Conv2D input: | (None, 20, 12, 256) MaxPooling2D input: | (None, 20, 12, 256) AveragePooling2D input: | (None, 20, 12, 256)
(1,1,32), (1, ) | output: | (None, 20, 12, 32) (2,2), (1, 1) | output: | (None, 20, 12, 256) (2,2),(1, 1) output: | (None, 20, 12, 256)
o input: | (None, 20, 12, 32) Conv2D input: | (None, 20, 12, 256) o input: | (None, 20, 12, 256)
BatchNormalization 132 1 BatchNormalization
output: | (None, 20, 12, 32) (1,1,32),(1, 1) output: | (None, 20, 12, 32) output: | (None, 20, 12, 256)
o input: | (None, 20, 12, 32) o input: | (None, 20, 12, 32) o input: | (None, 20, 12, 256)
Activation BatchNormalization BatchNormalization
output: | (None, 20, 12, 32) output: | (None, 20, 12, 32) output: | (None, 20, 12, 256)
Conv2D input: | (None, 20, 12, 32) o input: | (None, 20, 12, 256) o input: | (None, 20, 12, 256)
Activation Activation
(3,3,48), (1, 1) | output: | (None, 20, 12, 48) output: | (None, 20, 12, 256) output: | (None, 20, 12, 256)
o input: | (None, 20, 12, 48) o input: | (None, 20, 12, 32) Conv2D input: | (None, 20, 12, 256)
BatchNormalization Activation 11 64). (1.1
output: | (None, 20, 12, 48) output: | (None, 20, 12, 32) (I, 1,64), (1, 1) | output: | (None, 20, 12, 64)
o input: | (None, 20, 12, 48) Conv2D input: | (None, 20, 12, 32) Conv2D input: | (None, 20, 12, 256)
Activation
output: | (None, 20, 12, 48) (3,3,32), (I, 1) | output: | (None, 20, 12, 32) (1,1,48), (1, 1) | output: | (None, 20, 12, 48)
\
Conv2D input: | (None, 20, 12, 48) Conv2D input: | (None, 20, 12, 256)
(3,3,48), (1, 1) | output: | (None, 20, 12, 48) (1, 1,48), (1, 1) | output: | (None, 20, 12, 48)
input: | [(None, 20, 12, 64), (None, 20, 12, 32), (None, 20, 12, 48), (None, 20, 12, 48), (None, 20, 12, 48)]
Concatenate
output: (None, 20, 12, 240)
Conv2D input: | (None, 20, 12, 240)
(1, 1,256), (1, 1) output: | (None, 20, 12, 256)
Activation| 1nput: | (None, 20, 12, 256)
Scaling output: | (None, 20, 12, 256)
Add input: | [(None, 20, 12, 256), (None, 20, 12, 256)]
output: (None, 20, 12, 256)
/ \\
o input: | (None, 20, 12, 256)
BatchNormalization
Module 2 output: | (None, 20, 12, 256)

o input: | (None, 20, 12, 256)
Activation
output: | (None, 20, 12, 256)
Dropout input: | (None, 20, 12, 256)
20.0% output: | (None, 20, 12, 256)
Conv2D input: | (None, 20, 12, 256) MaxPooling2D input: | (None, 20, 12, 256) AveragePooling2D input: | (None, 20, 12, 256)
(1,1,32), (1, 1) output: | (None, 20, 12, 32) (2,2),(1,1) output: | (None, 20, 12, 256) (2,2),(1, 1) output: | (None, 20, 12, 256)
mput: None, 20, 12, 32 mnput: None, 20, 12, 256 input: None, 20, 12, 256
BatchNormalization P ( ) Conv2D P ( ) BatchNormalization P ( )
output: | (None, 20, 12, 32) (1, 1,32), (1, 1) output: | (None, 20, 12, 32) output: | (None, 20, 12, 256)
o input: | (None, 20, 12, 32) o mput: | (None, 20, 12, 32) o input: | (None, 20, 12, 256)
Activation BatchNormalization BatchNormalization
output: | (None, 20, 12, 32) output: | (None, 20, 12, 32) output: | (None, 20, 12, 256)
Conv2D input: | (None, 20, 12, 32) o input: | (None, 20, 12, 256) o input: | (None, 20, 12, 256)
Activation Activation
(3,3,48), (I, 1) | output: | (None, 20, 12, 48) output: | (None, 20, 12, 256) output: | (None, 20, 12, 256)
o input: | (None, 20, 12, 48) o input: | (None, 20, 12, 32) Conv2D input: | (None, 20, 12, 256)
BatchNormalization Activation
output: | (None, 20, 12, 48) output: | (None, 20, 12, 32) (1, 1,64), (I, 1) | output: | (None, 20, 12, 64)
o input: | (None, 20, 12, 48) Conv2D input: | (None, 20, 12, 32) Conv2D input: | (None, 20, 12, 256)
Activation
output: | (None, 20, 12, 48) (3,3,32), (1, 1) | output: | (None, 20, 12, 32) (1, 1,48), (1, 1) | output: | (None, 20, 12, 48)
Conv2D input: | (None, 20, 12, 48) Conv2D input: | (None, 20, 12, 256)
(3,3,48), (1, 1) | output: | (None, 20, 12, 48) (1,1,48), (I, 1) | output: | (None, 20, 12, 48)
input: | [(None, 20, 12, 64), (None, 20, 12, 32), (None, 20, 12, 48), (None, 20, 12, 48), (None, 20, 12, 48)]
Concatenate
output: (None, 20, 12, 240)
Conv2D input: | (None, 20, 12, 240)
(1,1,256), (1, ) output: | (None, 20, 12, 256)
Activation| input: | (None, 20, 12, 256)
Scaling | ouut: | (None, 20, 12, 256)
Add mput: | [(None, 20, 12, 256), (None, 20, 12, 256)]
output: (None, 20, 12, 256)

/

~a
R d t 2 Conv2D input: | (None, 20, 12, 256) Conv2D input: | (None, 20, 12, 256)
cauction (1, 1,256). (1 1) | output: | (None, 20, 12, 256) (1,3,512),(1,2) [ output: | (None, 20, 5, 512)
Conv2D input: | (None, 20, 12, 256) MaxPooling2D input: | (None, 20, 12, 256)
(1,3,512), (1, 1) | output: | (None, 20, 12, 512) (1,3), (1,2) | output: | (None, 20, 5, 256)

N

Conv2D
(1,3,512),(1,2)

input:

(None, 20, 12, 512)

output:

(None, 20, 5, 512)

\

(1,3),(1,2)

AveragePooling2D

input:

(None, 20, 12, 256)

output:

(None, 20, 5, 256

)

L

Concatenate

input:

[(None, 20, 5, 256), (None, 20, 5, 256), (None, 20, 5, 512), (None, 20, 5, 512)]

output:

(None, 20, 5, 1536)

'

Conv2D
(1, 1,512), (1, 1)

input:

(None, 20, 5, 1536)

output:

(None, 20, 5, 512)

/ Global

Correlation

4

Reshape

input:

(None, 20, 5, 512)

output:

(None, 20, 2560, 1)

'

2

Dropout

input:

(None, 20, 2560, 1)

0.0%

output:

(None, 20, 2560, 1)

'

BatchNormalization

input:

(None, 20,

2560, 1)

output:

(None, 20,

2560, 1)

l

Activation

input:

(None, 20, 2560, 1)

output:

(None, 20, 2560, 1)

'

(1, 2560

Conv2D

input:

(None, 20, 2560, 1)

,512),(1,1)

output:

(None, 20, 1, 512)

Reshape

input:

(None, 20, 1, 512)

output:

(None, 20, 512)

Bidirectional

Resnet LSTM

 J

Bidirectional(LSTM)

input:

(None, 20, 512)

110

output:

(None, 20, 220)

L

Bidirectional(LSTM)
110

input:

(None, 20, 220)

output:

(None, 20, 220)

Activation

input:

(None, 20, 220)

Scaling

output:

(None, 20, 220)

N

Add

input:

[(None, 20, 220), (None, 20, 220)]

output:

(None, 20, 220)

L

110

Bidirectional(LSTM)

input:

(None, 20, 220)

output:

(None, 20, 220)

Activation

input:

(None, 20, 220)

Scaling

output:

(None, 20, 220)

AN

Add

input:

[(None, 20, 220), (None, 20, 220)]

output:

(None, 20, 220)

L

110

Bidirectional(LSTM)

input:

(None, 20, 220)

output:

(None, 20, 220)

Activation
Scaling

input:

(None, 20, 220)

output:

(None, 20, 220)

N

Add

input:

[(None, 20, 220), (None, 20, 220)]

output:

(None, 20, 220)

'

Bidirectional(LSTM)

input:

(None, 20, 220)

110

output:

(None, 220)

'

Dropout | nput:

(None, 220)

20.0%

output:

(None, 220)

'

Dense | 1nput:

(None, 220)

1 output:

(None, 1)




