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Abstract: Traditional autonomous celestial navigation usually uses astronomical angle as
measurement, which is a function of spacecraft’s position and can’t resolve the spacecraft’s velocity
directly. To solve this problem, velocity measurement by stellar spectra shift is proposed in this
paper. The autonomous celestial integrated navigation method is derived by combining velocity
measurement with angle measurement, which can ensure the long-term high accuracy, real-time and
continuous navigation performance for deep space exploration (DSE) missions. The observability
of the integrated navigation system is analyzed. Moreover, the design of doppler navigator and
hardware in-the-loop simulation system are described. Finally, a simulation example is employed to
demonstration the feasibility and effectiveness of the proposed navigation algorithm.

Keywords: autonomous navigation; integrated navigation; stellar spectra shift velocity measurement

1. Introduction

Compared with near-Earth missions, higher navigation performance is required by deep space
exploration (DSE) missions for the complicated environment such as long flight distance, many
unknown factors of the environment, complicated flight procedures, high communication delay and
loss, tracking blind and celestial shelter, etc. Autonomous celestial navigation is a key technology that
determines the success of the deep space exploration missions [1].

Recently, DSE missions implemented aboard most of the deep space probes possess partial
autonomous navigation ability. In addition, part of the landing patrol robot also has the function of
autonomous navigation and control [2,3]. The autonomous navigation method has become an effective
supplementary method of ground measure [4]. There are many limitations in ground radio navigation
such as real-time performance, operation cost and satellite resources, etc. Fortunately, autonomous
navigation in DSE can not only overcome these limitations, but also improve the independent survival
ability of a deep space probe [5]. Besides, if the accuracy and continuity of DSE navigation can be
enhanced, the reliability of mission success can be enhanced as well. In some special flight phases,
such as closing, fly-around, landing, adhesion and increased rendezvous, the precise position and
velocity information relative to the target objects are required, and the autonomous navigation and
control method can perform better than ground measure in these DSE mission [6–8].

The traditional autonomous navigation methods mostly depend on angle measurement or ranging
information to obtain the real-time estimation state of probe currently [9]. However, it is difficult
to obtain the long-term real-time and continuous navigation information because of the limitation
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of the target object condition [10–12]. The astronomical optical information contains a high amount
data of spectral characteristics and frequency shift, and the velocity of the probe can be resolved by
these information [13]. Once the space and natural resources can be utilized, such as the frequency
shift of the characteristic spectral lines in the visible spectral band of stars, the velocity information of
spacecraft can be obtained. It will be greatly advantageous to realize the high precision estimation
of instantaneous velocity in DSE, and the autonomous navigation accuracy of DSE can be improved
further as a result [14–17].

In this paper, a practical guide is proposed to develop and realize an autonomous celestial
navigation based on the spectrum velocity measurement technology in DSE, which can improve the
velocity estimation accuracy of angle navigation and inhibit the divergence of position estimation of
velocity navigation as well.

The remaining parts of the paper are organized as follows: The principle of integrated navigation
is presented in Section 2, followed by the integrated navigation system model in Section 3. Section 4
presents the filtering algorithm. The observability analysis and the design of doppler navigator and
hardware in-the-loop simulation system are given in Sections 5 and 6, respectively. A comparison
simulation example of navigation performance between the traditional angle navigation and the
integrated navigation based on velocity measurement by stellar spectra shift is performed in Section 7.
Finally, conclusions are summarized in Section 8.

2. Principle of Integrated Navigation

2.1. Velocity Measurement Scheme

Supposing the probe position relative to the stars is static when the probe is receiving the spectrum
information of the star, the astronomical optical information is constant, and the wavelength of the
stellar spectrum is denoted by λrest. When the relative position of the deep space probe to the star
has been changed, the wavelengths drift can be detected by the space borne spectrometer, which is
denoted by ∆λ. The wavelength drift performance on the spectrum is the movement of the spectral
line [18,19]. According to the principle of Doppler, the ratio of the wavelength drift value and the
wavelength value is equal to the ratio of the line of sight velocity vr and the speed of light c, namely

∆λ
λrest

=
vr

c
. (1)

Star spectrometer can obtain the information of the spectral frequency shift phase ∆ϕ, so the
relative velocity of the probe and star is resolved indirectly

vSpe =
c · ∆ϕ

4π · ∆d · σ
, (2)

where ∆d is the optical path difference, which is a constant; and σ is the light wave number which is
the reciprocal of wavelength of light.

The relative velocity derived from the astronomical spectra Doppler information is scalar value.
Supposing the velocity of probe and stars in the heliocentric ecliptic inertial coordinate system as v and
vStar, and the relative line of sight vector of probe and star is lStar, the relative velocity value of probe
and star is

(vStar − v)TlStar = vSpe, (3)

where vStar and lStar is the velocity and line of sight vector of the star in the inertial coordinate system,
respectively. Because the probe position value is much smaller than the star position value, the
influence of the probe position is neglected. The value of vStar and lStar can be derived by the star
catalogue, such as the Hipparcos and Tycho Star catalogues.
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Based on the above analysis, the measurement strategy including the relative velocity measurement
of the probe and the sun, and the relative velocity measurement of the probe and the other two stars
can be established, which is shown in Figure 1. The equation of the velocity measurement can be
written as 

lT
Star1

lT
Star2

lT
Sun

v =


lT
Star1vStar1

lT
Star2vStar2

lT
Sunvsun

−


vSpe1

vSpe2

vSpe3

. (4)

The equation above is linear equation relative to v, so as long as the coefficient matrix A =[
lT
Star1 lT

Star2 lT
Sun

]
is invertible, which means the lines of sight vectors of probe and the three stars

are non-coplanar, the velocity of the probe in the inertial reference system can be derived directly by
the measurement strategy.
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2.2. Angle Measurement Scheme

With the line of sight vector of sun included in the scheme above, then introducing a close planet
position vector, the probe position information can be directly resolved [20–22]. The principle of the
angle measurement scheme is shown in Figure 2.Sensors 2019, 19, x FOR PEER REVIEW 4 of 15 

 

γ

θr-

smr

pmr

lsm-

pml

psl

 

Figure 2. Principle of angle measurement navigation. 

In the heliocentric ecliptic inertial coordinate system, according to the geometrical relation of 
each vector as shown in Figure 2, there are equations below 

( )
( )

γ

θ

= ⋅

= ⋅

arccos

arccos

ps pm

sm pm

l l

l l
, (5)

where lps  is the relative line of sight vector of probe and star, lpm  is the relative line of sight vector 

from probe to planet, such as Mars, and l sm  is the relative line of sight vector from sun to planet. 

The equation about the position of probe r  can be written as 

( )
( )

2

2

1

1

sin
sin

cos

cos

sm
ps

sm ps

θ
γ

θ

γ

= − ⋅

−
= − ⋅

−

r
r l

r l

. (6)

Equation (6) can be rewritten as 

( )
( )

2

2

1

1

sm pm
sm ps

ps pm

− ⋅
= − ⋅

− ⋅

l l
r r l

l l
, (7)

where smr  is the position of Mars and the position of probe can be resolved by the equation above. 
In summary, the autonomous integrated navigation system is derived by combining the velocity 

measurement with the angle measurement. The principle of the navigation system is clear and easy 
to realize. 

3. Integrated Navigation System Model 

3.1. State Model 

The state model of DSE navigation is generally established by the orbit dynamics. In the cruise 
phase of the Mars exploration mission, gravitational perturbation of sun and planets, sunlight 
pressure perturbation, and probe thrust have been considered in the model [23,24]. Supposing the 

probe position vector is [ ]T, ,= x y zr  and the velocity vector is 
T

, ,=   x y zv v vv , the state vector is 

( ) T
, , , , ,=   x y zt x y z v v vX , so the state model can be written as 

Figure 2. Principle of angle measurement navigation.



Sensors 2019, 19, 2555 4 of 15

In the heliocentric ecliptic inertial coordinate system, according to the geometrical relation of each
vector as shown in Figure 2, there are equations below

γ = arccos
(
lps · lpm

)
θ = arccos

(
lsm · lpm

) (5)

where lps is the relative line of sight vector of probe and star, lpm is the relative line of sight vector from
probe to planet, such as Mars, and lsm is the relative line of sight vector from sun to planet.

The equation about the position of probe r can be written as

r = − ‖rsm‖ sinθ
sinγ · lps

= −‖rsm‖

√
1−(cosθ)2

1−(cosγ)2 · lps
(6)

Equation (6) can be rewritten as

r = −‖rsm‖

√√√√√√1−
(
lsm · lpm

)2

1−
(
lps · lpm

)2 · lps, (7)

where rsm is the position of Mars and the position of probe can be resolved by the equation above.
In summary, the autonomous integrated navigation system is derived by combining the velocity

measurement with the angle measurement. The principle of the navigation system is clear and easy
to realize.

3. Integrated Navigation System Model

3.1. State Model

The state model of DSE navigation is generally established by the orbit dynamics. In the
cruise phase of the Mars exploration mission, gravitational perturbation of sun and planets, sunlight
pressure perturbation, and probe thrust have been considered in the model [23,24]. Supposing the

probe position vector is r = [x, y, z]T and the velocity vector is v =
[
vx, vy, vz

]T
, the state vector is

X(t) =
[
x, y, z, vx, vy, vz

]T
, so the state model can be written as

·
r = v, (8)

··
r = −

µs

r3 r +
N∑

i=1

µi

− ri

r3
i

+
rsi

r3
si

+ ηPSRAU2CR

(AR

m

) r
r3 + aT, (9)

where the first term is the gravitational perturbation of sun, and µS is the gravitational constant. The
second part refers to the gravitational perturbations of planets, where µi is the relevant gravitational
constant, i = 1, 2, 3, . . . is the number of planet, rsi represents the relative position from probe to planet.
The third part is sunlight pressure perturbation, where η is the shading factor, and PSR is the value
of sunlight pressure perturbation in 1AU, CR is the surface reflection coefficient of probe, AR is the
cross-sectional area of probe in the direction perpendicular to the sun’s rays, and m is the mass of
probe. The last part is probe thrust.

Commonly, the equation of the state model above can be expressed as the following general form

·

X(t) = f (X(t), t) + W(t), (10)

where W(t) is the state noise.
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3.2. Measurement Model

As described in Section 2, assuming Zv(t) = [vSpe1, vSpe2, vSpe3]
T, the velocity measurement

equation can be written as
Zv(t) = hv(X(t), t) + Vv(t), (11)

where

hv(X(t), t) =


lT
Star1 · (vStar1 − v)

lT
Star2 · (vStar2 − v)

v·r
r

 (12)

and Vv(t) is the velocity measurement noise.
Assuming Zl(t) = [lps, lpm]

T, the angle measurement equation can be written as

Zl(t) = hl(X(t), t) + Vl(t), (13)

where

hl(X(t), t) =

 lps

lpm

 (14)

and Vl(t) is the angle measurement noise.

4. Filtering Algorithm

Unscented Kalman Filter (UKF) is suitable for the nonlinear system [25]. The unscented
transformation (UT) is the core of the UKF filtering algorithm [26]. The UT method selects a
set of sample points nearby x̂(k|k), and the mean and the covariance of these sample points respectively
are x̂(k|k) and P(k|k). Assuming the state variables are n × 1, the 2n + 1 sample points and their
weights are

χ0,k = x̂k, (15)

χi,k = x̂k +
√

n + λ
(√

P(k
∣∣∣k) )

i
(i = 1, 2, . . . , n)

χi+n,k = x̂k −
√

n + λ
(√

P(k
∣∣∣k) )

i
(i = 1, 2, . . . , n)

(16)

wm
0 = λ

(n+λ)

wc
0 = λ

(n+λ) + 1− α2 + β

wm
i = wc

i =
1

2(n+λ) (i = 1, 2, . . . , 2n)

(17)

where
λ = α2(n + κ) − n,

where α= 1, κ = 3− n, β= 2.
The standard UKF algorithm can be described as follows.

(1) Initialization:
x̂0 = E[x0]

P0 = E[(x0 − x̂0)(x0 − x̂0)
T].

(18)

(2) Computation sample points:

χk−1 =
[

x̂k−1 x̂k−1 +
√
(n + λ)Pk−1 x̂k−1 −

√
(n + λ)Pk−1

]
. (19)

(3) Time update:
χk|k−1 = f (χk−1, k− 1), (20)
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x̂−k =
2n∑

i=0

wiχi,k|k−1, (21)

P−k =
2n∑

i=0

wi
[
χi,k|k−1 − x̂−k

][
χi,k|k−1 − x̂−k

]T
+ Qk−1, (22)

Zk|k−1 = h(χk|k−1, k), (23)

ẑ−k =
2n∑

i=0

wiZi, k|k−1. (24)

(4) Measurement update:

Pẑk ẑk =
2n∑

i=0

wi
[
Zi,k|k−1 − ẑ−k

][
Zi,k|k−1 − ẑ−k

]T
+ Rk, (25)

Px̂k ẑk =
2n∑

i=0

wi
[
χi,k|k−1 − x̂−k

][
Zi,k|k−1 − ẑ−k

]T
, (26)

Kk = Px̂k ẑk P−1
ẑk ẑk

, (27)

x̂k = x̂−k + Kk
(
Zk − ẑ−k

)
, (28)

Pk = P−k −KkPẑk ẑk KT
k , (29)

where Qk−1 and Rk is respectively refer to the system and measurement noise covariance matrix.

5. Observability of Integrated Navigation System

The observability of the navigation system reflects the ability of the system to determine the state
of the system through observation and measurement in limited time [27]. The observable matrix is an
important basis for observable analysis of the system. In view of the strong nonlinearity of deep space
exploration autonomous navigation systems, the Lie derivation can be used.

Ignoring the influence of errors, the navigation system equation can be generally expressed as

∑
:


·

X = f (X)

Z = h(X)
, (30)

where state vector X ∈ Xn
⊂ Rn, and equation of state f and equation of observation h are smooth

analytic functions in Cn.
According to differential geometry theory, the kth order Lie derivation of the nonlinear navigation

system is [28]
L0

f h(X) = h(X), k = 0, (31)

Lk
f h(X) =

∂
(
Lk−1

f h
)

∂X
f (X), k = 1, 2, . . . (32)

where H can be derived by the equations above for the nonlinear navigation system. So Hn ={
h, L f h, . . . , Ln−1

f h
}

is the minimum linear space which contains the state and measurement variables.

When X0 ∈ Xn, if dHn match the observable rank condition,
∑

is partial weak observable for X0 [29,30].
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The observable matrix Q(X) can be defined by dHn as

Q(X) =



dL0
f h(X)

dL1
f h(X)

...

dLn−1
f h(X)


. (33)

where

dLk
f h(X) =

∂
(
Lk

f h
)

∂X
, k = 0, 1, 2, . . . (34)

The observable degree can be derived by condition number of the observability matrix above,
which means

γ =
1

cond(Q)
=

1
‖Q‖ · ‖Q−1‖

=
minσQ

maxσQ
, (35)

where σQ is the singular value of Q. Obviously, γ ∈ [0, 1] and when γ = 0, which means rank(Q) < n,
the system is unobservable.

6. Doppler Navigator and Hardware In-The-Loop Simulation System

6.1. Design of Doppler Navigator Based On Atomic Frequency Discrimination

The navigator is composed of an atomic frequency discrimination unit, a Charge Coupled Device
(CCD) detection unit and a speed measuring computer unit, as shown in Figure 3.
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Figure 3. The components of navigator.

The atomic frequency discrimination unit consists of two main components: receiving filter, and
atomic frequency discrimination. The receiving filter module is composed of receiving telescope and
pre-filter, which mainly realizes the function of receiving sunlight and filtering ultraviolet and infrared
light. The atomic frequency discrimination module is composed of a two-peak atomic frequency
discriminator and a peak-selecting atomic frequency discriminator, which are used to identify the
frequency of solar spectral lines and extract the direction-of-sight velocity information.

The CCD detection unit consists of two CCD detectors, which can image the red shift signal and
blue shift signal output by the atomic frequency discrimination unit.

The speed measuring computer unit receives the original image data from the CCD detector,
generates the test samples, reduces the error through the algorithm and outputs the speed data.

The workflow of the navigator is shown in Figure 4.
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6.2. Design of Hardware In-The-Loop Simulation System

dSPACE real-time simulation platform is an ideal tool for a current hardware in-the-loop
simulation system [31–35], with a rich and powerful interface. The integrated navigation hardware
in-the-loop simulation system consists of the following components: dSPACE real-time simulation
platform, angle measurement sensor, velocity measurement sensor, navigation computer, performance
evaluation computer, data storage device, Mars image simulator, Sun/star spectrum simulator and the
corresponding software.

Considering the universality and flexibility of the hardware in-the-loop simulation system and the
portability of the algorithm, the software is designed based on a common development environment
and it is convenient for secondary expansion. Hardware in-the-loop simulation system software
includes: deep space dynamics simulation software, navigation image simulation software, navigation
image acquisition and processing software, Sun/star spectrum simulation software, spectral acquisition
and processing software, angle navigation software, velocity navigation software and integrated
navigation software.

According to the function of the system, the whole system is divided into the following subsystems:
deep space dynamic environment simulation subsystem, angle navigation subsystem, velocity
navigation subsystem, integrated navigation subsystem and navigation performance evaluation
and display subsystem. The practicalities of hardware in-the-loop simulation system is shown as
Figure 5.

According to the functional design of the integrated navigation system, it can be divided into
the following components: deep space dynamic environment output module, navigation image
output module, navigation image acquisition module, angle navigation information extraction module,
Sun/star spectrum output module, velocity measurement navigation information extraction module,
integrated navigation filter estimation module, navigation performance evaluation and display module.
A hardware connection diagram of the system is shown in Figure 6.
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7. Simulation and Analysis

Based on the cruise phase of the Mars exploration mission, the integrated navigation method
proposed in this paper was analyzed by hardware in-the-loop simulation. The state parameters of real
orbit produced by simulation software and the initial parameters of the Mars probe in the heliocentric
ecliptic inertial coordinate system are shown in Table 1.
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Table 1. The basic orbit parameters.

Symbol Quantity

Initial state r = [60480784, 216398917, 6349369] km
v = [ −20.2006, 10.0324, −0.4970] km/s

Initial bias ∆r = [5000, 5000, 5000] km
∆v = [100, 100, 100] m/s

Initial time 2021-1-15 05:46:07 UTC
End time 2021-1-25 18:40:00 UTC

7.1. Observability Analysis

According to the observability theory in Section 5, observable results of different navigation
methods are shown in Table 2. The observable degree of angle navigation was worse than integrated
navigation, which means the navigation performance of integrated navigation was better than
angle navigation.

Table 2. Observability analysis results. LOS: Line of Sight; RRV: Relative Radial Velocity.

Navigation Methods Measurement Observable Degree

Angle navigation LOS to Sun and Mars 8.9684 × 10−11

Integrated navigation LOS to Sun and Mars
RRV to Sun and other two stars 8.2405 × 10−8

7.2. Accuracy Analysis of Intergrated Navigation

The parameters of the UKF algorithm are shown in Table 3. The influences of the gravitational
perturbations of the Sun, Mars and Earth, and the sunlight pressure perturbation were considered in
the simulation dynamical model. The planetary information was derived from DE421. The Hipparcos
and Tycho star catalogues were adopted to obtain data of the stars, and the catalogue numbers of the
two stars in the catalogues are 45348 and 172167.

Table 3. Simulation parameters.

Symbol Quantity

Step time 600 s
Bias of angle measurement 2 arc sec

Bias of velocity measurement 1 m/s

Unscented Kalman Filter (UKF) basic parameters
P =



10−6 0 0 0 0 0
0 10−6 0 0 0 0
0 0 10−6 0 0 0
0 0 0 10−2 0 0
0 0 0 0 10−2 0
0 0 0 0 0 10−2


Q = 10−20I6×6, R = 0.235× 10−10I6×6

α = 1, β = 2, κ = −3

The angle navigation simulation results are shown as Figures 7 and 8. The simulation results
showed that the accuracy of position estimation was 254.8198 km (3σ), and the accuracy of velocity
estimation was 4.3201 m/s (3σ). The integrated navigation simulation results are shown as Figures 9
and 10. The accuracy of position estimation was 114.5353 km (3σ), and the accuracy of velocity
estimation was 1.3133 m/s (3σ).
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Figure 7. Position estimate results of angle navigation. (a) Angle navigation estimation value of probe’s
position; (b) angle navigation estimation covariance of probe’s position.
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Figure 8. Velocity estimate results of angle navigation. (a) Angle navigation estimation value of probe’s
velocity; (b) angle navigation estimation covariance of probe’s velocity.
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Figure 9. Position estimate results of integrated navigation. (a) Integrated navigation estimation value
of probe’s position; (b) integrated navigation estimation covariance of probe’s position.
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Figure 10. Velocity estimate results of integrated navigation. (a) Integrated navigation estimation value
of probe’s velocity; (b) integrated navigation estimation covariance of probe’s velocity.

The performance of integrated navigation was better than angle navigation as the introduction of
velocity measurement, and the accuracy of velocity was evidently improved. This accorded with the
results of observability analysis.

8. Conclusions

In this paper, an integrated navigation method based on stellar spectra shift velocity measurement
is proposed. The observability of integrated navigation is better than traditional angle navigation. The
simulation results demonstrate that the proposed method has a better performance than traditional
celestial angle navigation. This research is a practical guide to the development and realization of the
autonomous integrated celestial navigation based on spectrum velocity measurement technology in
DSE. Furthermore, the integrated navigation system can combine other navigation methods according
to different stages of deep space exploration, such as combining radio navigation, X-ray pulsar
navigation during interstellar cruise, or autonomous navigation based on sequential images in the
landing stage.
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