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Abstract

:

Recent developments in unmanned aerial vehicles (UAVs) have led to the introduction of a wide variety of innovative applications, especially in the Mobile Edge Computing (MEC) field. UAV swarms are suggested as a promising solution to cope with the issues that may arise when connecting Internet of Things (IoT) applications to a fog platform. We are interested in a crucial aspect of designing a swarm of UAVs in this work, which is the coordination of swarm agents in complicated and unknown environments. Centralized leader–follower formations are one of the most prevalent architectural designs in the literature. In the event of a failed leader, however, the entire mission is canceled. This paper proposes a framework to enable the use of UAVs under different MEC architectures, overcomes the drawbacks of centralized architectures, and improves their overall performance. The most significant contribution of this research is the combination of distributed formation control, online leader election, and collaborative obstacle avoidance. For the initial phase, the optimal path between departure and arrival points is generated, avoiding obstacles and agent collisions. Next, a quaternion-based sliding mode controller is designed for formation control and trajectory tracking. Moreover, in the event of a failed leader, the leader election phase allows agents to select the most qualified leader for the formation. Multiple possible scenarios simulating real-time applications are used to evaluate the framework. The obtained results demonstrate the capability of UAVs to adapt to different MEC architectures under different constraints. Lastly, a comparison is made with existing structures to demonstrate the effectiveness, safety, and durability of the designed framework.
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1. Introduction


The majority of Internet of Things (IoT) applications require a number of computational tasks that cannot be performed locally on IoT devices due to the vast amount of data that are generated and need to be processed in real time. Because of their greater processing and storage capacity, external devices in centralized servers in remote clouds or at the edge are used to perform these IoT tasks, which require offloading operations. Connecting an Internet of Things network to a Mobile Edge Computing (MEC) platform, on the other hand, could be a challenging endeavor. The use of unmanned aerial vehicles (UAVs) is one possible solution to this issue. A survey concerned UAV-Enabled Mobile Edge Computing for IoT Devices can be found on [1]. Depending on their role in the network, UAVs can be used as fog nodes [2] or as relays to improve the connectivity of a wireless network [3]. In [4], a swarm of UAVs is employed in the fog layer to detect objects in real time videos.



UAVs with onboard computing resources can provide offloading services to nearby mobile users (MUs). Within the constraints of the available computing power, numerous strategies were proposed to reduce the processing time among MUs. While [5] offers a compute offloading strategy based on Deep Deterministic Policy Gradient (DDPG), Ref. [6] uses Reinforcement Learning (RL) to enhance the Quality-of-Service for each terminal user. Depending on the size and weight of the UAV, work offloading in UAV-enhanced edges can be challenging. Due to the influence that UAV-reliant networks may have on QoS and performance, it is vital that they be designed with energy efficiency in mind. The authors of [7] offer an approach that simultaneously optimizes the offloading of tasks and the UAV’s flying path. Two objective functions addressing energy-efficient offloading and safe path planning are proposed in [8] as part of a constrained multi-objective optimization problem for UAVs. The authors of [9] are primarily concerned with path planning under the paradigm of edge computing. In addition, the authors of [10] present an algorithm for creating a feasible task migration path, taking into account the migration distance between UAVs, the load condition of UAVs, and environmental characteristics. The authors of [11] describe a cloud-based motion planning method for coordinating the safe movement of a large number of mobile robots.



The mobility of UAVs and their ever-increasing computational power paved the path for their usage in a wide variety of novel applications. Recently, a significant amount of work and attention has been focused on their application in the support of mobile edge computing systems. Several different MEC systems that are aided by UAVs have been proposed [12]. On the other hand, it has been reported that a single UAV-based solution might not be adequate to complete the mission due to the limited life of its battery and the limited computing power it possesses. A swarm of drones has many advantages over a single drone, including increased reliability and decreased operation time. As a consequence, there has been a surge in the use of swarms of drones rather than a single drone. Dealing with a swarm of drones gives rise to a number of challenges that need to be addressed among which, are multi-agent systems, path planning, and formation control.



Multi-agent systems have received much attention from the scientific community in recent years. Multiple collaborating UAVs can complete more challenging jobs and achieve more complicated objectives than a single UAV. Various techniques and designs have been proposed in the literature, including behavior-based [13], virtual structure [14], potential field [15], and leader–follower [16,17,18]. In the centralized leader–follower (L-F) scenario, a “leader” agent has the reference motion that the other agents, “followers”, track it.  To facilitate collaboration, the leader conveys its state to the followers via an appropriate communication channel or link. Consequently, a leader’s failure will result in mission failure. The leader election is one of the recently researched challenges in leader–follower settings. In most cases, the leader is assumed to be a specific agent picked at the start of the job; this event is known as a static leader election. Ref. [19] offers a new leader election approach based on an adaptive/reliable network structure. Ref.  [20] offers a distributed leader election method that does not require direct inter-agent communication. For online leader election, the authors of [21] suggest a fully-decentralized adaptive technique capable of selecting the best leader among the existing leader’s neighbors on a regular basis. This author describes a distributed online leader election model. The swarm agents are adaptive to unexpected leader failure and changes in network topology.



In formation control, the motion of UAVs is tightly restricted to preserve the formation topology. Consensus algorithms have been explored extensively in the literature for this purpose [22,23]. Numerous control mechanisms were proposed for UAV formation control, with the underlying theory described in [24]. Ref. [25] suggests a second-order consensus algorithm to follow a specified external reference in their work, whereas [26] frames the formation control problem as a position control problem to be solved. In contrast, spacecraft formation vehicles use a mechanism for robust attitude control, as described in [23]. The prior control strategies were able to sustain the formation, requiring a position estimate for both the leader and the followers. In addition, communication limitations pertaining to the proposed typologies were not considered. A consensus-based attitude formation controller is utilized for this study. The formation topology is then preserved with minimal data interchange, and the controller is resilient to external disturbances.



Avoiding other UAVs and natural obstacles is essential for mission success and safe operation. There have been numerous proposed solutions to this problem. The avoidance of obstacles by unmanned aerial vehicles is examined in [27]. In [28], the methods of conflict identification and resolution for a multi-UAV collision-avoidance system are investigated. Therefore, a modified technique is given for tentacle construction and collision avoidance for multiple UAVs operating in unstructured environments. For use in the actual world without the assistance of a pilot, Ref. [29] developed a system that can automatically navigate and avoid obstacles. Moreover, Ref. [30] describes a decentralized control system based on behavior, which employs a sliding mode controller and artificial potential functions. Although other works have addressed the issue of avoiding obstacles when flying in a UAV formation, nobody has yet optimized the resulting trajectory.



This research offers a new paradigm for multi UAVs, one that makes distributed formation control operable across a wide range of MEC architectures, unlike previous work in [31,32,33,34]. Therefore, algorithms for optimal trajectory tracking, obstacle avoidance, and leader selection were incorporated into the resulting framework. The suggested framework removes the problems associated with conventional leader–follower development and produces better results. The following are the foundational requirements of the method we propose:




	
R1: Multi-agent systems (MAS): Multi-agent systems are computational systems composed of a large number of interacting computer elements known as agents. To take advantage of the decentralized structure of the multi-agent system, the agent must be provided with some autonomy. When we state that an agent is autonomous, we infer that it can collect data by interacting with other agents and its environment, and then make decisions based on this information.



	
R2: Formation control: According to the proposed method, swarms have a certain topology, such as a rectangle, a diamond, etc. This allows the formation topology to be maintained with little data sharing and makes the controller more resilient to external disturbances.



	
R3: Leader election: In centralized formations, there is often one leader of the swarm; nevertheless, if a single error happens, the entire mission is aborted. In this situation, the other agents must select a new leader.



	
R4: Obstacle avoidance: In centralized formations, there is often one leader of the swarm; nevertheless, if a single error happens, the entire mission is aborted. In this situation, the other agents must select a new leader.








The remainder is organized as follows: In Section 2, the system is introduced with a brief overview of graph theory and MEC architectures. The problem of path planning and obstacle avoidance is formulated in Section 3. Section 4 is dedicated to formation control. The formalization of the dynamic model using quaternions is described first. Then, a suitable SMC controller is developed to preserve the topology of the formation. Finally, the formation transformation for leader election is described. Section 5 examines the simulation results, proposing numerous scenarios and comparing performance. Section 6 presents conclusions and future potential work.




2. Preliminaries


2.1. Mec Architectures


Depending on the role of UAVs in the network, three distinct MEC topologies can be distinguished. In each scenario, the MEC server and MUs are the primary components, which are modeled as data analysis centers located closer to the users on the network’s edge. Using wireless networking and accessible communication technologies, links are built between the different users and servers. Internet is then used to link the MEC server to cloud-based data analysis centers [1].



	
Assisted MEC: This architecture is often used to provide services following a natural disaster or bombardment-related infrastructure damage. As depicted in Figure 1, the UAV assists mobile users by acting as an aerial MEC server-enabled base station. Each user transfers its computationally intensive activities to one or many UAVs for processing. Therefore, UAVs with long-lasting batteries and powerful CPUs are necessary for this architecture. In addition, this architecture is typically employed to satisfy QoS requirements by optimizing the overall energy consumed by the MUs.



	
Cellular-Connected MEC:Figure 2 illustrates these kind of architectures. During a mission, UAVs are viewed as aerial users with computationally intensive tasks, such as path planning and data analysis. Due to limited onboard processing capability, UAVs offload computation to an MEC server on a Ground Base Station (GBSs). In comparison to the previous architecture, the UAVs deployed in this manner have limited batteries and possessors, but they must conduct intense computation tasks.



	
Relayed MEC: As shown in Figure 3, the UAVs in this final architecture serve as relays to help the MUs in offloading their intensive computation tasks to the MEC server of the GBSs. Therefore, none of the UAVs include an MEC server. This architecture is intended to enable long-distance communication links between the MUs and the MEC server in the event that other regular links are interrupted.







2.2. System Presentation


The proposed framework consists of a swarm of UAVs assisting different MEC architectures in a distributed formation. We assume that only the leader is aware of the mission task and all possible formation types in the L-F approach. Followers are expected to collect data from other UAVs and the surrounding environment. The leader takes decisions on specific movements, planned trajectory, and allocation of tasks. The framework is constructed according to the flow chart shown in Figure 4.



The mission is first planned by the user, who specifies the departure and arrival points, the number of UAVs, the formation topology, and the employed MEC architecture. The path planning stage then generates the best path between the departure and arrival points. The control space is optimized, while some constraints in the output and state spaces are applied. This includes physical constraints, actuator limitations, and environment obstacles. Next, the formation control phase aims to preserve the formation’s topology and accommodate any topological variations caused by constraints. Both the leader and the followers have an autopilot system for attitude stabilization and trajectory tracking. As a result, the leader receives the required position to control command for the autopilot in order to arrive at the desired location. The main objective of the UAVs is to offload their computation tasks to/from the MEC server depending on the selected architecture. However, if a failure happens during the mission, the framework includes a safety stage to cope with it. If the leader is unable to complete the task, the followers elect a new leader. The technique seeks to select the most qualified UAV for leadership and switch topologies based on the number of remaining UAVs. Furthermore, if an external obstacle is detected, the leader instructs the followers to split the topology, avoid the obstacle, and return to the original topology.



In this study, we represent the network topology of the UAV swarm using graph theory notations. Nodes in an undirected graph represent network communication nodes, while edges represent communication links between nodes. In the case of UAV swarms, nodes represent individual UAVs and edges represent inter-UAV links, such as wireless communications or sensors. We assume that all communication links are bidirectional.




2.3. Graph Theory


Abstractly, an undirected graph   G = ( ν , ε )   is defined by a node set v with cardinality n, the number of nodes in the graph, and an edge set E comprised of pairs of nodes, where nodes   ν i   and   ν j   are adjacent if    {  ν i  ,  ν j  }  ∈ ε ⊆   [ v ]  2   . One special family of undirected graphs are tree graphs, denoted by the set  Γ , where all two-node pairs are connected by exactly one simple path, that is, a connected graph without cycles. A spanning tree of a graph is a tree sub graph that connects all vertices in the graph.



The neighborhood set   N (  v i  )   of a node   ν i   is composed of the set of nodes adjacent to   ν i  . The scalar   d = (  ν i  ,  ν j  )   is the minimum path length, induced by the graph G, between nodes   ν i   and   ν j  . The adjacency matrix of G is a positive matrix denoted by    G A  =  [  ω  i j  a  ]  ∈  R  n n    , where   ω  i j  a   represents the entry of the i-th row and j-th column of matrix   G A   with    ω  i j  a  = 1   if   ( i , j ) ∈ E  , and    ω  i j  a  = 0  , otherwise. The degree   δ i   of node   ν i   is the number of adjacent nodes. The degree matrix   G D   is a diagonal matrix with   δ i   at matrix element   ( i , i )  . We also define the diagonal matrix    G L   = d i a g {   ω 1 l  , … ,  ω n l   }    representing the status of the agent—if    ω i l  = 1  , then agent i is a leader. Otherwise, if    ω i l  = 0  , then agent i is a follower.



The Laplacian matrix graph is defined as   L =  G D  −  G A  ∈  R  n n    . It plays an important role in the dynamics of the network. An important feature of this matrix is that it is a (symmetric) positive semi-definite matrix. The spectrum is ordered as   0 =  λ 1   ( L )  ≤  λ 2   ( L )  ≤ … ≤  λ n   ( L )   . The interaction positive matrix G for the L-F formation is defined as follows:


  G =  G D  −  G A  +  G L  = L +  G L   



(1)







Based on graph theory, the L-F consensus’ desired trajectory for each agent can be given by:


          x ¯  i d  =  1   |   N i   |     ∑  j ∈  N i     (   (  x j  +  d  i j   )          i  follower         x ¯  i d  =  1   |   N i   + 1 |     (   ∑  j ∈  N i     (  (  x j  +  d  i j   )  + r +  d  i 0   )          i  leader        



(2)




where    d  i j   =  d  i 0   −  d  j 0     is the inter-distance. Once an observation is available, Equation (2) is reformulated based on the normalized interaction matrix   G ˜   as follows:


           x i  −   x ¯  i d       ⋮       x n  −   x ¯  n d       =  (  G ˜  ⊗  I 2  )        x i  −  x i d       ⋮       x n  −  x n d           



(3)







For this study, a normalized interaction matrix is considered for L-F formations as indicated in Equation (4):


      G ˜  =   (  G D  +  G L  )   − 1   · G      



(4)







Extra edges can be added to the proposed topology as shown in Figure 5. The added two edges and the same vertices constitute the graph    G e  =  ( ν ,   ( ϵ )  e  )   . Then,   G e   and   G ˜   yield:


      G ˜  = G +  G e      



(5)









3. Path Planning Stage


The main objective of the path planning stage is to generate the optimal path between the departure and arrival points. A collision avoidance system should often be incorporated into the control architecture to protect UAVs from causing damage to themselves and surrounding objects (other vehicles, persons, and infrastructures). Thus, obstacle avoidance techniques are used to tackle problems with trajectory optimization challenges. The majority of issues in the literature are addressed using dynamic programming, with trajectory optimization occurring throughout the challenge. In this study, however, the obstacle avoidance problem is seen as a Constrained Optimization (CM) problem, with the objective of optimizing the problem’s key parameters: the UAVs desired inter-distance (  d d  ) and the radius of the obstacle avoidance zone (  R  m a x   ).



Next, an energy-aware communication and computation resource is incorporated for the aim of minimizing the total energy consumption. First, the energy consumed by MUs and UAVs while processing tasks is included in the task processing energy consumption. According to capacitance theory [10], the processing energy consumption of an MU or UAV is mostly governed by the CPU performance of the electronic device. Secondly, the communication energy consumption is made up of the energy consumed by the MU’s offload task, as well as the energy consumed by switching topologies between UAVs. Finally, the problem of minimizing the energy consumption by engines and electronic devices is also considered. To summarize, the total energy consumption of all UAVs in the system during a time step t can be defined by Equation (6):


      E  U A V  t  =  ∑  n ∈ N    E  C o m , n  t  +  E  T r a n , n  t  +  E  F l y , n  t      



(6)




where:



  E  C o m  t   is the energy consumption for processing offloaded tasks of UAV n;



  E  T r a n  t   is the transmission energy consumption of MU m offload tasks to UAV n;



  E  F l y  t   is the flight energy consumption of UAV n.



The optimization procedure is guided by an aggregation of two objective functions, namely the minimal distance traveled (  e p  ) and the minimum energy (E). Consequently, the objective of this work is to minimize traveled distance and energy consumption, while avoiding obstacles and collisions. This can be formulated as follows:


        m i n     Φ =  ∫  0  T   (  e p T  · W ·  e p  +  E T  · Q · E )  d t       s . t .           E ≤  E  m a x            R ≥  R  m a x            d =  d d         



(7)




where W and Q are the weighting matrix. Traditional methods can be used to solve the problem. Karush–Kuhn–Tucker conditions are utilized because of inequality  limitations.




4. Formation Control Stage


4.1. UAV Model


Quadrotors are a subset of Vertical Take-off and Landing (VTOL) UAVs. Their ability to hover, move forward, and perform vertical takeoffs and landings make them nonlinear and under-actuated systems. This work supposes an attitude representation under quaternions approach to avoid singularities presented in Euler angle presentation. Let the unit quaternion   q  ( t )  ∈ H ,  q ¯   ( t )  ∈  R 3  ,  q 0   ( t )  ∈ R   be defined with:


     q  ( t )  =  q 0   ( t )  +  q ¯   ( t )  =  q 0   ( t )  +   [  q 1   ( t )  ,  q 2   ( t )  ,  q 3   ( t )  ]  T      



(8)




with    q 0   ( t )    a given quaternion and    q ¯   ( t )    the complex and    q 0   ( t )    the scalar parts of   q ( t )  . The unit quaternion should satisfy:


   q 0    ( t )  2  +   q ¯   ( t )   = 1  



(9)







Finally, the quadrotors dynamic model is:


   p ¨  = q ⊗  F m  ⊗  q *  +  g ¯   



(10)






   q ˙  =  1 2  q ⊗ w  



(11)






    ω ˙  b  =  J  − 1    ( τ −  ω b  ∗ J  ω b  )   



(12)







The quaternion derivative is derived based on the angular velocity   ω ( t )  . The designed control inputs are given by Equation (13) with   k T   as the thrust constant,   k D   the the drag constant, and l the distance from the motor axis to the quadrotors center of mass:


       U 1       U 2       U 3       U 4      =       k T   (  ω  1  2  +  ω  2  2  +  ω  3  2  +  ω  4  2  )        l  k T   (  ω  1  2  −  ω  2  2  −  ω  3  2  +  ω  4  2  )        l  k T   (  ω  1  2  +  ω  2  2  −  ω  3  2  −  ω  4  2  )         k D   ( −  ω  1  2  +  ω  2  2  −  ω  3  2  +  ω  4  2  )        



(13)







Based on Lyapunov stability analysis, the position and velocity control laws can be derived as indicated in [26] as follows:


      v d  =  c  1 P    e 1  +   p ˙  d      



(14)






      p ¨  =  e 1   ( I −  c  1 P  2  )  +  e 2   (  c  1 P   +  c  2 P   )  +   p ¨  d      



(15)




where    e 1  =  p d  − p   is the position error,    e 2  =  v d  − v   is the velocity error, and   c  1 P   ,   c  2 P    are positive constant coefficients.




4.2. Formation Control


After following the leader for the same or different altitude, the formation controller’s objective is to maintain the X-Y topology. This is accomplished by maintaining a specific distance d and angle  α  between the leader and each follower. Thus:


      d x  = −  (  X L  −  X F  )  cos  ψ L  −  (  Y L  −  Y F  )  sin  ψ L         d y  =  (  X L  −  X F  )  sin  ψ L  −  (  Y L  −  Y F  )  cos  ψ L      



(16)




where the X and Y coordinates of the desired distance are   d x   and   d y  , respectively. For the purposes of this study, an SMC controller is used to maintain formation topology in the face of external disturbances and environmental uncertainties. The x and y control errors should satisfy the following constraints:


      lim  t → ∞    ‖   e x   ‖ = ‖   d x d  −  d x   ‖ = 0         lim  t → ∞    ‖   e y   ‖ = ‖   d y d  −  d y   ‖ = 0      



(17)




where   d x d   and   d y d   are the desired distance in the X and Y coordinates, respectively.



For this purpose, first-order SMC is introduced. The time varying surface   S ( t )   is selected by   s ( e ; t ) = 0  , with:


     s  ( e , t )  =   (  d  d y   + λ )   n − 1   e     



(18)







Then, the derivative function is given by:


      s ˙  =  e ¨  + λ  e ˙         1 2   d  d y    s 2  ≤ − η ∣ s ∣     



(19)







Finally, the formation topology is controlled for each agent as follows:


       X ¨   F i   =   X ¨  L  +  λ x   (   X ˙  L  −   X ˙   F i   )          Y ¨   F i   =   Y ¨  L  +  λ y   (   Y ˙  L  −   Y ˙   F i   )      



(20)







Once the position control problem is solved, a transformation to attitude control can be obtained. This means a minimum sharing data between agents:


      θ  F i   =  θ L  +  λ θ   (   θ ˙  L  −   θ ˙   F i   )         ϕ  F i   =  ϕ L  +  λ ϕ   (   ϕ ˙  L  −   ϕ ˙   F i   )      



(21)




with    λ θ  > 0   and    λ ϕ  > 0   being selective gains for the formation control.




4.3. Formation Transformation


This section describes the scenario when one of the swarm agents unexpectedly fails. In such situations, the agent performs an emergency landing to avert crashes, and the other agents must switch their topologies. Additionally, when the failed agent is a leader, a leader election procedure is required. This is carried out as outlined in Algorithm 1.






	Algorithm 1 Leader Election



	N: Number of agents, A: list of N agents where each one has an   I D   from 1 to N,    T = { T ( N )  ,   T ( N − 1 )  ,   … , T ( 1 ) }  : list of N topology according to the agent’s number,   P ( T )  : list of N paths according to each topology.

	  1:

	
  i d L = 1  




	  2:

	
  L =  A  i d L    




	  3:

	
  Y = f ( B a t t , H e a l t h , M i s s i o n )  




	  4:

	
while true do




	  5:

	
       T  e x   = T  ( N )   




	  6:

	
       P  e x   = P  (  T  e x   )   




	  7:

	
      L = [  T  e x   , T ,  P  e x   , P , A , i d L ]  




	  8:

	
      A L L R e a d y = 0  




	  9:

	
    for   i ← 1   N 1 do




	10:

	
        if   i ≠ i d L   then




	11:

	
             s e n d ( i , r e a d y = f a l s e )   by L




	12:

	
             w a i t ( i , r e a d y ( i ) ) = t r u e   by L




	13:

	
             A L L R e a d y = A L L R e a d y + 1  




	14:

	
        end if




	15:

	
    end for




	16:

	
    if   A l l R e a d y = N − 1   then




	17:

	
        for   i ← 1   N 1 do




	18:

	
           if   i ≠ i d L   then




	19:

	
                 s e n d (  P  e x    ( i )  , i )   by L




	20:

	
           end if




	21:

	
        end for




	22:

	
        if   F a i l u r e = i d L   then




	23:

	
             I d Y = 0  




	24:

	
           for   j ← 1   N 1 do




	25:

	
               if   i ≠ i d L   then




	26:

	
                     S t a t  e i  = e l e c t i o n  




	27:

	
                     i d Y = m a x ( Y  (  A i  )  , I d Y )  




	28:

	
               end if




	29:

	
           end for




	30:

	
             L =  A  i d Y    




	31:

	
             i d L = i d Y  




	32:

	
        end if




	33:

	
          A . r e m o u v e E l e m e n t (  A  F a i l u r e   )  




	34:

	
          N = N − 1  




	35:

	
    end if




	36:

	
end while














First of all, a set of N UAVs are identified from 1 to N. The desired topology (T) depends on the UAVs number. Each topology has its related paths (  P ( T )  ). The head of the UAV list (  A 1  ) is considered a leader L. The leader is supposed to have the knowledge about: the UAVs IDs, the desired topology (  T  e x   ), path (  P  e x   ), and all the possible paths and topologies (P and T). The performance function (Y) depends on the battery remaining time, the UAV’s health (i.e., no failure presented), and the percentage of mission executing.



The leader sends a ready message to all UAVs before the mission to determine whether or not they are prepared (line 9). Once all UAVs are operational (line 15), the leader follows the reference path and maintains formation topology (line 18).



A test loop is required during the mission to test the state of each drone. If one of the UAVs fails (line 21), an emergency landing occurs to avoid a crash. Depending on the failing agent, one of two scenarios can occur. If the failing agent is a leader, the election procedure begins (line 25), and the agent with the best performance (Y) is chosen as the leader (line 26–31). If the failing agent is a follower, it will be deleted from the list of UAVs (line 32). Depending on the number of remaining UAVs, the intended topology will be switched in both scenarios (return to line 3).





5. Simulation Results


The simulation results for quadrotor creation using Matlab/Simulink are shown in this section. Many scenarios have been run based on formation control and the many limitations that can occur during a mission. All of the following scenarios make use of four quadrotor UAVs. The communication lines between all of the UAVs are expected to be secure. The goal is for all of the UAVs to be able to switch formations at any time. A summary of the simulated cases is provided below:




	
Scenario 1: In this scenario, UAVs are deployed as fixed-position stationary nodes that serve as communication relays. Four UAVs under rectangular topology take off from various points and fly to a predetermined altitude. The goal is to keep the optimal fixed position for maximum network connectivity.



	
Scenario 2: The mission to be executed during this scenario is that every UAV acts as an aerial MEC server. Nonetheless, one of the swarm agents has an unanticipated engine failure. The remaining UAVs must address this situation. Leader selection and topology switching are implemented.



	
Scenario 3: The third scenario simulates the UAVs as mobile nodes in a Cellular-Connected MEC. Each UAV is designed to follow a desired path with different hovering positions to serve for IoT devices. The Swarm must travel to its intended destination while avoiding external obstacles and agents collisions.








5.1. Scenario 1: Relayed MEC


This scenario aims to test the ability of the designed framework to deploy the UAVs in a Relayed MEC. For this case, no leader is designed, and all the UAVs have knowledge about the desired path to follow. The UAVs from 1 to 4 start from the initial positions    F 1   ( 0 )  =   [ 10 ; − 10 ; 0 ]  T   ,    F 2   ( 0 )  =   [ − 10 ; − 10 ; 0 ]  T   ,    F 3   ( 0 )  =   [ − 10 ; 10 ; 0 ]  T    and    F 4   ( 0 )  =   [ 10 ; − 10 ; 0 ]  T   , respectively, and meet each other at an altitude   z = 10 m  , while keeping a rectangular separation of 10 m. An extra edge controller is added to assure the convergence over the meeting points.



Figure 6 illustrates the success of UAVs in relaying MUs to the MEC server, as all quadrotors were able to reach the intended offloading spots and cover the entire proposed region. The formation errors between UAVs 1–2 and 3–4 converge to zero in less than six seconds. Due to the synchronization of the altitude control for all swarm agents, the error in altitude is kept at zero throughout the course of the mission. Such position hold accuracy, while preserving separation distances, would assist MUs in offloading their computationally intensive tasks and preventing connection overlap.




5.2. Scenario 2: Assisted MEC


In this scenario, the swarm is supposed to start from the following positions:    F 1   ( 0 )  =   [ 50 ; 0 ; 0 ]  T   ,    F 2   ( 0 )  =   [ 40 ; − 10 ; 0 ]  T  ,    F 3   ( 0 )  =   [ 60 ; − 10 ; 0 ]  T   , and    F 4   ( 0 )  =   [ 50 ; − 20 ; 0 ]  T   . Every UAV is denoted as an MEC server to mobile users among its trajectory. For the mission, the leader is to achieve the desired point    P f   (  x 0  ,  y 0  ,  z 0  )  =   [ 50 ; 100 ; 10 ]  T   . The swarm is supposed to hold the diamond topology with a separation distance of 10 m between the agents. At   t = 25   s, an engine failure occurs to the leader. According to Algorithm 1, the leader lands to avoid the crash, a new leader is then elected, and the formation is switched from diamond to triangular. Depending on the elected leader, three possible cases can be carried out:



5.2.1. Case 1


Let us suppose that Follower 1 is elected as a new leader. As depicted in Figure 7, the swarm was able to switch its topology from diamond to triangular immediately following the leader’s emergency landing. Figure 8 demonstrates that the position transfer between the new leader and Follower 2 took only 5 s, but the separation distance between the new leader and Follower 3 (10 m) was strictly observed during the switching process. After t = 30 s, the new triangular topology was totally established.




5.2.2. Case 2


In this case, Follower 2 is supposed to be elected as a new leader. Figure 9 and Figure 10 illustrate the simulation case. The obtained results are similar to those obtained in the first case. The triangular topology was achieved in t = 30 s, and the position’s switching between the new leader and Follower 3 was made in 5 s. The separation distance between the new leader and Follower 1 was also maintained during the switching operation (Figure 10).




5.2.3. Case 3


For this last case, Follower 3 is supposed to be elected as the new leader. As shown in Figure 11, Follower 3 is positioned behind the leader, thus, there is no need to switch positions. Figure 12 demonstrates that the separation distance was maintained with Follower 3 and Follower 1 with high accuracy.





5.3. Scenario 3: Cellular-Connected MEC


The UAVs in this scenario are considered as mobile nodes in a cellular-connected MEC server. The four UAVs are supposed to start from the following positions:    F 1   ( 0 )  =   [ 50 ; 65 ]  T   ,    F 2   ( 0 )  =   [ 60 ; 75 ]  T   ,    F 3   ( 0 )  =   [ 50 ; 85 ]  T   , and    F 4   ( 0 )  =   [ 40 ; 75 ]  T   . The leader’s objective is to get to the target spot:    P f   (  x 0  ,  y 0  )  =   [ 50 ; 15 ]  T    and avoid the obstacle (R = 10 m) situated at    O 1   (  x 0  ,  y 0  )  =   [ 50 ; 50 ]  T   . The agents are separated by 10 m. The diamond configuration is expected to be held by the swarm. Otherwise, it is possible to split the topology, avoid the obstacles, and go back to the initial formation.



In order to conserve energy, the swarm was able to circumvent the circular barrier by forming a distributed configuration (Figure 13). The swarm was split into two teams, each with two leaders: one created by the original leader and follower 1, and the other by follower 2 (new leader) and follower 3 (Figure 14). The formation error of teams 1 and 2 is shown below. It can be seen that the separation distance (10 m) between the two UAVs was respected with excellent precision in both the x- and y-directions. This demonstrates the formation controller’s excellent performance.



Table 1 summarizes the results of the previous scenarios. As previously demonstrated, the UAV swarm proved capable of enabling diverse MEC topologies and accommodating all possible constraints. While tracking the created path with the least possible error/delay, the convergence time was very reasonable. The architecture is also ideal for long-range missions due to the energy consumption strategy.




5.4. Comparative Study


To show the usefulness of the proposed framework, a comparison with state-of-the art methods was conducted. The comparison of the architectures’ key features is presented in Table 2, from which we can deduce that our suggested framework constitutes a comprehensive effort in comparison to other current works. First, the distributed architecture solves the shortcomings of the centralized architecture since leader and follower interaction is taken into account. In addition, the algorithms utilized for path planning and formation control are user-friendly, suitable for a large number of robots, and can be implemented within an embedded system. Our framework is the only one that has strengthened safety precautions by including a leader election process.



In addition, the performance of formation control results may be found in Table 3. We can argue that the employment of attitude-based control based on SMC controller has significantly enhanced the L-F configuration’s precision, speed, and stability.





6. Conclusions


The issue of multi-UAV-enabled MEC architectures in a distributed formation was investigated in this study. In the case of centralized UAV formation, the leader is the sole agent who is fully aware of the mission’s details. As a result, every probable failure has an impact on mission execution. To overcome this issue, a new framework of quadrotors with a distributed L-F configuration was presented. The framework is divided into several stages, each of which takes into account the relationship between the leader and the followers. Throughout the formation control stage, a consensus-based attitude control was used to maintain the formation topology with minimal data sharing. An SMC controller was used to monitor the optimal generated path with the minimum possible error/delay. During the trajectory generation phase, a collaborative obstacle avoidance technique was developed for safety and to accommodate the multiple environmental constraints. The swarm’s agents were able to switch topology, avoid obstacles, and return to the desired formation without colliding. Furthermore, in response to an agent’s unexpected death, the agents were able to elect new leadership. The leader election phase was designed to indicate topological changes caused by external obstacles. In comparison to the vast majority of comparable suggested works, all produced results were deemed satisfactory. Although this study focused on the use of UAVs under various MEC architectures, the technical computing approach can be generalized and applied to many other IoT specifications and access control strategies, such as networking and data gathering approaches, educational platforms, healthcare systems, transportation services, and many other real-world applications. Therefore, incorporating the proposed architecture into an MEC-based real-world application would be an intriguing endeavor.
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Figure 1. Assisted MEC architecture. 
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Figure 2. Cellular-Connected MEC architecture. 
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Figure 3. Relayed MEC architecture. 






Figure 3. Relayed MEC architecture.



[image: Sensors 22 07243 g003]







[image: Sensors 22 07243 g004 550] 





Figure 4. Proposed framework for UAVs swarm monitoring under distributed L-F formations. 
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Figure 5. Leader–follower formation topology. 
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Figure 6. Relayed MEC under distributed formation. 
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Figure 7. Leader election Case 1. 
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Figure 8. Leader election Case 1—tracking errors. 
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Figure 9. Leader election Case 2. 
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Figure 10. Leader election Case 2—tracking errors. 
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Figure 11. Leader election Case 3. 
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Figure 12. Leader election Case 3—tracking errors. 
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Figure 13. Obstacles avoidance. 
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Figure 14. Obstacles avoidance tracking error. 






Figure 14. Obstacles avoidance tracking error.



[image: Sensors 22 07243 g014]







[image: Table] 





Table 1. Performance results.
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	MEC Architecture
	Relayed
	Assisted
	Cellular-Connected





	Convergence time (s)
	10
	50
	120



	Traveled distance (m)
	10
	70
	80



	Total energy consumption (%)
	5
	15
	20
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Table 2. Article architecture comparison.
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Author

	
Wu et al. (2020)

	
Wen et al. (2019)

	
Tran et al. (2021)

	
Proposed Framework






	
Formation

	
Centralized

	
Decentralized

	
Distributed

	
Distributed




	
Vehicle

	
Type

	
UAV

	
UGV

	
UAV/UGV

	
UAV




	
Number

	
8

	
4

	
3

	
4




	
Path planning

	
PSO

	
APF

	
NI

	
CO




	
Formation control

	
Strategy

	
Position consensus

	
Position consensus

	
Velocity consensus

	
Attitude consensus




	
Controller

	
MPC

	
Robuste H ∞

	
NI

	
SMC




	
Safety precautions

	
N/C

	
Switching

	
Switching

	
Switching/Leader election
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Table 3. Formation control performance comparison.
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Author

	
   Wu et al. (2020)   

	
  Wen et al. (2019)  

	
  Tran et al. (2021)  

	
     Proposed Framework     






	
Rise time (s)

	
5

	
3

	
5

	
4




	
Over shoot %

	
0

	
0

	
5

	
0




	
Setting time (s)

	
10

	
5

	
10

	
5




	
Switching time (s)

	
N/C

	
4

	
5

	
1




	
Tracking error (m)

	
x

	
N/A

	
0.3

	
0.1

	
0.05




	
y

	
N/A

	
0.3

	
0.1

	
0.05
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