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Abstract

:

In this study, a non-linear hue–wavelength (H-W) curve was investigated from 400 to 650 nm. To date, no study has reported on H-W relationship measurements, especially down to the 400 nm region. A digital camera mounted with complementary metal oxide semiconductor (CMOS) image sensors was used. The obtained digital images of the sample were based on an RGB-based imaging analysis rather than multispectral imaging or hyperspectral imaging. In this study, we focused on the raw image to reconstruct the H-W curve. In addition, several factors affecting the digital image, such as exposure time or international organization for standardization (ISO), were investigated. In addition, cross check of the H-W response using laser was performed. We expect that our method will be useful as an auxiliary method in the future for obtaining the fluor emission wavelength information.
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1. Introduction


In this study, we attempted to obtain a hue–wavelength (H-W) relationship by using a digital image. Color image processing was performed using a digital camera based on CMOS sensors covered by a Bayer color filter array (CFA). The photographed digital images were stored in trichromatic values. Red (R), green (G), and blue (B) filters were implemented on the CMOS sensor devices, and the data were saved in the form of raw RGB. The RGB space was defined by the Commission Internationale de l’Eclairage (CIE, International Commission on Illumination) in 1931 [1,2]. CIE RGB is the most common RGB space, and it is used today as a standard to define colors and as a reference for other color spaces such as a standard RGB (sRGB) or adobe RGB format through further processes. In addition, CIE also defined the XYZ color space, which was one of the first mathematically defined color spaces. By combing the (R, G, B) values, a broad array of colors in the visible region can be reproduced. Alternatively, hue (H), saturation (S), and value (V) are other representations of a color space. Once the RGB values are determined, they can be converted to HSV values. According to the HSV model, color is defined by a non-linear mathematical transformation rather than a simple combination of adding or subtracting the primary (R, G, B) colors [3]. Physically, H is directly related to wavelength. If the RGB values of each pixel in the digital image are known, then the H value information can be obtained, and the corresponding wavelength can be extracted. In this way, data in raw RGB format for each camera is saved, and data can also be saved in sRGB or adobe RGB format through pre-processing.



H is determined by the dominant wavelength of the (R, G, B) colors. The formula for converting RGB to HSV is as follows [2,3,4,5]:


  H =  {     θ      360 − θ          if   B  ≤ G        if   B  > G        



(1)






  θ =   cos   − 1    {     1 2   [   (  R − G  )  +  (  R − B  )   ]       [     (  R − G  )   2  +  (  R − B  )   (  G − B  )   ]    1 / 2      }   



(2)






  S = 1 −  3   (  R + G + B  )     [  min  (  R , G , B  )   ]   



(3)






  V =  1 3   (  R + G + B  )   



(4)







Our aim was to investigate the H-W relationship using the CMOS RGB-based image sensor technology. In previous studies conducted using CMOS or Foveon sensors [6,7,8], the H-W relationship was measured in the wavelength region from 500 to 650 nm. However, to date, no measurement has been reported down to the 400 nm region [9,10,11]. We are interested in this wavelength region because the optimal operating range of a photomultiplier tube (PMT) used in high-energy physics usually lies in this wavelength band. Therefore, we focused on the H-W curve itself to cover the whole range of wavelengths from 400 to 650 nm.



A digital image in color space was captured by a CMOS Bayer CFA-based digital camera. Each pixel usually only has three RGB bands in the visible spectrum. The three bands are limited to observing the scene in the photograph and generally do not provide sufficient information about the external or internal components of the material. To overcome these shortcomings, multispectral imaging (MSI) or hyperspectral imaging (HSI) were developed [12,13,14]. MSI collects data in a small number of spectral bands. HSI is a superset of MSI and is a continuous spectrum with a higher spectral resolution. Absorption, reflection, and fluorescence spectral data have been added to the HSI, allowing for a more accurate analysis and understanding of micro- and nanoscale spectral features. However, in this study, RGB analysis was enough to reconstruct the digital image.




2. Digital Image Sensor Technology


2.1. CMOS Bayer CFA and Foveon Image Sensor Technology


In our study, we used a digital single lens reflex (DSLR, Canon EOS D series, Tokyo, Japan) camera equipped with a CMOS image sensor. Each pixel of most commercial CMOS image sensors is covered by a CFA and receives only a specific range of wavelengths. In the CFA configuration, each pixel captures just one color among R, G, or B. The other two missing color values are estimated from the recorded mosaic data of the neighboring pixels. This interpolation process is called demosaicing (or demosaicking) [15,16,17]. Numerous demosaicing algorithms have been proposed, and one example is shown in Figure 1a. Furthermore, various integration technologies of CFA-based CMOS image sensor have been developed [18,19,20,21,22]. Nevertheless, due to the lack of information during the demosaicing process, the original color cannot be fully expressed [23].



As another configuration, Foveon X3 technology has been developed, as shown in Figure 1b. In the Foveon method, three photodetectors are stacked at each pixel location. Each of the photodetectors is tuned to capture a different color: one dedicated to red light, one to green, and one to blue. As a result, Foveon image sensors capture three colors at every pixel. Compared to the Bayer CFA, the Foveon image sensor delivers a very smooth color reproduction [7,8]. However, we did not use this image sensor technology in this study. As already mentioned, in the neutrino experiment, there is no need to distinguish the wavelength of light down to the few-nanometers scale. The optimal wavelength of a bi-alkali PMT is approximately 400~450 nm, and when the neighboring light enters, the PMT can generate a signal, which is subsequently amplified. Therefore, even if a specific wavelength is not used, the wavelength band value is sufficient for the image analysis.



Figure 1c shows the mapping between wavelength and hue for the Canon camera employing a CMOS sensor based on CFA technology [6,7,8]. This graph shows several features. There are plateau regions in the wavelength in range of 530~560 nm and over 600 nm. At the near end of wavelengths 530~560 nm, a step-like H-W response is evident. These features are a direct result of the CFA color filters used in the CMOS sensor. The CFA arrangement made these patterns in the H-W curve. At 120° hue (wavelength ~560 nm), only the pure green component exists. Because neither blue nor red filters transmit significantly in this region, the plateau naturally occurs. The sharp drop of hue to 0o over wavelength 620 nm is also due to the properties of the CFA color filters. Since the nature of the H-W response of CFA color filters does not allow wavelengths of a few nanometer to be distinguished, it should be used with caution in certain wavelength ranges.



Figure 1d shows the H-W relationship of the Foveon image sensor technology [7,8]. The curve shows a smooth monotonic decrease in hue with wavelength. This provides a good relationship for wavelength discrimination, particularly between 500 and 600 nm. The thickness of the line includes uncertainties that appear when the amount of light entering all the cameras is adjusted. The H-W curve is not highly sensitive to the amount of light. The curve at the extreme end of the wavelength shows a peak due to the poor camera response at the infrared (IR) cut-off filter beyond 675 nm. Unlike the CMOS CFA technology, the Foveon curve did not show any step-like H-W response. This indicates that the H-W curve can be a good candidate to decode color images, especially those of a monochromatically illuminated particle using this image sensor.




2.2. Image Processing Pipeline and Raw Image Analysis


When taking a picture, the pipeline process plays a key role in creating a digital color image, as shown in Figure 2. An image pipeline is a set of components consisting of several distinct processing blocks. All the processes can be grossly classified into two categories, such as raw image and joint photographic experts group (jpeg) image. Initially, the raw image data are saved. Aperture, shutter speed, and international organization for standardization (ISO) number affect these raw data. Referring to a camera, ISO means standards of measurement. Raw images are the minimally processed data obtained from the CMOS image sensor of the camera. Basically, the raw data contain information about the amount of light captured by each pixel [24,25].



After the raw data are created, various processes are implemented to develop jpeg images. During the demosaicing process, a Bayer filter is applied to the data received by the camera. Since a pixel has only one value (R or G or B), all the three values are applied to all the pixels through interpolation. The missing color channels of the raw mosaiced images are estimated from a CFA to reproduce full-color images. This is an essential process for single-sensor digital cameras.



Since the RGB value obtained from the camera is the value from the sensor and not the real color seen by the human eye, it is necessary to process it to make it similar to the color seen by the human eye. The outline for this process is as follows:


                               [         R             G             B         ]    sRGB   = M    [         R             G             B         ]    raw ,      








where M represents a matrix for converting the raw RGB color space through the CIE XYZ color space to a standard RGB (sRGB) color space [26]. The above is expressed in matrix form to imply the conversion of raw RGB to sRGB. The sRGB is an international standard RGB color space adopted by all general software and hardware, such as displays, printers, and digital cameras. In this process, the color is reconstructed by adjusting the white balance; that is, the original raw data are reconstructed into a color suitable for a digital camera image output. The above conversion processes are performed through a (3 × 3) matrix. Simultaneously, the camera RGB values with negative values on the CIE XYZ color space are adjusted. In addition, brightness, contrast, saturation adjustment, gamma correction, and noise reduction are performed. Through these complicated processes, the RGB values are finally corrected to a color similar to that seen by the human eye. Finally, a jpeg image is created. The jpeg image represents a lossy compressed data format created by down-sampling, discrete Fourier integral transformation, and encoding processes. The R, G, and B values of each pixel are stored in a color look-up table with a scale of 256 in 8-bit digital camera case. However, the corrected color is only a similar color and is not exactly the same as the color visible to the human eye. For this reason, we used the raw data, which were sufficient for our analysis purposes.





3. Experimental Set-Up


3.1. Light Source and Diffraction Grating


Figure 3a shows a simple experimental setup for generating light and taking pictures with a digital camera. A light emitting diode (LED, manufacturer: JPL International CO. LIMITED, VL-110, Shenzhen, China) source that simultaneously generated wavelength in the whole range from 400 to 650 nm was used. An optical aperture and a collimator were used to maximize the light passing through the diffraction grating. Significant efforts were invested to prevent external background or stray lights from entering the camera lens. The position of the diffraction pattern changed depending on the wavelength of the incident light, as shown in Figure 3b. At both the ends, the intensity of light was weak, and thus, special care was needed. We measured a distance (Y) from the right central white image to the left each color band in Figure 3c. If we know this value, then we can obtain an angle (θ) between the normal line of the ray and the diffraction image. From this, we can calculate the wavelength using the formula dsinθ = mλ, where d is the diffraction grating slit separation, and m is the diffraction order with an integer. When m = 0, which is the center of the beam axis, there is no chromatic dispersion, and only the incident white light is visible. If the grating has N lines per meter, then the grating spacing is given by 1/N. Further, m is called the spectrum order. For m = 1, we have the first diffraction maximum. When drawing the H-W curve, the wavelength bin size was set to 2 nm. A V cut was applied to separate the diffraction pattern and the background. Finally, the H values were obtained from the diffraction images using the Equations (1)–(4).




3.2. Comparison of Theoretical Diffraction Curve and Experimental Measurement


Since it is crucial to determine the wavelength according to the distance, we checked it using laser modules with wavelengths of 440 and 638 nm. We compared the theoretical diffraction fringe positions with the actual laser module positions produced by the images. As shown in Figure 4, the angle can be precisely measured with almost no difference. Several factors can be considered as the cause of this small difference. First, it can originate from the inaccuracy of the diffraction grating spacing. Currently, a diffraction grating with 1 line per 1205 nm is used. Second, the measurement of the distance between the screen center and the diffraction grating may be inaccurate. In our case, this distance was maintained at 50 cm, and careful efforts were made to measure with the maximum possible precision.





4. Investigation on Various Factors Affecting H-W Curve


4.1. Captured Area and H Distribution


Figure 5 shows one of the H distribution in each region from the inside to the outside of the raw image. A1 region is the central part of the image, and it was bright compared to other region. As shown in Figure 5b, a tail on the left side was caused by the saturated pixels in the H distribution; thus, it was not used for the analysis. In Figure 5c,d, the H peak distribution is shown in the A2 and A3 regions outside A1. However, the resolution of the H distribution worsens as the distance from the center is increased. Initially, in the jpeg image, we thought that there would be no H value in the A4 region when viewed with naked eye. However, in the raw image, the H value was present although it was not a sharp H peak distribution, as shown in Figure 5e. R, G, and B values were mixed here. The background was placed at the bottom of the H distribution. Furthermore, for a longer exposure time, a larger saturated area is obtained, and this corresponds to the A1 region. The H distribution in this saturated region exhibits a tail instead of a normal distribution, as shown in Figure 5b. In other words, it is necessary to determine the selection area for the final analysis according to the H distribution.




4.2. Investigation Related to Intensity


	(1)

	
Exposure time and saturation







In the case of jpeg images, it is impossible to compare the brightness or intensity of each image because it already has standardized RGB values. When a raw image is used, the maximum amount of charge is determined for each camera pixel. Therefore, when light of a certain intensity or more is incident, saturation occurs at a certain value. We checked for saturation according to exposure time. The Canon EOS 450D camera (manufacturer: Canon, Tokyo, Japan) used in this study exhibited the maximum charge value of 14,605 in each pixel, as shown in Figure 6. Therefore, a pixel value higher than this number can be considered saturated. As the exposure time was increased, the number of saturated pixels increased. Furthermore, near the laser light center, the color filter efficiency and the number of saturated pixels also increased.



	(2)

	
Exposure time and H value







In the jpeg image case, the H distribution shifted and changed up to 30 completely depending on the exposure time or brightness because the H value changes during color conversion, white balance, or gamma correction. We checked that the peak H value showed a uniform distribution regardless of the exposure time in the case of raw images. However, a shorter exposure time resulted in a poor resolution of the H distribution. In the case of an excessively dark image, only the background could be seen. Figure 7 shows the images captured while changing the exposure time from 0.05 to 30 s.



	(3)

	
ISO number and H value







ISO refers to the degree to which a signal is amplified during the digitization process [27]. Under the same conditions, the higher the ISO number, the brighter the picture. By adjusting ISO number, even in low light or dark places, we can take pictures with some brightness. However, a higher ISO number led to an equally higher noise. Variations in the H values were evaluated by changing the ISO values to 100, 200, 400, and 1600. For the pixels that had no saturated area and exhibited a certain brightness, the corresponding average H value for the entire pixel did not change significantly in the wavelength region from 400 to 650 nm.





5. Results


5.1. H-W Result Curve from LED


We used a Canon EOS D series camera with a CMOS image sensor in our study. Figure 8 shows the H-W mapping relationship using LED source for the wavelength from 400 to 650 nm. A monotonic decrease was evident, which is a typical characteristic of the CMOS CFA color filter in the H-W response curve, as mentioned in Section 2.1. Based on our LED inputs, the H value was changed with a smooth slope. Unlike the previous results that were mainly obtained in the G and R regions, as shown in Figure 1a, our measurement was expanded to the B region down to 400 nm. Due to the intrinsic limitations of the CMOS sensor, the camera was not sensitive below 400 nm [28]. Below this wavelength region, color images were not properly reconstructed. Therefore, special attention was required, or a camera dedicated to the ultraviolet (UV) region must be used in this wavelength region. Furthermore, over 650 nm, it was not possible to obtain the H-W relationship. The difference in conversion from H to W was excessively small such that it was difficult to distinguish the neighboring values. To measure this region, we need to use a camera with a sensor sensitive to the red or IR side. Figure 8 shows that overall the H-W relationship was highly non-linear, as we expected. The gray band represents the uncertainty due to the beam size we used and when the exposure time was doubled. In addition, much care was taken to reduce uncertainty caused by reflections on the screen. In order to reduce the error band, more collimated and higher-intensity sources should be used on the blue side. Below 400 nm, the error band is relatively large compared to that in the other ranges because of the poor camera response.




5.2. Investigation of the H-W Response Using Laser


Next, the determined H-W curve was cross-checked to assess its validity. The H values for several wavelengths were investigated using 375, 405, 440, and 473 nm laser modules. Among them, the 375 nm light source did not respond to the camera used in this study. At 405, 440, and 473 nm, the peak H values were approximately 240, 234, and 221, respectively, which remained unchanged irrespective of the exposure time. In addition, the output intensity of the 405 nm light was noticeably weak because of the intrinsic response of the camera. The three points matched the H-W curve very well within uncertainties, as shown in Figure 9.





6. Conclusions


We investigated the H-W relationship using a digital camera based on the CMOS sensor technology. To date, the H-W relationship in the red or green color bands has been relatively well-measured. However, no measurement results in the blue region or below 500 nm have been reported. Most of the signals generated in experimental particle physics or neutrino physics are read by a PMT, and the maximum QE of bi-alkali PMT lies in the blue region (400~450 nm). This is the reason why we are interested in the blue region of the wavelength and pay attention to the corresponding H-W relationship. There are two types of image sensors. One is CMOS CFA-based sensor technology, while the other is Foveon-based sensor technology. In our study, a camera employing CMOS sensors technology (Canon EOS D series) was used, and this was adequate for our purpose of using bi-alkali PMT-based experiment. Further investigations using Foveon-based cameras will be performed in the future.



If the RGB value of each pixel is known, then the HSV value can be obtained from this known RGB information. Subsequently, the H value can be converted to wavelength when the information contained in the HSV color space is converted to a visible light spectrum. An H-W curve was measured at wavelengths down to 400 nm using an LED; that is, the H-W measurement area was expanded down to the boundary between the visible and UV regions. However, our camera did not respond to the UV region. The response of the CFA of the CMOS sensor was obtained as an H-W mapping curve. A monotonously decreasing H-W curve is one of the main characteristics of the CMOS CFA-based image sensor. In addition, several factors affecting the H-W response were investigated.



In our future studies, this H-W relationship will be utilized to estimate as well as distinguish the color and wavelength of an image. Our method is anticipated to be used to obtain the emission wavelength information of a fluor dissolved in a liquid scintillator. By analyzing the images taken by digital camera or even mobile phone camera, it is possible to estimate the fluor emission spectrum in the visible wavelength region. This method can potentially replace the conventional expensive spectrophotometry techniques.







Author Contributions


Conceptualization, K.-K.J. and J.-Y.C.; methodology, J.-Y.C.; software, J.-W.C.; validation, H.-W.P.; formal analysis, J.-Y.C.; investigation, H.-W.P.; resources, N.-R.K.; data curation, H.-W.P. and J.-W.C.; writing—original draft preparation, H.-W.P. and J.-Y.C.; writing—review and editing, K.-K.J. and J.-Y.C.; visualization, J.-Y.C.; supervision, K.-K.J. All authors have read and agreed to the published version of the manuscript.




Funding


This research received no external funding.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


Not applicable.




Acknowledgments


This work was supported by grants from the National Research Foundation (NRF) of the Korean government (2022R1A2C1006069, 2022R1A5A1030700).




Conflicts of Interest


The authors declare no conflict of interest.




References


	



CIE. Commission Internationale de l’Eclairage Proceedings; Cambridge University Press: Cambridge, UK, 1931. [Google Scholar]

	



Smith, T.; Guild, J. The CIE. colorimetric standards and their use. Trans. Opt. Soc. 1931, 33, 73–134. [Google Scholar] [CrossRef]

	



Smith, A.R. Color Gamut Transform Paris. ACM Siggraph Comput. Graph. 1978, 12, 12–19. [Google Scholar] [CrossRef]

	



Chernov, V.; Alander, J.; Bochko, V. Integer-based accurate conversion between RGB and HSV color spaces. Comput. Electr. Eng. 2015, 46, 328–337. [Google Scholar] [CrossRef]

	



Gonzalez, R.C.; Woods, R.E. Digital Image Processing; Pearson: London, UK, 2018. [Google Scholar]

	



de Oliveira, H.J.S.; de Almeida, P.L., Jr.; Sampaio, B.A.; Fernandes, J.P.A.; Pessoa-Neto, O.D.; de Lima, E.A.; de Almeida, L.F. A-handheld smartphone-controlled spectrophotometer based on hue to wavelength conversion for molecular absorption and emission measurements. Sens. Actuators B 2017, 238, 1084–1091. [Google Scholar] [CrossRef]

	



McGregor, T.J.; Jeffries, B.; Spence, D.J.; Coutts, D.W. Three Dimensional Particle Image Velocimetry using Colour Coded Light Sheets. In Proceedings of the Fourth Australian Conference on Laser Diagnostics in Fluid Mechanics and Combustion, The University of Adelaide, McLaren Vale, Australia, 7–9 December 2005. [Google Scholar]

	



McGregor, T.J.; Spence, D.J.; Coutts, D.W. Laser-based volumetric colour-coded three-dimensional particle velocimetry. Opt. Lasers Eng. 2007, 45, 882–889. [Google Scholar] [CrossRef]

	



Kuehni, R.G. On the relationship between wavelength and perceived hue. Color Res. Appl. 2012, 37, 424–428. [Google Scholar] [CrossRef]

	



Pridmore, R.W. Relative wavelength metric for the complete hue cycle: Derivation from complementary wavelengths. Color Res. Appl. 2010, 35, 122–133. [Google Scholar] [CrossRef]

	



Drum, B. Hue signals from short- and middle-wavelength-sensitive cones. J. Opt. Soc. Am. 1989, 6, 153–156. [Google Scholar] [CrossRef] [PubMed]

	



Ortega, S.; Halicek, M.; Fabelo, H.; Callico, G.M.; Fei, B. Hyperspectral and multispectral imaging in digital and computational pathology: A systematic review. Biomed. Opt. Express. 2020, 11, 3195–3233. [Google Scholar] [CrossRef] [PubMed]

	



Mansfield, J.R. Multispectral Imaging: A Review of Its Technical Aspects and Applications in Anatomic Pathology. Vet. Pathol. 2014, 51, 185–210. [Google Scholar] [CrossRef] [PubMed]

	



Lee, H.; Kim, J.; Kim, H.H.; Kim, C.S.; Kim, J. Review on Optical Imaging Techniques for Multispectral Analysis of Nanomaterials. Nanotheranostics 2022, 6, 50–61. [Google Scholar] [CrossRef] [PubMed]

	



Ramanath, R.; Snyder, W.E.; Bilbro, G.L. Demosaicking methods for Bayer color arrays. J. Electron Imaging 2002, 11, 306–315. [Google Scholar] [CrossRef]

	



Gunturk, B.K.; Glotzbach, J.; Altunbasak, Y.; Schafer, R.W.; Mersereau, R.M. Demosaicking: Color filter array interpolation. IEEE Signal Process Mag. 2005, 22, 44–54. [Google Scholar] [CrossRef]

	



Jeong, K.; Kim, J.; Kang, M.G. Color Demosaicing of RGBW Color Filter Array Based on Laplacian Pyramid. Sensors 2022, 22, 2981. [Google Scholar] [CrossRef] [PubMed]

	



Fossum, E.R. CMOS image sensors: Electronic camera-on-a-chip. IEEE Trans. Electron Devices 1997, 44, 1689–1698. [Google Scholar] [CrossRef]

	



Uwaerts, D.; Ogiers, W.; Seijnaeve, J.; Scheffer, D.; Dierickx, B.; Hermans, L.; Bogaerts, J. Recent developments in high-end CMOS image sensors. Int. Conf. Space Opt. 2017, 10569, 291–299. [Google Scholar] [CrossRef]

	



Fontaine, R. Recent innovations in CMOS image sensors. In Proceedings of the 2011 IEEE/SEMI Advanced Semiconductor Manufacturing Conference, Saratoga Springs, NY, USA, 16–18 May 2011. [Google Scholar]

	



Yokogawa, S. Nanophotonics contributions to state-of-the-art CMOS Image Sensors. In Proceedings of the 2019 IEEE International Electron Devices Meeting (IEDM), San Francisco, CA, USA, 7–11 December 2019. [Google Scholar]

	



Yoshida, M.; Sonoda, T.; Nagahara, H.; Endo, K.; Sugiyama, Y.; Taniguchi, R.I. High-Speed Imaging Using CMOS Image Sensor with Quasi Pixel-Wise Exposure. IEEE Trans. Comput. Imaging 2020, 6, 463–476. [Google Scholar] [CrossRef]

	



Kim, Y.; Ryu, H.; Lee, S.; Lee, Y.J. Joint Demosaicing and Denoising Based on Interchannel Nonlocal Mean Weighted Moving Least Squares Method. Sensors 2020, 20, 4697. [Google Scholar] [CrossRef] [PubMed]

	



Maitre, H. From Photon to Pixel, 2nd ed.; Wiley: Hoboken, NJ, USA, 2017. [Google Scholar]

	



Miler, H. Color filter array for CCD and CMOS image sensors using a chemically amplified, thermally cured, pre-dyed, positive tone photoresist for 365 nm lithography. Proc. SPIE 1999, 3678, 1083–1090. [Google Scholar]

	



Süsstrunk, S.; Buckley, R.; Swen, S. Standard RGB Color Spaces. Color Imaging Conf. 1999, 127–134. [Google Scholar]

	



ISO 2720:1974; General Purpose Photographic Exposure Meters (Photoelectric Type)—Guide to Product Specification. International Organization for Standardization (ISO): London, UK, 1974.

	



Canon 450D XSi. Available online: https://maxmax.com/canon_450d_xsi.htm (accessed on 5 November 2022).








[image: Sensors 22 09497 g001 550] 





Figure 1. (a) Conventional mosaic captured using the CMOS sensor CFA technology. Color filters are applied to a single layer of pixel sensors and thus make a mosaic pattern. Only one wavelength of R, G, or B passes through a pixel, and one color is recorded. (b) Foveon X3 capture technology. The Foveon X3 image sensor has three separate layers of pixel sensors embedded in silicon. As a result, Foveon image sensors capture three colors at each pixel. (c) H-W response curve using CMOS CFA technology (for example, Canon 300D camera, manufacturer: Canon, Tokyo, Japan) adapted from [4]. RGB curves are input values to the camera. Plateau regions appeared at 530~560 nm and over 600 nm. (d) H-W curve based on the Foveon technology (for example, the SD 10 camera, manufacturer: Sigma Corporation, Bandai, Fukushima, Japan) adapted from [7,8]. The thickness of the line indicates uncertainties when the amount of light entering the camera is varied twice. The peak at the wavelength of around 675 nm is due to the poor camera response at the IR cut-off filter. All values beyond 675 nm are dumped to that point. 
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Figure 2. Schematic of the color image pipeline for raw and jpeg image. After the raw data are created, further processes for generating a jpeg digital image are continued. Each stage of the color image pipeline is fairly standard although varying in order or combined according to the manufacturers. 
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Figure 3. (a) Schematics of the experimental test bench set-up for the H-W curve measurement. LED light source, single slit (diameter 0.5 mm), collimator, diffraction grating (830 lines/mm), and screen were used. (b) One example picture showing the photographed diffraction patterns appearing on the screen. (c) Sketch of a distance (Y) measurement from the right central white image to the left each color band. From this value, we obtain the angle (θ) between the normal line of ray and the diffraction maxima. 
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Figure 4. Comparison of the theoretical diffraction fringe position and laser point positions. For the theoretical diffraction curve, only the 1st order and 2nd order are drawn. The dotted line represents the 2nd-order diffraction pattern. In our experiment, only the 1st-order points were investigated. 
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Figure 5. H distribution according to each area when using 440 nm laser source. (a) Raw image is divided into four circular areas (A1, A2, A3, A4). (b) H distribution of the innermost area 1. (c) Area 2. (d) Area 3. (e) The outermost area A4. The H peak positions are not significantly different (230.54, 234.55, 234.56, 235); however, the shape or resolution of the H distribution depends on the selected region. 
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Figure 6. Charge distribution of all the pixels in the raw images. When its value was not normalized, the maximum charge value is 14,605 in each pixel. The minimum value for dark regions starts at 1000. The rightmost value is the case when a large amount of light enters. Blue color indicates the charge distribution of all the regions, and orange shows the charge distribution of the only the A4 region and sub sample of all the regions. 
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Figure 7. Raw pixel image change with exposure time at the wavelength of 440 nm. Raw images have a pixel value of 214 scale. The exposure time is between 0.05 and 30 s. 
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Figure 8. H-W curve obtained with Canon EOS D450 using the CFA technology for the wavelengths from 400 to 650 nm. The response of the CMOS camera is not sensitive outside this wavelength region. A monotonic decrease can be seen, and a non-linear H-W relationship is evident. The gray band represents an unavoidable uncertainty due to the beam size and doubled exposure time. In addition, the effect of reflection or dispersion on the screen also needed to be considered. The uncertainty in H was determined by standard deviation on the H distribution for a 2 nm scale wavelength. 
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Figure 9. H-W response deduced using laser modules with wavelength 375, 405, 440, and 473 nm. Our camera did not respond to the 375 nm light source. 
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