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Abstract: Recent advancements in target tracking using Wi-Fi signals and channel state information
(CSI) have significantly improved the accuracy and efficiency of tracking mobile targets. However,
there remains a gap in developing a comprehensive approach that combines CSI, an unscented
Kalman filter (UKF), and a sole self-attention mechanism to accurately estimate the position, velocity,
and acceleration of targets in real-time. Furthermore, optimizing the computational efficiency of such
approaches is necessary for their applicability in resource-constrained environments. To bridge this
gap, this research study proposes a novel approach that addresses these challenges. The approach
leverages CSI data collected from commodity Wi-Fi devices and incorporates a combination of the
UKF and a sole self-attention mechanism. By fusing these elements, the proposed model provides
instantaneous and precise estimates of the target’s position while considering factors such as ac-
celeration and network information. The effectiveness of the proposed approach is demonstrated
through extensive experiments conducted in a controlled test bed environment. The results exhibit a
remarkable tracking accuracy level of 97%, affirming the model’s ability to successfully track mobile
targets. The achieved accuracy showcases the potential of the proposed approach for applications in
human-computer interactions, surveillance, and security.

Keywords: target tacking; Channel State Information (CSI); Kalman filter; self-attention mechanism

1. Introduction

Recently, significant advances in embedded systems and radio have led to the emer-
gence of ubiquitous device-free wireless systems, which have become an important research
area. Since wireless networks are ubiquitous everywhere in the range of the transmitted
signal, we would be interacting with radiofrequency (RF) electromagnetic (EM) waves [1–4].
The device-free-based wireless systems are used in different applications such as smart
homes, monitoring industrial automation, medical applications, monitoring older adults in
nursing homes, monitoring prisoners in custody, and target tracking [5–8].

Target tracking is an existing research area, and the application of device-free target
location comprises the automatic position estimation of a moving target. We consider the
target tracking problem to be a sequential localization problem. A real-time location is
needed using a specific algorithm to estimate the moving target’s exact location. Usually,
the radio transmitter (TX) broadcasts a signal within a network, and the target reflects
the propagating signal [9–11]. When the signal is received by the receiver (RX), it can be
used to estimate a target’s location [12–15]. Different techniques can be used for target
tracking, which include the angle of arrival (AOA), received signal strength indicators
(RSSI), the time-of-arrival (TOA), as well as the time difference of arrival (TDOA) [16,17].
Past research has pointed out that the TOA and TDOA can better estimate position than
other methods [18,19]. The main drawback of these techniques is that they need costly
hardware, making them impractical to apply in different applications [20,21]. On the
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other hand, we intend to adopt a method in our research study that only uses commodity
Wi-Fi devices, a TP-LINK 450 access point as a transmitter (TX), and a gigabyte laptop
receiver (RX).

Moreover, traditional approaches require subjects to wear sensors or transceiver-
equipped, which are then localized to the sensors rather than the wearer through observing
changes and the fluctuating received signals into a coordinate system [22–24]. The other
drawback of using traditional methods such as received signal strength indicator (RSSI)
compared to channel state information (CSI) is that RSSI measurements are per a single
packet value [8,25–28]. In contrast, the CSI is more robust and stable and contains more
data. Furthermore, CSI measurement is per every packet’s orthogonal frequency-division
multiplexing (OFDM). Hence, the CSI applies to complex environments. Moreover, com-
pared to the traditional RSSI, which only uses one measure of power in the entire channel
bandwidth, the CSI presents the phase information along with amplitude within the mul-
tiple OFDM subcarriers [1,18,29,30]. The CSI measure from the physical layer is usually
tracked from within through the IEEE 802.11 multiple-input multiple-output (MIMO),
which comes with the recent commodity Wi-Fi devices. The collected CSI is fine-grained;
thus, it can detect very slight movements at a millimeter level to recognize tiny movements.
The CSI data acquired through commercial Wi-Fi devices are usually extreme in phase
noises. Therefore, there is a need to impose restrictions on the scalability and then degrade
the precision of tracking by examining the Doppler shift with the time–frequency analysis
of the CSI [1,31,32]. The hardware imperfection usually causes this extreme phase noise
within the CSI data [33]. Therefore, refining the dynamic phase, coming from an extremely
noisy CSI, is challenging. Hence many studies have applied different machine-learning
algorithms to solve this problem with varying success rates [18]. Most target-tracking
algorithms employ the Gaussian process regression, which operates through position esti-
mation. They would reconstruct a constantly uniform trajectory after that, and they would
regain the missing positions [1,2,18].

Furthermore, these tracking algorithms also used the state-space model to improve
the estimated position using information from the previous position. Nevertheless, the
main drawback of these models is that they only work more effectively if the target they
are tracking has a slight difference in velocity or acceleration. Other studies discussed the
methods that are based on RSSI, which used some nodes for localization within device-free
wireless networks. These methods focused mainly on getting the estimated location of a
target by observing and investigating its information without using mobile notes. Many
studies that adopted the RSSI-based model used the radio fingerprinting approach for
tracking targets. This method permits the usage of static properties within an environment.
Some studies on RSSI-based radio-fingerprinting adopted the Extended Kalman filter
and the second-order state-space algorithm to track targets that performed exceptionally
well [34,35].

This paper proposes a device-free target tracking method in Wi-Fi that combines
channel state information and a self-attention mechanism. To the best of our knowledge,
there has not been any study that solely uses the self-attention mechanism and CSI for
indoor target tracking. The proposed method is created to react to hyperactive targets,
which will help in increasing its accuracy for tracking a target. The proposed method
also took advantage of the method that uses the target’s mobility to improve obtaining
the estimated position of the target. Furthermore, the proposed system uses commer-
cial Wi-Fi devices to track a moving target directly through the target’s instantaneous
acceleration and CSI simultaneously, and then apply the sole-self-attention mechanism to
compute the target’s position. The main critical contributions of this research study include
the following:

• We propose a state-of-the-art fine-grained target tracking model that uses a sole self-
attention mechanism and CSI to locate and track moving targets passively and estimate
the position with the help of their instantaneous acceleration. Furthermore, the model
uses an approach of processing through batches to estimate the target’s path;
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• For tracking targets online, we employed particle filtering, improving the position
estimation accuracy as time passed;

• We propose using the unscented Kalman filter to estimate the instant positions of
moving targets;

• To validate the performance of the proposed model, we carried out some experiments
in real-time by using commodity Wi-Fi devices on a custom-designed platform.

The structure of the entire paper is as follows: Section 2 is the Background and Related
Work, Section 3 is the System Model, Section 4 is the Optimization based on the Position
Algorithm, Section 5 is the Experimental Setup, Section 6 is the Simulations and Results,
Section 7 Results Discussion and Section 8 Conclusion and Future Work.

2. Background and Related Work

Device-free tracking systems, vital for numerous applications ranging from indoor
navigation to smart environments, leverage a variety of technologies, each providing
unique advantages and addressing specific challenges. These technologies encompass
Wi-Fi, RFID-based systems, sensor-fusion, GPS, and Bluetooth, among others. A novel
approach to Bluetooth Low Energy (BLE) scalability is proposed by Tekler et al. aiming
to overcome the challenges associated with its widespread implementation [36]. This
study significantly contributes to the body of research in BLE technology, offering potential
solutions for future high-density, low-power communication networks. While BLE excels
in power efficiency and fits well within short-range connectivity applications, it lags Wi-Fi
in aspects such as range, data rates, network complexity, and advanced security protocols.
In the realm of RFID-based indoor location sensing, Li et al. present a comprehensive
evaluation showcasing its efficiency and accuracy. However, it is pertinent to note that
RFID technology, while effective, does not exhibit the robustness and versatility inherent
in Wi-Fi systems [37]. Limitations such as shorter range, slower data transmission speeds,
lack of seamless integration with internet services, and challenges in supporting high
data throughput applications mark some of the significant disparities between RFID and
Wi-Fi. Shifting the focus to predictive modeling, Low et al.’s study explore commercial
vehicle activity prediction using a hybrid sampling and gradient-boosting approach to
address imbalanced class distribution [38]. While this approach presents promising results,
it underscores the inflexibility stemming from reliance on dedicated infrastructure, a stark
contrast to the adaptability of Wi-Fi-based systems. Additionally, real-time data processing
and the lack of versatility associated with internet connectivity could pose significant
challenges. Tekler et al. delve into occupancy prediction across multiple space types
using deep learning [39]. They propose a minimum sensing strategy that, while efficient,
might suffer from lower data resolution compared to data obtained through comprehensive
Wi-Fi sensing. Furthermore, the computational demands of deep learning may impact
real-time prediction capabilities, and potential latency issues might arise when transmitting
data over non-Wi-Fi networks. In conclusion, each of these technologies offers unique
capabilities in device-free tracking applications. However, when compared to the versatility
and robustness of Wi-Fi, each presents distinct limitations that need to be addressed to
realize their full potential.

Regarding device-free tracking with commodity Wi-Fi, different machine-learning
techniques have been used in various studies [1,2,40]. This section reviews different
approaches for tracking targets indoors using a wide range of applications with commodity
Wi-Fi. Research on Multi-target tracking using the Probability Hypothesis Density (PHD)
filter with radar was conducted by Chen et al. They asserted that their proposed algorithm
obtained high tracking accuracy while also achieving high computational efficiency [41].
Zhichao et al. proposed a state-of-the-art algorithm for tracking weak maneuvering targets
using the Bayesian theory with multiple models (MM) based filter. They claimed that the
simulation results indicated that the proposed model obtained outstanding results and was
more effective than other traditional models [42]. Furthermore, Gongguo et al. proposed
a new method for scheduling sensors for the targets that maneuver on the ground and
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track them in a blind spot zone. The model utilized the Markov decision process (POMDP)
framework, and the results demonstrated that the proposed method has a better target
tracking accuracy than traditional methods [43,44]. Wang et al. used the Doppler shift from
the Wi-Fi signal to extract features they used to perform the action recognition [45]. They
further used a deep learning model to better the performance of the proposed system. Their
adopted methods had to learn their highly sensitive environment’s properties through
wireless signals [33]. Wang et al. further explored transfer learning algorithms using Wi-Fi
signals to train different feature modeling on different scenarios. All the proposed systems
performed significantly well. However, the feature extraction processes for these systems
were highly computational and time-consuming, and they required a lot of resources to
run [46]. Mahfouz et al. used deep learning with a Kalman filter for targets in wireless
sensor networks [2]. They compared two machine learning models, the ridge regression
and the vector output regularized least squares. Their findings indicated that the prediction
of the position of the targets while using its acceleration information and the estimates
that come first leads to accurate tracking. They also claimed that their proposed model
demonstrated more robustness when dealing with noisy data than traditional tracking
methods. Shi et al. proposed a novel idea of using device-free channel state information
data to track moving targets using Probabilistic Fingerprinting [1] accurately. Their findings
also indicated that the proposed Cramer–Rao Bound system had a lower mean square
error. They compared the Kalman filter and Bayesian filter estimators, and the Kalman
filter estimator proved to be a more optimal estimator when used in linear systems.

Bybordi and Reggiani proposed using the extended Kalman filter with fingerprinting
for indoor tracking targets. Their results indicated that the proposed hybrid target tracking
algorithm significantly improved the system’s performance. Nevertheless, the different
environments affect the fingerprints, which their proposed algorithm neglected [47,48].
Wang et al. proposed an Optimal Target Tracking system based on Dynamic Fingerprint
(OTTDF), and they employed the modified PF algorithm and the dynamic fingerprint
update mechanism. They concluded that the proposed algorithm had two advantages
over traditional tracking methods: The first was refining the sampling method by thus
reducing the frequency of the sampling. The second reason was the dynamic updating
of the fingerprints [5,12,49]. Qian et al. [20] proposed using CSI to detect moving targets,
and their results indicated that in comparison to the previous approaches, their proposed
approach is more robust and more accurate. Sun et al. [50] developed a deep learning
model that estimated the parameter of multiple targets’ motion parameters used to perform
detection and association in an end-to-end manner. For this research study, they used
videos to track moving objects. Luo et al. [16] proposed a cooperative target tracking and
positioning model which employs wireless sensor networks for indoor environments. Their
model had three methods the overlapping mechanism, the prediction mechanism, and the
cross-grid strategy. They concluded that the proposed system achieved higher accuracy
and performance compared to a single network-based system. Zhang et al. [19] proposed a
novel system that can locate the target device’s position freely. Most device-free tracking
systems rely on machine learning algorithms, making them more labor-intensive. The
proposed model simultaneously estimated the velocity of the multiple moving targets using
angle-of-arrival and tracked targets’ close decimeters. They concluded that the proposed
system DFT-JVAE achieved a good performance. Savazzi et al. [51] proposed a device-free
method for tracking moving people using wireless networks and a stochastic log-normal
RSS model. They used the fading effects of mobile targets for the indoor environment.
Their findings indicated that the proposed system uses existing Wi-Fi commodity devices
and standards more cost-effectively. They also concluded that the proposed system with PF
Bayesian provided much better accuracy than traditional methods, reducing the sensitivity.
Wilson et al. [52] proposed a device indoor localization schema using a statistical model that
estimates mobile and static targets using Wi-Fi received signal strength (RSS) measurements.
They argued that existing systems could not locate targets in environments with heavy
obstruction. Their proposed fade-level skew-Laplace model and particle filter indicated
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that tracking targets become more accurate when a line of sight (LOS) exists than when no
LOS exists.

Li et al. [22] proposed a target-tracking algorithm for outdoor targets that use an arrival
angle to estimate the moving target’s position. They adopted the received non-coherent
signal strength differences (RSSDs) model. The experimental results indicated that the
proposed model could accurately predict the tracking of targets when there was no line of
sight, and it had a very low computational complexity. Han et al. [34] proposed an accurate
localization and target-tracking model using the KNN classification algorithm with Wi-Fi
fingerprinting in indoor environments. They compared it with traditional machine learning
models such as SVM, logistic regression, and random forest. The results indicated that the
proposed systems significantly improved tracking and positioning accuracy. Shi et al. [1]
proposed a device-free localization and target-tracking system that uses channel state
information and probabilistic fingerprinting. The experimental results of the proposed
system indicated that it could precisely predict the position of a moving target even when
there are a lot of multipath effects within clustered indoor situations. They also used
Bayesian filtering to track a moving target’s trajectory accurately. Bao et al. [5,53] proposed
a Shadow-Enhanced Self-Attention and Anchor-Adaptive Network for Video SAR Moving
Target Tracking. They proposed tracking targets using its shadows because it does not
have a location shift, and the backscattering characteristic is stable. They claimed that the
results acquired by their model achieved 83% accuracy. Even though this study adopted the
self-attention model for target tracking, their main drawback was still some interruptions
in their trajectories and reliance on video.

Tracking Approach

The proposed method allows tracking several moving targets, and each target is
tracked independently using their acceleration and the CSI data from commodity Wi-Fi
devices. The proposed model is in a linear-state form that describes the target’s motion.
Taking into consideration a 2D dimensional environment where the stationary access points
ap and the target’s current Tl locations are known and represented by ap, p ∈ {1, . . . .., Tl}.
The target coordinates are presented in a D-dimension format and represented as vectors in
a row. To adhere to generalization, a single target with known position pos(tm) is observed,
whereby tm represents the current time step. The expression below depicts the motion of a
target in the proposed model.

pos(tm) = pos(tm− 1)K + C(tm) + θ(tm) (1)

whereby the former position of the target is represented by pos(tm− 1), the transition
matrix states are shown by K, which is D-dimensional and represents the target’s current
position; on the other hand, C(tm) is used to indicate the vector, which is utilized as
an input control based on how the target accelerated. The θ(tm) is vectors noise and is
considered to have a normal probabilistic distribution with a 0 mean. The R(tm) is a
convenience matrix which means θ(tm) ∼ N (0.R(tm)). In addition to acceleration, other
information is collected by the commodity Wi-Fi transmitter and receiver concerning the
target within the network, such as the time step for every movement. The process of the
entire target tracking with Wi-Fi CSI is defined in more detail in Section 3, where different
system model processes are explained step by step, as indicated in Figure 1.
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Figure 1. The Device-free target tracking with Sole Self Attention Mechanism and Unscented
Kalman Filter.

3. System Model

The architecture of the proposed system is illustrated in Figure 1 above. Firstly, the CSI
fingerprint data is collected from the commodity device’s Wi-Fi network, the transmitter,
and the receiver. The raw CSI data will go through the calibration process and then into
the principal component analysis (PCA) method to decrease the dimensionality of large
data. The proceeds will then be fed into the sole self-attention mechanism model, which
estimates the target’s present location with regression. After that, the proposed deep
learning model will pass its results to the unscented Kalman filter, updating the location
using the previous location and the target’s current location. For accurate trajectories of the
destination, mapping and pairings are applied to the filter. A detailed description of the
model is discussed below.
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3.1. Data Collection

The availing of the CSI tool by Halperin enabled us to capture the CSI from commodity
Wi-Fi devices. This tool aggregates the phase information data and the amplitude for all
the subcarriers, assuming that tr represents the number of transmitters TX. At the same
time, the receiver re is RX antennas, while the total number of subcarriers is represented
by y for both the TX and RX through the CSI tool. We were able to obtain the CSI vectors
per packet that contained the values of tr · re · y from the sub-channels represented as
C =

{
Cmt

a,ke

}
, a ∈ [1, tr], ke ∈ [1, re], m ∈ [1, y]. Each value Cmt

i,ke is a true reflection of
the phase information and the amplitude of the subchannel from the propagating radio
frequency signals Cmt

a,ke =
∣∣∣Cmt

a,ke

∣∣∣ej sin θ , which are altered on the sub-channel mt being
transmitted from the antenna a and then received by antenna ke. The CSI data was collected
in two different indoor places, the School of Computing boardroom and the Hallway at the
University of Science and Technology Beijing. Three participants were used as multiple
targets. There are a lot of courses of errors and biases that might come from collected data,
such as noise. For instance, the phase information data from the CSI information might
contain many random noises compared to amplitude data [32]. The CSI data received by
all the antennas at time te was defined as follows;

Ri(te) = U(θ)L(te) + Ns(te), i = 1, 2, 3 . . . Me
= [v1(θ1), v(θ2), . . . , vNs(θNs)]Si(te) + Ns(te)

(2)

whereby U(θ) is a representation of tr dimensionality matrix, and L(te) denotes the signal
arrival matrix, which can be further expressed as Sg(te) = [sg1(te), sg2(te), sg3(te), . . . ,
sg Ns(te)]

T , then the representation of the measurements is denoted as Ri(te) = [Ri1(te),
Ri2(te), Ri3(te), . . . , sgtr(te)]T . Then, there is Ns(te) which denotes a vector of the Gaussian
noise. Lastly, there is vi(θi), which the controlling vector represented as

CSI′i =
{ csi′1,Ti

csi′m,T , . . . , csii
Nt×Nr ,T

}
(θi) =


1

e−j2πsp sin θi/λ

e−j2π(2sp) sin θi/λ

. . .
e−j2π(Me−1)sp sin θi/λ

 (3)

The speed of the propagating signals is about the same as the speed of light ls, and the
spacing of antennas is defined as sp = λ/2, whereby the wavelength is represented as λ.
After collecting the raw CSI data, we calibrated it before feeding it to the proposed model.
We used both phase information and amplitude data in our proposed system.

3.2. CSI Processing (PCA)

After collecting the raw CSI data, we pre-processed it to prepare it to be fed in the
sole-self-attention mechanism model. The usage of the commodity network interface card
along with the modified device drives to collect through grouping the channel frequency
response into 30 subcarriers of Nt in the layers that are at the top and could be formatted as
follows for each packet:

H = [H( fr1), H( fr2), · · · · · · , H( fNt)] (4)

Both the amplitude and phase information of the CSI from the OFDM subcarrier are
denoted as follows:

H( fr) = ‖ H( fr) ‖uo∠H( fr) (5)

whereby the representation of the CSI is H( fr), which is from a particular subcarrier and is
denoted by r(r ∈ [1− 30]), and the frequency is set at fr, where the phase is represented
by ∠H( fr). For clarity, the phase is also represented as φr. For the observation of the
testing area, we employed a mechanism that collected the CSI consecutively us r as our



Sensors 2023, 23, 5527 8 of 24

measurement in a specified window period, and a sequence of CSI data is formed as
indicated in the equation below;

H = [H1, H2, H3, H4 · · · , Hr] (6)

The algorithm we used for detecting the movement employed the r measurements
from the CFR, which were then used as the input for the algorithm. The data processing
process helped reduce the sparsity of the data, which helped in the learning process of the
proposed model. We devised a strategic plan to obtain more stable CSI data by reducing
the indoor CSI signal oscillation amplitude or attenuation. We adopted the principal
component analysis (PCA) for noise cancellation and data dimension reduction since it
has been proven to be more effective than other noise removal techniques for CSI signals,
such as Butterworth filtering. The main reason for adopting PCA was to reduce complexity
during implementation [46]. For full detail of the proposed model, we briefly described a
critical process for the data pre-processing and calibrating the phase information [54–56].

3.3. CSI Calibration

This second sub-section highlights how the raw CSI data was calibrated. The altered
device drivers used three antennas from the network interface card (NIC), which employed
30 sub-carriers out of the present 56. The main reason for calibrating the collected raw CSI
data, both phase and amplitude, is the commodity hardware imperfections. Random phase
offsets introduce errors in data such as sampling frequency offset (SFO), packet detection,
and delay (PDD). Since the hardware lacks requisite qualities, it causes problems and errors
in the phase information data. The reason for calibrating the raw phase CSI data is to
overcome the sampling and carrier frequency offsets. The sampling frequency offset is a
product of analog, which creates some unsynchronized clocks. This problem is challenging
because offset phase error from the sampling frequency is specific and unique for every
sub-carrier. Contrary to the carrier frequency offset, which is mainly caused by the signal
down converter that is used to receive the radio signals, the main reason it happens is
because of the inaccurate synchronization in the central frequency between the transmitter
and the receiver. We cannot use raw CSI data directly for tracking targets. Hence, there
is a need to calibrate it first before being processed. We presented the measured phase

information for a particular sub-carrier as ∠
ˆ

Sudi, which indicated the phase data collected
from sub-carrier i. The expression can be shown as follows;

∠
ˆ

Sudi =
ˆ

Sudi + 2π
nmi
Fq

∆tl + β + Ns (7)

whereby denotes ∠
ˆ

Sudi denotes the phase information. Because sampling frequency offset
(SFO) makes the time or clock idle, we used the delta and tl to represent time (clock) ∆tl.
Then, there is a nmi that denotes the index of the sub-carrier for the sub-carrier number i.
Moreover, there is Fq, which represents the fast Fourier transform (FFT). The beta β was
also used to represent the offsets, which is unknown because of the carrier frequency offset
(CFO) [57]. The noise measure was represented by Ns. The indices of nmi that may be from
1 to 30, along with the FFT, which is of size Fq, were attained from the 802.11 n standard
specifications. Since ∆tl and β are unknown, it hinders obtaining the actual phase data.
However, this drawback was solved by using a linear transformation model on the raw
phase CSI data obtained from the frequency bands, thereby doing away with ∆cl and β
with the assumption that f is the phase slope, and the t is the frequency band s entire
offset. We observed that the 2π wi

Nq ∆t + β phase error is a specific linear function from the
sub-carriers index.
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3.4. The Fingerprint Generation

For this subsection, we briefly describe generation fingerprint radio maps using the
calibrated phase information of the target that has been collected, which tracks moving
targets in an indoor area [12,58]. Several fingerprint mapping methods have been proposed,
as indicated by the literature. The fingerprints map was generated from the calibrated
phase data for tracking targets during online and offline training. We adopted the value-
based and site-survey fingerprint maps technique because it is extensively used in tracking
systems and has been more stable. Although site surveying is very reliable when capturing
data for stationary subjects, it is more likely to be choked by higher demand for manpower
and time-consuming. Since both the amplitude and phase information varies significantly
while a target is in different locations, we exploited this to perform the tracking of a target.
We used the CSI feature maps to obtain a specific location of a moving target by matching
the fingerprint to a matching location and plotting it as a feature map. From the rows of the
Nq, we choose 100 at random of the 2D (dimensional) matrix numbers that are imaginary,
being csis

c,Nq
to create 2D metrics of 100× Nt, for the restoration of the information about

the position, which is set at reference point i− th of CSI′s. The expression for the scenario
above is indicated below;

CSI′s =
{

csi′s1,Ls1, . . . , csis
c,L, . . . , csis

Nw×Ne ,L
}

(8)

whereby the matrices of 100× Nt, is the imagined number represented by csis
c,L for the

c− th link of the i− th reference point RFi. We used both actual and imaginary matrices
numbers within the position information set CSI′s to obtain the exact feature map, which
creates the amplitude and phase data used to create feature maps set at Φi within Nw × Ne
linked with RFi. Moreover, the feature maps were obtained through the amplitude and
phase data set at Φ within the reference points MP.

Φi =
{

φi
1,t ∪ · · · · · · · · · ∪ φi

y,t ∪ · · · ∪ φi
Nw×Ne ,t

}
(9)

whereby the feature maps of the amplitude t were represented by φi
y,t with the y− th link

at the reference point number i− th, wherein the Nw × Ne links the feature maps of the
t amplitude, and phase was represented by Φi within the reference point number i− th.

3.5. Sole-Self Attention Mechanism

When the data and the fingerprint database are ready after the pre-processing process,
it needs to be fed into the sole-self-attention mechanism machine learning model, combined
with the unscented Kalman filter to help estimate the instant positions of a moving target.
We used the collected CSI fingerprint database to define our proposed model, and the
input was the phase information and the amplitude data whose output corresponds to
the exact position. To evaluate our model, we compared it with another learning model,
the ridge regression model. Then a moving target will measure the phase, amplitude, and
acceleration. We first obtain the estimated current position of a target by using the self-
attention mechanism model and the measured phase and amplitude. We then consolidate
them with the target acceleration information with the help of the Unscented Kalman
filter for better accuracy. So far, we have reviewed two different tracking models. The
hyper-active target seems much more easily tracked with the proposed system than the
less-active ones. The proposed sole self-attention mechanism is based on the Transformer
model, a neural network architecture initially designed for natural language processing
(NLP) tasks such as language translation and text generation [59]. We modified the sole
self-attention mechanism to accommodate time series data inference tasks by encoding
its key-value pairs and computing attention weights to predict future values without
explicit time-series modeling techniques. Using a self-attention mechanism solely without
recurrence nor convolution has performed well on language tasks, but few studies have
explored it for object-tracking prediction tasks. The main reason for adopting the sole
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self-attention mechanism for tracking mobile targets was its ability to capture long-term
dependencies and patterns in the data more efficiently while being computationally efficient
and parallelizable, making it suitable for large-scale time series prediction of the future
trajectory of moving target tasks. The literature shows that most studies utilized sequence-
to-sequence models, such as Long Short-Term Memory (LSTM), to predict the future
locations of targets by employing multi-step forecasting techniques. Since our proposed
model used numerical data as input, there was no need to apply the embedding because
it is usually used for natural language processing tasks. Hence, we transformed the
11-dimensional data into an n-dimensional space using a linear transform process. We
adopted auto-regression for our tasks as it is not a word classification. The prediction of the
current sequence needs information about the past arrangement. Our proposed system is a
supervised learning architecture that employs SoftMax for learning the embedding used for
converting the input tokens and the output tokens to dimensional vectors d SAMEK. Then
the results were passed through the SoftMax method. The vectors’ value is then computed
as the obtained score in the equation below.

Attention(Q, K, V) = softmax
(

QKT
√

dk

)
V. (10)

We then summarized the vectors of the weighted value that we applied as the output
for the attention layer of our model at a distinctive position. Furthermore, we added a
distinguished multi-headed attention mechanism into the preceding self-attention layer.
The number of stacks of self-attention layers for our model was four layers. The model
employed overlapping windows of a fixed length of 20. The foremost reason for disposing
of this mechanism was to assist the proposed model in concentrating on unconventional
positions. Various sets of weights matrices initialized randomly Q/K/V could be accessed
through the help of multi-headed attention. As for the SoftMax function, we applied it with
a learning linear transformation model employed for conventional decoding of the output,
thus predicting the probability of a token that follows, depicting the current real-time
position of a target being the reference point. We then multiplied the embedding layers
inside the weights with by

√
d SAMEKI . During the weight training phase of the proposed

model, the collected CSI data phase and amplitude were used as reference points for the
offline and online phases. When training, we used two procedures which were fine-tuning
and pre-training. The pre-training of the proposed model used data that was not labeled
for different pre-training tasks. The fine-tuning of the proposed model was performed first
by pre-training the parameters. We fine-tuned every parameter using labeled data from
the tasks performed in the stream. For the deep bidirectional process training, a specific
percentage of the input tokens were randomly masked, and we predicted the masked
tokens. This procedure is known as masking the positions mechanisms. On that occurrence,
the hidden vectors, which are ultimate and match the prescribed masked token, were
fed into the SoftMax within the output layer above the reference points, employed as a
standard position model.

3.6. Unscented Kalman Filter Tracking

The proposed system is defined through a non-linear model that depicts the association
between the range of a target and the corresponding reference point or current position of a
target. That is the main reason for applying a non-linear filtration algorithm, so we adopted
the unscented Kalman filter (UKF). We used the unscented Kalman Filter over the extended
and basic Kalman Filter because it is robust, fast, and performs much better than the
latter [60,61]. The unscented Kalman Filter employs sigma points, which use points from
the Gaussian source and then map them with the target’s Gaussian. The identified points
are then passed through a non-linear function, calculating a new mean and transforming
Gaussian variance. Since it is challenging to transform an entire state distribution using a
non-linear function, it is easier to use individual points to transform the state distribution,
which are sigma points. The sigma points represent the entire distribution. The unscented
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transformation uses the sample points, which manifest similar system state characteristics.
The non-linear sample points applied by the unscented Kalman Filter are transformed
using non-linear state and measurement equations.

Both the covariance and the mean are then calculated. Lastly, the combination of the
estimated system states with the Kalman filter is recursively calculated. The sigma sample
points are used as the distribution inputs. The UKF algorithm is used for tracking mobile
targets, as illustrated in the expressions below, starting with prediction.

Prediction

i. The Initialization Stage

{
X̂0 = E{X0}
P0 = E

{(
X0 − X̂0

)(
X0 − X̂0

)T
} (11)

whereby P0 is the representation of the preliminary covariance estimation error, and the
initial state is represented by X̂0.

ii. The Generation of weights

The dimensionality of the system determines the number of sigma points. The equation
is expressed as follows 2N + 1, which denotes the dimensions. With an assumption that the
state of the variable is X of the N − dimensional vector, we can obtain the sigma-samples
χi along with the related weight functions Wi.On the basis of covariance P and its variable
X, we can update the state estimate and predict future states. The Generation of the Sigma
sample points method is based on the usage of the unscented transform, as indicated below;

χ
(0)
k−1 = X̂t−1

χ
(s)
t−1 = X̂t−1 +

√
(n + λ)Pt−1, s = 1, 2, · · · , n

χ
(s)
t−1 = X̂t−1 −

√
(n + λ)P′t−1, s = n + 1, n + 2, · · · , 2n

(12)

whereby χ is used to represent the Sigma Point Matrix. λ is used to denote the scaling
factor, which is a deciding factor of the distance at which we should choose our sigma point
in the meanwhile. The composite scaling factor is described as λ = α2(n + t)− n. The n is
used to denote the dimensionality of the state. The tuning parameters are designated by
the t and α.

iii. The state Prediction

χ
(s)
t/t−1 = f

(
χ
(s)
t−1, k− 1

)
, s = 0, 1, 2, · · · , 2n

X̂t/t−1 =
2n
∑

s=0
ω
(m)
s χ

(s)
t/t−1

PXX =
2n
∑

s=0
ω
(c)
s

(
χ
(s)
t/t−1 − X̂t/t−1

)(
χ
(s)
t/t−1 − X̂t/t−1

)L

Pt/t−1 = PXX + Γt−1Qt−1ΓL
t−1

(13)

whereby ω
(q)
s along with ω

(r)
s are described as follows;

ω
(q)
0 = λ

n+λ

ω
(r)
0 = λ

n+λ +
(
1− α2 + β

)
ω
(q)
s = ω

(r)
s = 1

2(n+λ)
, s = 1, 2, · · · , 2n

(14)

whereby β is used as a way of integrating the information of the highest order with its
distribution, with the Gaussian distribution being β = 2 at its optimal.
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iv. The Prediction Measurement

ζ
(s)
t/t−1 = h

(
χ
(s)
t/t−1, t

)
, s = 0, 1, 2, · · · , 2n

Ẑt/t−1 = ∑2n
s=0 ω

(q)
s ζ

(s)
t/t−1.

(15)

whereby ζ denotes

v. Calculating Kalman Gain

PXZ. = ∑2n
s=0 ω

(r)
s

(
χ
(s)
t/t−1 − X̂t/t−1

)(
ζ
(s)
t/t−1 − Ẑt/t−1

)L

PZZ. = ∑2n
s=0 ω

(r)
s

(
ζ
(s)
t/t−1 − Ẑt/t−1

)(
ζ
(s)
t/t−1 − Ẑt/t−1

)L
+ Rt

Kt = PXZ.P−1
ZZ.

(16)

whereby

vi. Updating and Filtering

X̂t = X̂t/t−1 + Kt
(
Zt − Ẑt/t−1

)
Pt = Pt/t−1 − KtPZZKL

t .
(17)

For the next sampling, the algorithm executes the sigma points calculation step along
with the update and filtering step.

4. Optimization Based on Position Algorithm

The proposed model utilized a classic optimization algorithm, the Stochastic Gradient
Descent [62–65], with momentum performing much better than most used optimizers,
such as Adams and the basic Stochastic Gradient Descent SGD [66]. The main reason for
choosing this optimizer was that it works better and faster and aids in accelerating gradient
vectors in the right direction, which speeds up converging. SGD and momentum utilize
the exponentially weighted averages for dealing with sequences of the given numbers.
Exponentially weighted averages are defined with the following expression when we have
three successive new sequences of S derived from the original sequence O.

St = βSt−1 + (1− β)Ot
St−1F = βSt−2 + (1− β)Ot−1
St−2 = βSt−3 + (1− β)Ot−2

(18)

whereby t is the value at a particular position in the new sequence S, dependent on
the original sequence O. The original sequence O is assigned weights. The weights are
represented by beta β, which is multiplied by the t value of O. The method of getting
the average of the sequences has been defined above. Next, we must apply the concept
in our proposed model used as the moving average of our gradient, as indicated in the
expression below.

st = βst−1 + α∇wF(W, X, y)
W = W − st

(19)

The loss function is represented by L, the nabla operator denotes the gradient weights,
and the alpha indicates the learning rate.

5. Experimental Setup
Experiments Description

Figure 2a,b below shows the data collection layout for the proposed system exper-
iments, which were performed using a gigabyte laptop equipped with a Wi-Fi network
interface card by intel model Link 5300 802.11n, which was used as a receiver (RX). The
computer used modified wireless network drivers to collect the CSI data through the open-
source Linux Ubuntu 18.04 LTS operating system. We used a TP-Link TL-WR886N wireless
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access point which acted as a signal transmitter (TX). A moving target being tracked has to
be in the line of sight, as indicated by Figure 2a,b, representing the testbeds for experiments.
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Figure 2. (a) The experimental testbed for collecting and processing raw CSI data. The experiment
was conducted in a controlled environment at the University of Science and Technology, Beijing,
using a laptop and Wi-Fi-router in the dormitory hallway. (b) The experiment was conducted in
a controlled environment at the University of Science and Technology, Beijing, using a laptop and
Wi-Fi-router in the conference room.

The CSI data we collected while tracking the 20 participants was 17,600 = (10 min ×
60 s/min× 20 Hz), with 880 for each participant. The collected samples were acquired from
a controlled environment set up as shown in Figure 2a,b below, using only two devices:
the laptop as an RX and the access point as TX. Participants were randomly asked to walk
around the room, not following a specific path. While walking, a person has a unique
reflection and influence on the radio signal. Several studies have indicated a reduced
obstruction when the radio signal propagates freely in open spaces. Hence, we placed the
RX and TX 1 m above the ground level to overcome this obstruction drawback. We collected
the sample data in the dormitory four-floor 12 hallway and the School of Computing
conference room at the University of Science Technology, Beijing. The participants walked
different distances in meters from the entrance through the predefined five routes, both in
the hallway and conference room.

The experimental testbeds used were divided into a grid system. Each grid is a
representation of an average step size of 0.8 m, which are marked as positions. For example,
the hallway measurements were a length of 8 m, which made up 10 positions, and a width
of 5 m, which made up 5 positions, meaning the room had an overall of 50 positions. On
the other hand, the conference room measurements were a length of 8 m, which made up
10 positions, and a width of 6 m, which made up 7.5 positions, meaning the room had an
overall of 75 positions. In addition, some of the grids were covered by the conference table,
which was 4 by 2 and covered a grid of 15.625, leaving a space of 59.4 positions.

For the collection of the data set, we used 20 participants to walk on the prede-
fined routes for both test beds since they had matching settings. The predefined routes
consisted of various patterns, including walking in circles, walking in a straight line, walk-
ing in a zigzag manner (going forward, backwards, and sideways), walking in a spiral
pattern (gradually moving closer or farther away from a fixed point), and walking in a
rectangular pattern.
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All the activities on both testbeds, including participants walking on each predefined
route, were recorded on a camera for four days. The main reason for recording these activi-
ties was to ensure that the participants were honest and to gather additional information
about their movements. This allowed us to observe if participants were correctly following
the predefined routes. This comprehensive approach allowed us to collect accurate and
reliable CSI data for further analysis and modeling.

Machine learning models usually use vast data to perform better with higher accuracy.
The collected sample data for the project is augmented to increase the effectiveness of the
dataset. For instance, walking is a continuous activity. Therefore, we split data with long
sequences into shorter lengths. Since walking is a symmetric activity, we reversed some
features within the augmented time domain. Training the proposed model was conducted
with 70% of the collected sample data, and the remaining 30% was used to test the accuracy
of the models. The proposed model was tested using a desktop computer equipped with
an Intel (R) Xeon(R) CPU E5-2660 0 @ 2.20GHz 2.20 GHz processer with 16.0 GB DDR 3
ram, and an Nvidia GeForce GTX 1060 GPU card. The results obtained from training and
testing the proposed model are presented in Section 4.

6. Simulations and Results

The validation of the proposed model utilizes the collected CSI data to test the system’s
performance while tracking both single and multiple targets [61]. Figures 2 and 3 indicate
the simulation data collection setups. The collected CSI data was calibrated for noise
reduction. Figure 3a,b below shows a colormap diagram of raw CSI data before calibration.
The data was collected in microseconds to capture small movements by the target and use
them for measuring instantaneous accelerations.
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Figure 3. (a) Colormap for raw CSI data of a target moving forward in a conference room taken
in 0.0014 microseconds. (b) Colormap for raw CSI data of a target moving forward in a dormitory
hallway room taken in 0.0016 microseconds.

Figure 4a,b below serve as illustrations of the variations in signal amplitude resulting
from the target’s movement in the testbeds. These figures visually demonstrate the unique
amplitude patterns observed at different positions. The analysis of these figures underscores
the importance of leveraging CSI signals, as indicated by the conclusion drawn regarding
the favorable results achieved through matching specific CSI parameters. These figures
visually demonstrate the changes in signal amplitude as the target moves within the
conference room and dormitory hallway testbed. Each position within the testbeds exhibits
a distinct amplitude pattern that corresponds to the target’s distance from the transmitter
and receiver. The focus here is on the utilization of CSI signals to optimize signal processing
techniques and enhance overall system performance. Channel state information comprises
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time stamps, which enfold every 4300 s (or 72 min), the beamforming count registered
by the drives, and the transmitter-receiver information. Additionally, the Channel State
Information (CSI) includes not only RSSI but also permuted signals from the three receive
antennas, packet rates, and the 3D matrix of the OFDM subcarriers. These elements, as
illustrated in the figures provided, form the comprehensive CSI dataset, enabling more
accurate analysis of the wireless channel’s characteristics and behavior.
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Figure 4. (a) Channel state information was measured in line–of–sight condition for three antennas as
a function of the subcarrier index for a target moving in a straight line and backwards from position
4 to 5 on the conference room-controlled testbed. (b) Channel state information was measured in
line–of–sight condition for three antennas as a function of the subcarrier index for a target moving in
a zigzag and sideways from position 2 to 3 on the hallway-controlled testbed.

Figure 5a,b below demonstrate the target motion detection by the phase differences
across adjacent antennas through a filter from one position to another in the conference
room testbed. The Wi-Fi Doppler effect may be ambiguous because the target changes
the path length while walking parallel to the line of sight of the propagating signal from
the transmitter to the receiver antennas. We asked the participants to consecutively walk
in the same direction at a constant speed to determine the Wi-Fi Doppler effect based on
their natural walking pattern. This allowed us to obtain the target’s estimated directional
speed optimally. When there is no movement within the line of sight, there will be no
Doppler effect, so the phase difference will be stationary. Nevertheless, as indicated in
Figure 6a,b, the phase differences fluctuate enormously when the target is in motion. We
put up a threshold to denote motion. Therefore, when phase differences are less than the
threshold, we would know that movement is impossible. Contrary to that, we would
know that the target is moving. To validate the proposed system’s ability to accommodate
various participants, we used ten volunteers as our subjects. We had four females and
six males between the ages of 19 and 30 years old and with heights of 150 to 188 cm to
capture our datasets, which were taken on four different days (two days on each testbed).
The training data that we collected was tested four times. The CSI data that we collected
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for all the participants was divided, and we used 70% of the collected dataset for training,
and the remaining 30% was utilized for testing. The performance evaluation metrics
of the proposed included the error matrix, which allowed us to measure the proposed
systems to measure recall, precision, accuracy, and area under the curve–receiver operating
characteristics (AUC–ROC) curve. We describe performance evaluation metrics in detail in
the subsection below.
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Figure 5. (a) Target moving in a straight line from position 2 to position 3 on the conference room
test bed with a filter is detected by the phase differences across adjacent antennas. (b) Detection of a
target moving in a straight line by the phase differences across adjacent antennas from position 2 to
position 3 on the hallway test bed.
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6.1. Performance Evaluation of Proposed and Existing Methods

The performance evaluation metric adopted for our research study includes the con-
fusion matrix focused on the true negative rate (TN), which is the probability that a
nonmoving target is classified correctly. In our research study, we evaluated the overall
accuracy of our proposed machine learning model using confusion matrices and focused
on specific performance metrics such as the true positive (TP) rate and F1 score. The TP
rate measures the probability that a moving target is correctly detected and classified as
positive by the model. This metric is crucial in object detection and tracking applications,
where correctly identifying moving targets is essential. In our study, we calculated the TP
rate by dividing the number of true positives by the total number of positive instances. We
collected datasets from two different environments, namely the hallway and conference
room, and evaluated the performance of our model in each environment.

To analyze the results, we created confusion matrices for each environment presented
in Figures 7 and 8. These matrices provided a detailed breakdown of the model’s per-
formance regarding true positive and false positive rates. In addition to the TP rate,
we adopted the F1 score as another performance metric in our study. The F1 score is
a weighted average of the precision and recall, providing a balanced measure of the
model’s accuracy. The F1 score ranges from 0 to 1, where a score of 1 represents perfect
accuracy. To calculate the F1 score, we used precision and recall values from the con-
fusion matrices. Precision measures the proportion of true positive predictions among
all positive predictions, while recall measures the proportion of true positive predictions
among all actual positive instances. The F1 score is then calculated using the formula
2 × (precision × recall)/(precision + recall).
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conference room dataset.

Moreover, the TP rate and F1 score allowed us to evaluate the model’s performance
more nuanced and detailedly, beyond the overall accuracy measured through the confusion
matrices. Specifically, the TP rate was a key metric in evaluating the model’s effectiveness in
correctly detecting moving targets. At the same time, the F1 score provided a balanced mea-
sure of the model’s accuracy that considered both precision and recall. By analyzing these
multiple metrics, we gained a more comprehensive understanding of the model’s strengths
and weaknesses, which can help us make informed decisions on further improving and
optimizing the model for real-world applications.

Tables 1 and 2 below show the evaluation metrics results for the self-collected data
sets in different environments. For the conference room dataset in Table 1, the results show
that the recall that was archived was 0.90, which means that the model correctly identified
90% as positive, and 10% were incorrectly classified as negative (false negatives). This
means that the model effectively detects positive cases when they are present in the dataset.
Table 1 also includes an F1 score of 0.91, meaning the model has achieved a balance between
precision and recall. The F1 score is a harmonic mean of precision and recall, combining
both metrics into a single score. This means that the proposed model with an F1 score of
0.91 (which is a good score) is performing well on the dataset.

Table 1. Evaluation Matrices for the Proposed Model (Conference Room Dataset).

Metrics Measures

Recall 0.90
F1 Score 0.90
Precision 0.91

Weighted Average 0.9166
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Table 2. Evaluation Matrices for the Proposed Model (Hallway Dataset).

Metrics Measures

Recall 0.95
F1 Score 0.95
Precision 0.96

Weighted Average 0.946

Moreover, the other dataset collected from the hallway environment, as indicated in
Table 2, archived a recall of 0.95, an F1 score of 0.95, a precision of 0.96, and a weighted
value of 0.946. This means that the model has achieved high performance in terms of
precision and recall, with both metrics above 0.95. The F1 score, a weighted harmonic
mean of precision and recall, is also high at 0.96. Moreover, the increased weighted average
of 0.946 suggests that the model performs well across all classes, even when considering
differences in sample sizes between classes. This is important in cases where the dataset is
imbalanced and some classes have more samples than others.

6.2. Comparative Analysis of the Proposed Model with Other Models

In this section, we present a comparative analysis of several machine learning models
for predicting the position and tracking of a moving target in two different environments,
as shown in Tables 3 and 4. We evaluate the performance of Long Short-Term Memory
Networks (LSTM), Support Vector Machine (SVM), k-nearest neighbors’ algorithm, and
recurrent neural networks (RNNs), as well as a proposed model based on self-attention
mechanisms. We compare the model’s accuracy levels with 100 epochs during the training
and testing phases. Our main goal is to identify each model’s strengths and limitations and
provide insights into the potential of deep learning models for predicting the position and
tracking of a moving target. Based on the conference room dataset results, the proposed
model outperformed the other models in both training and testing accuracy. The proposed
model achieved 97% training accuracy and 96% testing accuracy, indicating that it could
learn the patterns in the data well and generalize to new data.

Table 3. Results for dormitory hallway data set.

Models Epochs Training Accuracy Testing Accuracy

Proposed Model 100 97.0 96.0
LSTM 100 90.1 89.00
SVM 100 81.1 80.0
KNN 100 90.2 88.9
RNN 100 91.9 90.3

Table 4. Results for conference room data set.

Models Epochs Training Accuracy Testing Accuracy

Proposed Model 100 93.00 91.66
LSTM 100 89.9 88.00
SVM 100 82.10 80.00
KNN 100 91.00 90.00
RNN 100 92.00 90.66

Among the other models, as indicated in Table 3 for the hall environment dataset,
the RNN performed the second best, achieving 91.9% training accuracy and 90.3% test-
ing accuracy. The KNN model also performed relatively well, achieving 90.2% training
accuracy and 88.9% testing accuracy. The LSTM model achieved 90.1% training accuracy
and 89% testing accuracy, while the SVM model achieved 81.1% training accuracy and
80% testing accuracy.
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Therefore, it can be concluded that the proposed model is the most effective model
for this dataset, followed by the RNN and KNN models. The LSTM and SVM models
performed relatively poorly compared to the other models. It is important to note that
other factors, such as computational efficiency, interpretability, and model complexity, were
also considered when choosing a model for this task.

We further tested the same models for the same task using some datasets collected in
a different environment, as indicated in Table 4 above. With 93.00% training accuracy and
91.66% testing accuracy, the proposed model outperformed all other models in terms of
training and test accuracy. This suggests that the proposed model can effectively generalize
to new data and learn patterns from the hallway dataset.

7. Results Discussion

The main aim of this research study was to use a device-free target tracking method and
an unscented Kalman filter with Wi-Fi signals in the form of channel state information and
incorporate the self-attention mechanism model. The preceding sections provide a detailed
theoretical exposition of the key contributions of the research, which are informed by the
results presented in subsections A, B, and C. We intended to develop a novel fine-grained
target-tracking model that utilizes self-attention and CSI to passively locate and track
moving targets while estimating their position with instantaneous acceleration. The model
employs batch processing and Kalman filtering for online tracking, improving position
estimation accuracy over time. Additionally, we propose using an unscented Kalman filter
for instant position estimation of multiple targets. Our experiments, conducted in real-time
using commodity Wi-Fi devices on a custom-designed platform, validate the performance
of our proposed model. Figure 4a,b and Figure 5a,b depict the movement of various
targets from one position to another in a raw CSI waveform. These Figures illustrate the
changes in amplitude and phase of the received Wi-Fi signals as the targets move and
how these changes are used to locate and track the targets. Specifically, each Figure shows
the movement of one target over time, with different sub-Figures representing different
time points. The raw CSI waveform is plotted on the y-axis, while the x-axis represents
time. On the other hand, Figure 3a,b are presented in a colormap format, which allows
for a more visual representation of the movement of the targets. The color map represents
the amplitude and phase changes of the Wi-Fi signals in different colors, with each color
representing a different value. These Figures show the movement of multiple targets
simultaneously, with different colors indicating different targets. These Figures provide
valuable insights into the proposed fine-grained target-tracking approach, demonstrating
its ability to locate and track multiple targets using Wi-Fi signals accurately. Figure 5a,b
illustrate the movement of targets after applying the unscented Kalman filter to the raw
CSI data. The unscented Kalman filter is a data processing technique that helps estimate
the state of a system based on noisy sensor measurements. In the context of target tracking,
the unscented Kalman filter can help improve position estimation accuracy by reducing the
impact of noise and other sources of uncertainty in the CSI data. The filtered CSI data was
then used to build datasets for moving targets in two different environments. These datasets
contain information about the targets’ movements, including their position, velocity, and
acceleration, over time. The two environments in question were custom-designed indoor
spaces that were specifically designed to test the performance of the proposed tracking
approach. Overall, Figures 5 and 6 provide valuable insights into the effectiveness of the
unscented Kalman filter in improving target tracking accuracy. By comparing the filtered
CSI data to the raw CSI data, we can see how the filter helps reduce noise and improve the
overall quality of the data. Additionally, the datasets generated from the filtered CSI data
provide a valuable resource for further research and experimentation in target tracking
using Wi-Fi signals. To evaluate the effectiveness of the proposed system, we used various
evaluation metrics derived from the confusion matrix. These metrics include accuracy,
precision, recall, specificity, F1 score, and AUC–ROC curve. The evaluation results are
presented in Figures 7 and 8 and Tables 1–4. So, the overall evaluation of the results
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suggests that the proposed model is highly effective in identifying and tracking moving
targets using commodity Wi-Fi devices. The high accuracy level achieved by the model
indicates that it can reliably detect and track most of the targets. In contrast, the high
precision and recall scores suggest that the model can accurately identify true positives and
negatives. These findings are significant, as they demonstrate the potential for using Wi-Fi
signals for target tracking in a wide range of applications, including surveillance, security,
and human-computer interaction.

8. Conclusions and Future Work

This study’s results demonstrate the proposed model’s effectiveness for target tracking
using commodity Wi-Fi devices. The high accuracy level achieved by the model indicates
that it can reliably detect and track most targets. The high precision and recall scores
demonstrate that the model accurately identifies true positives and negatives. These find-
ings have important implications for a wide range of applications, including surveillance,
security, and human-computer interaction.

In conclusion, this study has proposed a novel target-tracking approach using Wi-Fi
signals and a sole self-attention mechanism. The proposed model utilizes batch processing
and particle filtering techniques to track the targets and estimate their positions accurately.
Additionally, the model uses an unscented Kalman filter to estimate the instant positions
of multiple moving targets. The results of this study indicate that this approach is highly
effective for target tracking, achieving an accuracy level of 97%.

In terms of future work, further research could be conducted to explore the potential
of this approach for real-time target tracking in complex and dynamic environments.
Additionally, the proposed model could be extended to incorporate other sources of data,
such as visual or acoustic signals, to enhance the accuracy and robustness of the tracking
system. Finally, the proposed model could be optimized to improve its computational
efficiency, making it suitable for deployment in resource-constrained environments.
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4. Perković, T.; Rodić, L.D.; Šabić, J.; Šolić, P. Machine Learning Approach towards LoRaWAN Indoor Localization. Electronics 2023,

12, 457. [CrossRef]

https://doi.org/10.1109/TVT.2018.2810307
https://doi.org/10.1109/JSEN.2014.2332098
https://doi.org/10.3390/s23031542
https://www.ncbi.nlm.nih.gov/pubmed/36772582
https://doi.org/10.3390/electronics12020457


Sensors 2023, 23, 5527 22 of 24

5. Wang, C.; Luo, J.; Zheng, Y. Optimal Target Tracking Based on Dynamic Fingerprint in Indoor Wireless Network. IEEE Access
2018, 6, 77226–77239. [CrossRef]

6. Chen, Z.; Zhong, B.; Li, G.; Zhang, S.; Ji, R.; Tang, Z.; Li, X. SiamBAN: Target-Aware Tracking with Siamese Box Adaptive
Network. IEEE Trans. Pattern Anal. Mach. Intell. 2022, 45, 5158–5173. [CrossRef]

7. Huang, Z.; Poslad, S.; Li, Q.; Yang, B.; Xia, J.; Wu, B.; Luan, Z.; Fan, Y. DeepWE: A Deep Bayesian Active Learning Waypoint
Estimator for Indoor walkers. IEEE Internet Things J. 2023, 10, 9738–9752. [CrossRef]

8. Lee, S.-H.; Cheng, C.-H.; Lin, C.-C.; Huang, Y.-F. PSO-Based Target Localization and Tracking in Wireless Sensor Networks.
Electronics 2023, 12, 905. [CrossRef]

9. Xu, X.; Zhao, J.; Wu, J.; Shen, F. Switch and Refine: A Long-Term Tracking and Segmentation Framework. IEEE Trans. Circuits
Syst. Video Technol. 2022, 33, 1291–1304. [CrossRef]

10. Gao, T.; Pan, H.; Wang, Z.; Gao, H. A CRF-Based Framework for Tracklet Inactivation in Online Multi-Object Tracking. IEEE
Trans. Multimedia 2021, 24, 995–1007. [CrossRef]

11. Liu, X.; Mihaylova, L.; George, J.; Pham, T. Gaussian Process Upper Confidence Bounds in Distributed Point Target Tracking over
Wireless Sensor Networks. IEEE J. Sel. Top. Signal Process. 2022, 17, 295–310. [CrossRef]

12. Alhmiedat, T. Fingerprint-Based Localization Approach for WSN Using Machine Learning Models. Appl. Sci. 2023, 13, 3037.
[CrossRef]

13. Senel, N.; Kefferpütz, K.; Doycheva, K.; Elger, G. Multi-Sensor Data Fusion for Real-Time Multi-Object Tracking. Processes 2023,
11, 501. [CrossRef]

14. Nabati, M.; Ghorashi, S.A. A real-time fingerprint-based indoor positioning using deep learning and preceding states. Expert Syst.
Appl. 2023, 213, 118889. [CrossRef]

15. Chen, Q.; Tan, B.; Woodbridge, K.; Chetty, K. Indoor target tracking using high doppler resolution passive Wi-Fi radar. Dep.
Electron. 2015, 5565–5569. [CrossRef]

16. Luo, J.; Zhang, Z.; Liu, C.; Luo, H. Reliable and Cooperative Target Tracking Based on WSN and WiFi in Indoor Wireless Networks.
IEEE Access 2018, 6, 24846–24855. [CrossRef]

17. Jiang, M.; Zhou, C.; Kong, J. AOH: Online Multiple Object Tracking with Adaptive Occlusion Handling. IEEE Signal Process. Lett.
2022, 29, 1644–1648. [CrossRef]

18. Suraweera, N.; Li, S.; Johnson, M.; Collings, I.B.; Hanly, S.V.; Ni, W.; Hedley, M. Environment-Assisted Passive WiFi Tracking with
Self-Localizing Asynchronous Sniffers. IEEE Syst. J. 2020, 14, 4798–4809. [CrossRef]

19. Zhang, L.; Wang, H. Device-Free Tracking via Joint Velocity and AOA Estimation with Commodity WiFi. IEEE Sens. J. 2019, 19,
10662–10673. [CrossRef]

20. Qian, K.; Wu, C.; Yang, Z.; Liu, Y.; Zhou, Z. PADS: Passive detection of moving targets with dynamic speed using PHY layer
information. In Proceedings of the 2014 20th IEEE International Conference on Parallel and Distributed Systems (ICPADS),
Hsinchu, Taiwan, 16–19 December 2014; pp. 1–8. [CrossRef]

21. Chu, P.; Wang, J.; You, Q.; Ling, H.; Liu, Z. Transmot: Spatial-temporal graph transformer for multiple object tracking.
In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision, Waikoloa, HI, USA, 3–7 January
2023; pp. 4870–4880.

22. Li, X.; Nasa, M.A.; Rezaei, F.; Tufvesson, F. Target Tracking using Signal Strength Differences for Long-Range IoT Networks. In
Proceedings of the 2020 IEEE International Conference on Communications Workshops (ICC Workshops), Dublin, Ireland, 7–11
June 2020; pp. 1–6. [CrossRef]

23. Chen, S.; Guo, S.; Li, Y. Real-time tracking a ground moving target in complex indoor and outdoor environments with UAV.
In Proceedings of the 2016 IEEE International Conference on Information and Automation (ICIA), Ningbo, China, 1–3 August
2016; pp. 362–367. [CrossRef]

24. Li, C.; De Bast, S.; Miao, Y.; Tanghe, E.; Pollin, S.; Joseph, W. Contact-Free Multi-Target Tracking Using Distributed Massive
MIMO-OFDM Communication System: Prototype and Analysis. IEEE Internet Things J. 2023, 10, 9220–9233. [CrossRef]

25. Anzai, D.; Hara, S. Does particle filter really outperform low pass filter in indoor target tracking? In Proceedings of the
IEEE International Symposium on Personal, Indoor and Mobile Radio Communications, Istanbul, Turkey, 26–29 September
2010; pp. 882–886. [CrossRef]

26. Paul, A.; Sinha, S. Received signal strength-based location verification technique in Wireless Sensor Network using Spline curve.
J. Supercomput. 2023, 79, 10093–10116. [CrossRef]

27. Mizuno, K.; Miwa, Y.; Naito, K.; Ehara, M. Location estimation and tracking scheme for passive RF tags with angled antennas.
In Proceedings of the 2023 IEEE International Conference on Consumer Electronics (ICCE), Las Vegas, NV, USA, 6–8 January
2023; pp. 1–6. [CrossRef]

28. Xu, W.; Li, X.; Bi, D.; Xu, J.; Li, Z.; Xie, Y. Real-time robust and precise kernel learning for indoor localization under the internet of
things. Signal Process. 2023, 208, 108979. [CrossRef]

29. Cheng, X.; Huang, B. CSI-Based Human Continuous Activity Recognition Using GMM–HMM. IEEE Sens. J. 2022, 22, 18709–18717.
[CrossRef]

30. Zhang, K.; Tan, B.; Ding, S.; Li, Y.; Li, G. Device-free indoor localization based on sparse coding with nonconvex regularization
and adaptive relaxation localization criteria. Int. J. Mach. Learn. Cybern. 2022, 14, 429–443. [CrossRef]

https://doi.org/10.1109/ACCESS.2018.2880247
https://doi.org/10.1109/TPAMI.2022.3195759
https://doi.org/10.1109/JIOT.2023.3234600
https://doi.org/10.3390/electronics12040905
https://doi.org/10.1109/TCSVT.2022.3210245
https://doi.org/10.1109/TMM.2021.3062489
https://doi.org/10.1109/JSTSP.2022.3223521
https://doi.org/10.3390/app13053037
https://doi.org/10.3390/pr11020501
https://doi.org/10.1016/j.eswa.2022.118889
https://doi.org/10.1109/icassp.2015.7179036
https://doi.org/10.1109/ACCESS.2018.2830762
https://doi.org/10.1109/LSP.2022.3191549
https://doi.org/10.1109/JSYST.2019.2960510
https://doi.org/10.1109/JSEN.2019.2929580
https://doi.org/10.1109/padsw.2014.7097784
https://doi.org/10.1109/iccworkshops49005.2020.9145373
https://doi.org/10.1109/icinfa.2016.7831851
https://doi.org/10.1109/JIOT.2023.3234041
https://doi.org/10.1109/pimrc.2010.5672056
https://doi.org/10.1007/s11227-023-05069-7
https://doi.org/10.1109/icce56470.2023.10043471
https://doi.org/10.1016/j.sigpro.2023.108979
https://doi.org/10.1109/JSEN.2022.3198248
https://doi.org/10.1007/s13042-022-01559-x


Sensors 2023, 23, 5527 23 of 24

31. Tavanti, E.; Rizik, A.; Fedeli, A.; Caviglia, D.D.; Randazzo, A. A Short-Range FMCW Radar-Based Approach for Multi-Target
Human-Vehicle Detection. IEEE Trans. Geosci. Remote Sens. 2021, 60, 1–16. [CrossRef]

32. Han, F.; Wan, C.; Yang, P.; Zhang, H.; Yan, Y.; Cui, X. ACE: Accurate and Automatic CSI Error Calibration for Wireless Localization
System. In Proceedings of the 2020 6th International Conference on Big Data Computing and Communications (BIGCOM),
Deqing, China, 24–25 July 2020; pp. 15–23. [CrossRef]

33. Wang, J.; Zhang, X.; Gao, Q.; Yue, H.; Wang, H. Device-Free Wireless Localization and Activity Recognition: A Deep Learning
Approach. IEEE Trans. Veh. Technol. 2016, 66, 6258–6267. [CrossRef]

34. Han, X.; He, Z. A Wireless Fingerprint Location Method Based on Target Tracking. In Proceedings of the 2018 12th International
Symposium on Antennas, Propagation and EM Theory (ISAPE), Hangzhou, China, 3–6 December 2018; pp. 1–4. [CrossRef]

35. Huang, B.; Xu, T.; Shen, Z.; Jiang, S.; Zhao, B.; Bian, Z. SiamATL: Online Update of Siamese Tracking Network via Attentional
Transfer Learning. IEEE Trans. Cybern. 2021, 52, 7527–7540. [CrossRef]

36. Tekler, Z.D.; Low, R.; Gunay, B.; Andersen, R.K.; Blessing, L. A scalable Bluetooth Low Energy approach to identify occupancy
patterns and profiles in office spaces. Build. Environ. 2020, 171, 106681. [CrossRef]

37. Li, N.; Becerik-Gerber, B. Performance-based evaluation of RFID-based indoor location sensing solutions for the built environment.
Adv. Eng. Inform. 2011, 25, 535–546. [CrossRef]

38. Low, R.; Cheah, L.; You, L. Commercial Vehicle Activity Prediction with Imbalanced Class Distribution Using a Hybrid Sampling
and Gradient Boosting Approach. IEEE Trans. Intell. Transp. Syst. 2020, 22, 1401–1410. [CrossRef]

39. Tekler, Z.D.; Chong, A. Occupancy prediction using deep learning approaches across multiple space types: A minimum sensing
strategy. Build. Environ. 2022, 226, 109689. [CrossRef]

40. Gao, J.; Yan, X.; Zhao, W.; Lyu, Z.; Liao, Y.; Zheng, C. Spatio-Temporal Contextual Learning for Single Object Tracking on Point
Clouds. IEEE Trans. Neural Netw. Learn. Syst. 2023. [CrossRef] [PubMed]

41. Chen, T.; Yang, P.; Peng, H.; Qian, Z. Multi-target tracking algorithm based on PHD filter against multi-range-false-target jamming.
J. Syst. Eng. Electron. 2020, 31, 859–870. [CrossRef]

42. Zhichao, B.; Qiuxi, J.; Fangzheng, L. Multiple model efficient particle filter based track-before-detect for maneuvering weak
targets. J. Syst. Eng. Electron. 2020, 31, 647–656. [CrossRef]

43. Gongguo, X.; Ganlin, S.; Xiusheng, D. Sensor scheduling for ground maneuvering target tracking in presence of detection blind
zone. J. Syst. Eng. Electron. 2020, 31, 692–702. [CrossRef]

44. Nagarajan, A.; Gopinath, M.P. Hybrid Optimization-Enabled Deep Learning for Indoor Object Detection and Distance Estimation
to Assist Visually Impaired Persons. Adv. Eng. Softw. 2022, 176, 103362. [CrossRef]

45. Gao, Q.; Wang, J.; Ma, X.; Feng, X.; Wang, H. CSI-Based Device-Free Wireless Localization and Activity Recognition Using Radio
Image Features. IEEE Trans. Veh. Technol. 2017, 66, 10346–10356. [CrossRef]

46. Jayasundara, V.; Jayasekara, H.; Samarasinghe, T.; Hemachandra, K.T. Device-Free User Authentication, Activity Classification
and Tracking using Passive Wi-Fi Sensing: A Deep Learning Based Approach. IEEE Sens. J. 2020, 20, 9329–9338. [CrossRef]

47. Bybordi, S.; Reggiani, L. Hybrid Fingerprinting-EKF Based Tracking Schemes for Indoor Passive Localization. Int. J. Distrib. Sens.
Netw. 2014, 10, 351523. [CrossRef]

48. Hu, H.-N.; Yang, Y.-H.; Fischer, T.; Darrell, T.; Yu, F.; Sun, M. Monocular Quasi-Dense 3D Object Tracking. IEEE Trans. Pattern
Anal. Mach. Intell. 2022, 45, 1992–2008. [CrossRef]

49. Song, Q.; Guo, S.; Liu, X.; Yang, Y. CSI Amplitude Fingerprinting-Based NB-IoT Indoor Localization. IEEE Internet Things J. 2018,
5, 1494–1504. [CrossRef]

50. Sun, S.; Akhtar, N.; Song, X.; Song, H.; Mian, A.; Shah, M. Simultaneous Detection and Tracking with Motion Modelling for
Multiple Object Tracking. In Proceedings of the Computer Vision–ECCV 2020: 16th European Conference, Glasgow, UK, 23–28
August 2020; Springer International Publishing: New York, NY, USA, 2020; pp. 626–643. [CrossRef]

51. Savazzi, S.; Nicoli, M.; Carminati, F.; Riva, M. A Bayesian Approach to Device-Free Localization: Modeling and Experimental
Assessment. IEEE J. Sel. Top. Signal Process. 2013, 8, 16–29. [CrossRef]

52. Wilson, J.; Patwari, N. A Fade-Level Skew-Laplace Signal Strength Model for Device-Free Localization with Wireless Networks.
IEEE Trans. Mob. Comput. 2012, 11, 947–958. [CrossRef]

53. Bao, J.; Zhang, X.; Zhang, T.; Zeng, T.; Yang, Z.; Zhan, X.; Shi, J.; Wei, S. Shadow-Enhanced Self-Attention and Anchor-Adaptive
Network for Video SAR Moving Target Tracking. IEEE Trans. Geosci. Remote Sens. 2023, 61, 5204913. [CrossRef]

54. Wu, C.; Wu, F.; Qi, T.; Huang, Y.; Xie, X. Fastformer: Additive Attention Can Be All You Need. arXiv 2021, arXiv:2108.09084.
55. Dang, X.; Huang, Y.; Hao, Z.; Si, X. PCA-Kalman: Device-free indoor human behavior detection with commodity Wi-Fi. EURASIP

J. Wirel. Commun. Netw. 2018, 2018, 4868–4878. [CrossRef]
56. Zhang, Y.; Qu, C.; Wang, Y. An Indoor Positioning Method Based on CSI by Using Features Optimization Mechanism With LSTM.

IEEE Sens. J. 2020, 20, 4868–4878. [CrossRef]
57. Molla, J.P.; Dhabliya, D.; Jondhale, S.R.; Arumugam, S.S.; Rajawat, A.S.; Goyal, S.B.; Raboaca, M.S.; Mihaltan, T.C.; Verma, C.;

Suciu, G. Energy Efficient Received Signal Strength-Based Target Localization and Tracking Using Support Vector Regression.
Energies 2023, 16, 555. [CrossRef]

58. Bahl, P.; Padmanabhan, V.N. RADAR: An in-Building RF-Based User Location and Tracking System. In Proceedings of the IEEE
INFOCOM 2000, Tel Aviv, Israel, 26–30 March 2000.

https://doi.org/10.1109/TGRS.2021.3138687
https://doi.org/10.1109/bigcom51056.2020.00009
https://doi.org/10.1109/TVT.2016.2635161
https://doi.org/10.1109/isape.2018.8634177
https://doi.org/10.1109/TCYB.2020.3043520
https://doi.org/10.1016/j.buildenv.2020.106681
https://doi.org/10.1016/j.aei.2011.02.004
https://doi.org/10.1109/TITS.2020.2970229
https://doi.org/10.1016/j.buildenv.2022.109689
https://doi.org/10.1109/TNNLS.2022.3233562
https://www.ncbi.nlm.nih.gov/pubmed/37018572
https://doi.org/10.23919/JSEE.2020.000066
https://doi.org/10.23919/JSEE.2020.000040
https://doi.org/10.23919/JSEE.2020.000044
https://doi.org/10.1016/j.advengsoft.2022.103362
https://doi.org/10.1109/TVT.2017.2737553
https://doi.org/10.1109/JSEN.2020.2987386
https://doi.org/10.1155/2014/351523
https://doi.org/10.1109/TPAMI.2022.3168781
https://doi.org/10.1109/JIOT.2017.2782479
https://doi.org/10.1007/978-3-030-58586-0_37
https://doi.org/10.1109/JSTSP.2013.2286772
https://doi.org/10.1109/TMC.2011.102
https://doi.org/10.1109/TGRS.2023.3260254
https://doi.org/10.1186/s13638-018-1230-2
https://doi.org/10.1109/JSEN.2020.2965590
https://doi.org/10.3390/en16010555


Sensors 2023, 23, 5527 24 of 24

59. Shu, Y.; Huang, Y.; Zhang, J.; Coue, P.; Cheng, P.; Chen, J.; Shin, K.G. Gradient-Based Fingerprinting for Indoor Localization and
Tracking. IEEE Trans. Ind. Electron. 2015, 63, 2424–2433. [CrossRef]

60. Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, Ł.; Polosukhin, I. Attention is all you need. Adv.
Neural Inf. Process Syst. 2017, 30, 5158–5173.

61. Zhan, R.; Wan, J. Iterated Unscented Kalman Filter for Passive Target Tracking. IEEE Trans. Aerosp. Electron. Syst. 2007, 43,
1155–1163. [CrossRef]

62. Ali, N.H.; Hassan, G.M. Kalman Filter Tracking. Int. J. Comput. Appl. 2014, 89, 15–18.
63. Qin, C.; Li, B.; Han, B. Fast brain tumor detection using adaptive stochastic gradient descent on shared-memory parallel

environment. Eng. Appl. Artif. Intell. 2023, 120, 105816. [CrossRef]
64. Laumont, R.; De Bortoli, V.; Almansa, A.; Delon, J.; Durmus, A.; Pereyra, M. On Maximum a Posteriori Estimation with Plug &

Play Priors and Stochastic Gradient Descent. J. Math. Imaging Vis. 2023, 65, 140–163. [CrossRef]
65. Ye, Y.; Huang, Q.; Rong, Y.; Yu, X.; Liang, W.; Chen, Y.; Xiong, S. Field detection of small pests through stochastic gradient descent

with genetic algorithm. Comput. Electron. Agric. 2023, 206, 107694. [CrossRef]
66. Liu, Y. An Improved Analysis of Stochastic Gradient Descent with Momentum. arXiv 2020, arXiv:2007.0798.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1109/TIE.2015.2509917
https://doi.org/10.1109/TAES.2007.4383605
https://doi.org/10.1016/j.engappai.2022.105816
https://doi.org/10.1007/s10851-022-01134-7
https://doi.org/10.1016/j.compag.2023.107694

	Introduction 
	Background and Related Work 
	System Model 
	Data Collection 
	CSI Processing (PCA) 
	CSI Calibration 
	The Fingerprint Generation 
	Sole-Self Attention Mechanism 
	Unscented Kalman Filter Tracking 

	Optimization Based on Position Algorithm 
	Experimental Setup 
	Simulations and Results 
	Performance Evaluation of Proposed and Existing Methods 
	Comparative Analysis of the Proposed Model with Other Models 

	Results Discussion 
	Conclusions and Future Work 
	References

