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Abstract: With the advancement of urban rail transit towards intelligence, the demand for ur-
ban rail transit communication has increased significantly, but the traditional urban rail transit
vehicle–ground communication system has been unable to meet the future vehicle–ground commu-
nication requirements. To improve the performance of vehicle–ground communication, the paper
proposes a reliable low-latency multipath routing (RLLMR) algorithm for urban rail transit ad hoc
networks. First, RLLMR combines the characteristics of urban rail transit ad hoc networks and uses
node location information to configure a proactive multipath to reduce route discovery delay. Second,
the number of transmission paths is adaptively adjusted according to the quality of service (QoS)
requirements for vehicle–ground communication, and then the optimal path is selected based on
the link cost function to improve transmission quality. Third, in order to enhance the reliability of
communication, a routing maintenance scheme has been added, and the static node-based local repair
scheme is used in routing maintenance to reduce the maintenance cost and time. The simulation
results show that compared with traditional AODV and AOMDV protocols, the proposed RLLMR
algorithm has good performance in improving latency and is slightly inferior to the AOMDV protocol
in improving reliability. However, overall, the throughput of the RLLMR algorithm is better than that
of the AOMDV.

Keywords: ad hoc; urban rail transit; multipath routing; routing maintenance

1. Introduction

Urban rail transit is steadily increasing its position in the field of public transportation
because of its large capacity, fast speed, and high safety. With the deep integration of new
information technologies and urban rail transit, such as Big Data, Satellite Communication,
and Block Chain, the demand for urban rail transit communication is growing rapidly, and
achieving a more intelligent, safe, efficient, and economical urban rail transit system is the
future development direction [1]. In this paper, the main research is how to improve the
network communication performance of urban rail transit vehicle–ground communication
systems with multiple services.

The traditional urban rail transit generally used communication-based train control
(CBTC), which has the advantages of small departure intervals and high operating efficiency,
but with the increasing demand for operation efficiency, the existing vehicle–ground
communication system is unable to meet the communication requirements in the future [2].
The network architecture design of vehicle–ground communication systems is an important
research object for the next-generation urban rail transit. At present, the urban rail vehicle–
ground communication network adopts WLAN or LTE-M technology to carry CBTC,
PIS, CCTV, and other services [3]. In this wireless communication network, there are a
large number of network facilities, such as the need to set up multiple pieces of trackside
equipment and base stations at the trackside; the base stations are connected to the station’s
network switches, and the terminals need to establish connections to the core network
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through the base stations to complete the communication with the station. Therefore, this
network architecture is complex to build and costly to operate and maintain, and when the
central node is disturbed or damaged, the vehicle–ground communication will be broken,
which will cause problems such as emergency braking, delayed running, and the stopping
of trains. For this reason, it is difficult to meet the demand for low-latency and high-
reliability vehicle–ground communication in the next-generation urban rail transit system.
There are many ways to improve the performance of vehicle–ground communication.
Reference [4] balances energy usage and passenger appearance time by considering the
joint optimization of passenger and energy allocation, thereby improving the performance
of train–ground communication. Reference [5] focuses on train scheduling and proposes
three optimization models for train scheduling to improve the efficiency of train–ground
operations. This article focuses on the impact of wireless communication on vehicle–ground
communication.

There has been research on distributed communication network technology for urban
rail transportation. Based on the design idea of the “Starlink Project” [6], the researchers
propose a communication scheme for applying ad hoc network technology to an urban rail
transit communication network, which is called “Rail Starlink”, which removes the ground
facilities, upgrades the trackside equipment to communication nodes, and enables direct
communication among the nodes through the reasonable placement of communication
nodes. Finally, the urban rail transit ad hoc networks composed of mobile nodes, trackside
nodes, and sink nodes are realized to carry out urban rail transit communication services.
Compared with the traditional urban rail wireless communication network, the urban rail
transit ad hoc network has the following characteristics:

(1) Decentralized network. Add a routing function in the trackside equipment and use a
Device-to-Device (D2D) interface without intermediate node control forwarding to re-
alize the direct communication between the vehicle–ground and trackside equipment

(2) Lower cost. It does not need to rely on ground facilities, reducing the construction
and maintenance costs of base stations and core networks, and vehicle and trackside
equipment use wireless communication, with no need to deploy and maintain cables.

(3) Lower latency. The vehicle–ground and vehicle–vehicle communication do not trans-
mit data through basic network facilities but rather transmit data through trackside
equipment in multiple hops, thereby reducing network latency.

(4) Stronger robustness. The ad hoc network does not need a central node to control and
coordinate the operation of the network and has strong invulnerability. When a node
or link fails, it will repair itself or replace the path, so the failure will not affect the
operation of the overall network.

In recent years, ad hoc networks as a new network communication technology have
been widely used in the fields of vehicular ad hoc network (VANET), wireless sensor
network (WSN), flying ad hoc network (FANET), and satellite communication. Among
them, routing protocols are an important part of network communication technology.

Traditional routing protocols can be divided into proactive routing and reactive (on-
demand) routing based on different routing strategies, and it can be divided into flat routing
and hierarchical (clustering) routing according to the network topology. According to the
number of paths used, it can be divided into unipath routing and multipath routing [7].

Domestic and foreign researchers have studied routing protocols mainly from the
perspectives of energy, network load, link stability, and routing maintenance according
to the characteristics of ad hoc networks in different fields. Ref. [8] proposed EDAODV
and AODV-I protocols, where EDAODV uses a bi-directional path discovery mechanism to
bypass congested nodes; the AODV-I protocol adds congestion handling to Route Request
(RREQ) to avoid selecting congested paths and also adds a route repair mechanism to
improve the congestion problem. A multipath strategy for the link lifecycle as well as
link energy loss prediction, which effectively reduces energy consumption and latency
by selecting paths with long link survival and low energy consumption, was provided
in [9]. In [10], a heuristic Q-Learning algorithm was proposed for the problem of frequent
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network topology changes and poor link stability in VANETs, which adaptively adjusts
the parameter values through continuous interaction with the external environment to
find a good stable path, improving the reliability of packet delivery. In [11], to address the
problem that traditional routing repair incurs huge routing overhead in terms of energy
and delay, an efficient routing recovery protocol with the endocrine cooperative particle
swarm optimization algorithm (ECPSOA) was proposed, which uses multi-swarm evolu-
tion equations to improve the rate of convergence and accuracy of the repair algorithm
and reduces routing overhead and energy consumption. To overcome the problem of link
instability in VANET, a hybrid multipath routing protocol with intelligent decisions is pro-
posed, which can find routes quickly and uses intermediate nodes for failure maintenance,
thus reducing the average routing latency and improving reliability [12]. Reference [13]
proposes a method based on node residual energy and link stability, which modifies the
original AODV routing protocol and adds header information on node residual energy and
stability to the RREQ routing request message, enabling the selection of nodes with high
stability and sufficient residual energy during the routing discovery process. Reference [14]
proposes a new unmanned aerial vehicle-assisted urban VANET (VRU) based on the AI
algorithm. This algorithm includes two sub-protocols for routing data and supporting the
detection of malicious vehicles: the VRU_Vu protocol for data packet transmission between
vehicles with the assistance of drones and the VRU_u protocol for data packet transmission
between drones.

In summary, there are many studies related to ad hoc network routing protocols
combining the characteristics of WSN networks and VANET networks, but few studies of
routing algorithms focus on ad hoc networks for urban rail transit. In the urban rail transit
ad hoc network, the network nodes need to be used for a long time and have a long-term
power supply system, so there is no need to consider the loss of node energy, and the
network nodes are randomly distributed around the trackside, which differs from VANET
networks in that they contain many static trackside nodes. So, the existing routing algorithm
cannot give full advantage to the characteristics of urban rail transit networks to improve
the network communication performance. Considering the multipath routing technology,
it not only enhances the link fault tolerance but also relieves network congestion, which
improves the reliability of data transmission and the transmission latency and improves
the QoS of urban rail communication services. Consequently, it is important to study the
multipath routing algorithm of urban rail transit ad hoc networks based on low-latency
and high-reliable communication.

The main purpose of this article is to provide a routing algorithm suitable for urban
rail transit ad hoc network scenarios, namely, the reliable low-latency multipath routing
algorithm (RLLMR). First, based on the ad hoc network scenario of urban rail transit, a
static configuration routing strategy is proposed to shorten the time for on-demand routing
discovery. Second, in response to the issue of different communication requirements for
different services in the process of urban rail transit vehicle–ground communication, a
multipath routing algorithm that can adaptively adjust parallel routing based on services
requirements is proposed to meet the latency requirements of different services as much
as possible while saving routing resources. Finally, a local routing repair scheme based
on maintenance nodes is added to enhance the reliability of the communication process
by introducing a routing maintenance mechanism. This method has a faster repair speed
compared to traditional backup routing repair methods and can reduce maintenance costs.
In addition, the performance of RLLMR was compared with that of AODV and AOMDV,
as shown in Table 1.

The rest of this paper is organized as follows. Section 2 introduces the urban rail self-
organizing network model. Section 3 discusses the multipath selection routing algorithm
and the route repair scheme. Section 4 shows the simulation results. Finally, Section 5
summarizes this paper.
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Table 1. A comparison of routing protocols.

Parameters AODV AOMDV RLLMR

protocol type on-demand on-demand hybrid

discovery latency long time long long time short time

repair latency NO long time short time

reliability average excellent slightly worse
than AOMDV

throughput fair better than AODV better than AOMDV

route repair method NO alternate path repair local routing repair

route selection minimum hop count minimum hop count low hop count and
good quality

2. The Network Model

In ad hoc networks, the common network structure is a planar network topology,
whose characteristics include a high density of network nodes; all nodes have the same
function, nodes can cooperate to complete the work, which has better robustness, and the
node load is more balanced.

In a flat network, using traditional proactive routing protocols requires all network
nodes to maintain global routing information for a long time and to update routing informa-
tion at a time when the network topology changes, so this requires a significant maintenance
overhead. Using on-demand routing protocols, the route discovery process requires the
multiple-forwarding of RREQ messages, resulting in a lot of time being consumed, which
seriously affects the transmission efficiency.

In this paper, combining the characteristics of an urban rail transit ad hoc network,
the network is divided into several areas based on the maximum communication range of
nodes, some trackside nodes are distributed in each area, and the routing information is
stored in the routing table of trackside nodes in advance through using the characteristics
of stationary trackside nodes, so the intermediate nodes have the routing information to
reach the station sink nodes, and each node only needs to maintain the routing information
of their respective paths, thus reducing the routing overhead. Finally, the network topology
of the train and trackside nodes is shown in Figure 1.
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Figure 1. The network topology of the train and trackside nodes.

In the urban rail transit ad hoc network, the trackside nodes are static and linearly
distributed around the trackside, the train nodes move along the tracks dynamically, and
sink nodes are concentrated in the stations. In Figure 1, it can be seen that there are mobile
nodes, trackside nodes, and sink nodes in the network, and each type of node has different
ways of working. The functions and working modes of each node are as follows.

(1) Mobile Nodes. This type of node essentially refers to the wireless terminal located at
the front or rear of the train, which combines routing and control management func-
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tions. First, this type of node has the ability to aggregate the respective business data
within the train carriages. Second, it is responsible for sending information to ground
facilities. This type of node has a relatively small number in the network and is mainly
responsible for carrying out various services of vehicle–ground communication. In
the process of vehicle–ground communication, routing discovery is performed first,
followed by data forwarding.

(2) Trackside Nodes. It can also be called the relay node. This type of node is numerous,
and different trackside signaling facilities can all serve as trackside nodes after adding
routing functions. This type of node is statically distributed near the trackside in
a linear pattern in the network, and the trackside nodes can be powered by under-
ground cables. Therefore, there is no need to consider the issue of insufficient node
energy during the research process. During the static configuration phase, routing
information such as ground sink nodes and some special nodes will be written in
advance in the routing table. In the process of vehicle–ground communication, the
main role of trackside nodes is to forward data information from adjacent nodes and
achieve multi-hop communications.

(3) Sink Nodes. It can also be called the gateway node. This node is mainly located next
to the station, and it is mainly responsible for sending and receiving data information
forwarded by the mobile nodes or trackside nodes and, finally, transmitting the
data to the control server of the station through fiber, Ethernet, and other basic
network facilities.

3. The Improved Multipath Routing Algorithm

The routing algorithm is improved mainly to optimize the latency and packet loss rate
and to enhance the communication performance of the network system. In this section, first,
the characteristics of urban rail transit ad hoc networks are analyzed, and it is explained
that configuring static routes can improve the route discovery algorithm; then, with a
suitable mathematical equation, it is explained that the method of constraining the number
of paths according to different service latency requirements and selecting paths based on
the link cost can improve the transmission efficiency and reliability; finally, in order to
improve the reliability of communication and address the issues of high repair costs and
long repair times in traditional route maintenance schemes, a local route repair scheme
is discussed.

The following notation is used for formulating the proposed approach.

General variables and parameters
N The number of available paths.
n, m The total number of sent packets.
i Available path index, i = 1, 2, . . . , N.

j, k
Index per hop, representing from the (k − 1)-th node to the k-th node, j = 1, 2, . . . ,
hci − 1, k = 1, 2, . . . , hci − 1.

M The number of parallel paths, M = 1, 2, . . . , N.

hop(i), hci
The number of hops from the source node to the destination node for the i-th
available path.

x The hop count.
y The link quality.
LR Control message size, such as RREQ and RREP.
L Transmission packet length.
Tqueue The queue time of each hop.
Tpropagation The propagation time of each hop.
Td2d The average end-to-end latency.
Tf The latency of route discovery.
Tr The routing repair latency.
T The longest latency of transmitting packet data in M paths.
T′ Retransmission latency.
B The transmission bandwidth.
f The carrier frequency.
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q Urban rail service index, q = 1, 2, . . .
τq Requirements for the transmission latency of urban rail services.
λ The average amount of data arriving in unit time.
µ The average amount of data processed in unit time.
p, P, Ps2d The packet loss rate of data transmission.
Ploss_rate(j) The packet loss rate of the j-th node.
TH(i) Throughput of the i-th path.
PL The path loss.
Pt The transmitting power.
Pt The received power.
Gt, Gr The antenna gain.
R Communication range.

3.1. Adaptive Multipath Selection Algorithm Based on Service Requirements

As a variety of services need to be carried out in the urban rail transit vehicle–ground
communication system, a unipath routing algorithm is used for data transmission, which
cannot meet the communication needs of different services. on the one hand, and on the
other hand, network congestion easily happens, which causes data loss and affects the
efficiency and reliability of the vehicle–ground communication system. Therefore, how to
meet the communication needs of different services is an important issue.

Multipath routing technology has the features of providing different paths for commu-
nication services with different QoS requirements and providing multiple paths for data of
the same communication services. So, using multipath routing algorithms, it is possible
to flexibly carry out several services and also meet the communication requirements of
different services. However, traditional multipath routing algorithms, such as the AOMDV,
take a lot of time to flood RREQ messages in the network during route discovery. So,
the algorithm proposed in this paper addresses the above problem and speeds up the
route discovery. Generally, end-to-end delay includes transmission delay, processing delay,
queuing delay, and propagation delay. Existing routers are generally high-speed routers
with the processing latency of microseconds or even lower, so it is unnecessary to consider
it. In the process of route discovery, it is necessary to first send RREQ to the destination
node and then reply to RREP to the source node; the latency of route discovery [15] is
shown in Equation (1).

Tf = 2 ∗ hop(i) ∗ ( LR
B

+ Tqueue + Tpropagation) (1)

in which hop(i) is the number of hops from the source node to the destination node, i
represents the number of independent disjoint paths that are allowed to be discovered, LR
is the control message size, B is the transmission bandwidth, Tqueue is the queue time of
each hop, and Tpropagation is the propagation time of each hop.

In the route discovery process of the on-demand routing protocol, the source node
needs to send RREQ to find the routing information of the destination node, and when
the routing information is found, the node replies to the source node with a route reply
(RREP) message, which completes the establishment of the link. Therefore, combined with
Equation (1), it is known that the number of hops is the main influencing factor on the route
discovery time. So, this paper proposes a static configuration routing scheme for urban rail
transit networks. The scheme enables the source node to obtain the routing information
of the destination node from the routing table of the intermediate node during the route
discovery process to reduce the number of control message forwarding and decrease the
route discovery latency.

Providing a different number of paths for different services can more fully utilize
routing resources and relieve the network load effectively. In this paper, a multipath
selection algorithm based on service requirements is proposed. The algorithm constrains the
number of paths according to the service latency requirements and then selects transmission
paths based on the link state. Now, assume that the nodes in the network have the same
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routing performance, and because the network range is small, when the mobile node runs
at 120 km/h, the propagation delay is also in microseconds, so the transmission delay
and queuing delay are mainly considered in the estimation of delay. The packet arrivals
obey Poisson distribution. According to the knowledge of queuing theory, λ represents
the average amount of data arriving in unit time, µ represents the average amount of data
processed in unit time, and each link can be considered as a standard M/M/1 model. Thus,
the average arrival rate and service rate with the multipath parallel transmission mode are
λM and µM, and M is the number of parallel paths. The constraint Equation (2) is obtained
according to the latency requirement.

τq > α
max{hci}

∑
k=1

(Ttrans,k + Tqueue,k) (2)

Ttrans,k =
L/M

B
(3)

Lque =
ρ2

(1− ρ)
(4)

Tqueue,k =
Lque

λM
=

λ

(µ− λ)µM
(5)

where τq represents the latency requirement of different services, q is the service type,
α is the estimation factor, which represents the maximum number of retransmissions,
{hc1, hc2, . . . , hci} is the number of hops corresponding to different paths, Ttrans,k represents
the transmission delay of the kth node, Tqueue,k represents the queue delay of the kth node,
L is the packet length, Lque is the queue length, and ρ represents the queuing strength of
the system, in which ρ = λ/µ. According to Equations (2)–(5), the minimum number of
parallel links M (M should be less than the number of independent disjoint paths) can
be calculated.

The average end-to-end latency of transmitting n packets using M paths is shown in
Equation (6).

Td2d = [n ∗ (1− p) ∗ T + p ∗ n ∗
{

T + T′
}
]/n (6)

T = max
M
{

hci

∑
k=1

(Ttrans,k + Tqueue,k)} (7)

where p is the packet loss rate of data transmission, and T represents the longest latency of
transmitting packet data in the path.

The traditional AOMDV only considers one factor of hop count in the routing selec-
tion process, and it ensures transmission efficiency by selecting the least-hop-count path.
However, this selection scheme cannot guarantee the quality of the propagation path while
ensuring transmission efficiency. When selecting the bad-quality path to transmit data,
even though this path has a few hop counts, it causes frequent packet loss because of the
bad path quality and affects the transmission efficiency. So, in this paper, the hop count x
and link quality y are chosen as the influencing factors to select a better path by establishing
the link cost function. Among them, a larger parameter x means a longer path, which has a
significant impact on the end-to-end latency and is negatively correlated with the reduction
in latency; a larger parameter y means a good link quality, which is beneficial for improving
the reliability, and it is positively correlated with the reduction in the packet loss rate. The
link cost function is shown in Equation (8).

LS(x, y) = α ∗ x + β ∗ 1
y

, α + β = 1 (8)

where α and β are weight coefficients, which represent the degree of contribution of the
parameters to the delay and reliability, and it can be obtained according to the AHP
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algorithm. Then, according to the Dijkstra principle, select the M links with the lowest link
cost as the transmission path.

The traditional AOMDV routing protocol will select one or more routes with the
minimized hop count from the remaining paths as alternate routes after the completion
of the primary path selection, and when a path fails, the node will generate a route
errors (RRER) message and then inform the source node to enable the alternate path
for retransmission; this way can improve the reliability of communication. In general,
researchers use the packet loss rate as a measure of reliability, and the nodes can calculate
the packet loss rate by counting the number of successfully received packets, as shown in
Equation (9).

Ploss_rate(j) = 1− receive_nums(j)
send_nums

(9)

Psuccess = P(Pt − Los− PN > θ) =
1
2

{
1 + er f (

ψ(d)√
2σ

)

}
(10)

ψ(d) = Pt − θ + PN + 28− 20lg f − 18lgd (11)

Los = PL + ξ, ξ ∼ (0, σ2) (12)

where Ploss_rate(j) represents the packet loss probability of the j-th node (jmax means
the destination node), send_nums is the number of packets sent from the source node,
receive_nums(j) represents the number of successfully received packets at the j-th node, PL
represents the path loss, and ξ represents the shadow fading coefficient, which follows a
normal distribution with a standard deviation σ. The successful reception of packets by
a node mainly depends on whether the received power can be higher than the received
threshold after the influence of large-scale fading and noise power, and if it is higher than
the received threshold, the reception is considered successful. The packet loss rate from the
source node to the destination node can be estimated by combining Equation (9), as shown
in Equation (13).

Ps2d = [1−∑
M

(1− Ploss_rate(jmax))] ∗ PB
loss_rate(jmax) (13)

It can be seen that increasing the number of alternate paths B will result in more paths
retransmitting packets, thereby improving the packet loss rate and increasing the reliability
of the system.

In addition, by combining the above equations, the throughput of the path can be
calculated as shown in Equation (14).

TH(i) =
L ∗ (1− Ploss_rate(i))

Td2d
(14)

where TH(i) represents the throughput of the i-th path, and L ∗ (1− Ploss_rate(i)) represents
the number of bits received by the destination node. The throughput represents the
average rate at which a data packet can successfully reach the destination node from the
source node.

3.2. Local Routing Maintenance Scheme Based on Maintenance Nodes

In the traditional AOMDV, the route repair time is long with the alternate path repair
scheme [16], and the alternate path will be idle for a long time when no failure occurs,
which has a large maintenance cost. Therefore, combined with the characteristics of an
urban rail transit network, a static configuration scheme is used to improve the routing
maintenance scheme in the traditional AOMDV routing protocol, and a local routing
maintenance scheme based on maintenance nodes for local repair is proposed.

In the network model shown in Figure 1, the network area is divided into several
virtual cells based on the area size and node location information; one or more mainte-
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nance nodes are arranged in each cell and configured with the routing information of the
maintenance nodes, which reaches each network node in the current cell and reaches the
maintenance node in the next cell. According to the network geographic area analysis, each
maintenance node should be located in the center of the cell, and its position should satisfy
the Equations (15) and (16).

dis1 = D(mj(i)−
1
N ∑

N
mj(i)) (15)

dis2 = D(
1
N ∑

N
mj(i)−

1
N ∑

N
mj(i + 1)) (16)

in which dis1 and dis2 represent the Euclidean distances between the maintenance node
and each other node in the current cell, the maintenance node in the current cell, and the
maintenance node in the next cell, and mj represents the node position information in the
i-th cell. The structure of the vehicle–ground communication network is shown in Figure 2.
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receiving antennas, 1λ  is the wavelength, 0d  is the reference distance, and d is the dis-
tance of two nodes. 

With the known transmit power, the received signal strength of the next hop can be 
calculated based on the path loss model to determine whether it is lower than the set re-
ception threshold so that the occurrence of a failure can be predicted. If the signal strength 
of the next hop is less than the set threshold, a failure is considered to exist, transmitting 
data to the next hop will fail, and a route repair algorithm needs to be initiated to replace 
the path. There are three repair cases depending on the location of the fault. 
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as shown in Figure 3. 

Intermediate node sink nodeMobile node

Cell 1 Cell 2

……

Cell n-1 Cell n

Station server

Maintenance node

Figure 2. Vehicle–ground communication network architecture.

It is seen from the figure that by configuring the routing information of the maintenance
node and other nodes in advance, it is beneficial to find the routing information of the
maintenance node quickly and complete the path replacement during the route repair
process, which can avoid the problem of the long, time-consuming route repair scheme.

Considering whether the destination node can successfully receive the packet is
related to the reception power of the node. So, in the route maintenance scheme, through
monitoring the strength of the control signals sent by the nodes (such as Hello messages
and Hello-ACK messages), it is possible to build a path loss model between two nodes, as
shown in Equation (17).

PL(d) = PL(d0) + 10n log10(
d
d0

) (17)

PL(d0) = 10 log(
Pt

Pr
) = −10 log[

GtGrλ1
2

(4πd0)
2 ] (18)

where Pt is the transmit power, Pr is the received power, PL(d0) is the path loss in free
space, n is the attenuation factor, Gt and Gr represent the gain of transmitting and receiv-
ing antennas, λ1 is the wavelength, d0 is the reference distance, and d is the distance of
two nodes.

With the known transmit power, the received signal strength of the next hop can
be calculated based on the path loss model to determine whether it is lower than the set
reception threshold so that the occurrence of a failure can be predicted. If the signal strength
of the next hop is less than the set threshold, a failure is considered to exist, transmitting
data to the next hop will fail, and a route repair algorithm needs to be initiated to replace
the path. There are three repair cases depending on the location of the fault.
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(1) Case 1: the established path is broken due to the mobile node moving beyond the
communication distance, and data transmission cannot be successful. For this case,
the mobile node restarts the route discovery algorithm to find a newly available path.

(2) Case 2: the data transmission fails due to the failure of the Intra-cell link. In this case,
the node that discovers the failure sends an RRER message to the maintenance node
in the area and establishes a temporary path with the help of the maintenance node,
as shown in Figure 3.
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(3) Case 3: the link failure happens between two cells, and the Intra-cell maintenance node
cannot directly establish a temporary path for repair due to the limited communication
range of the maintenance node. When the node detecting the failure finds that the next
hop is not in the current cell, the node sends an RRER message to the maintenance
node to let the maintenance node establish a connection with the maintenance node
of the next cell to establish an available temporary path, as shown in Figure 4.
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In summary, the routing repair scheme proposed in this paper predicts link failures
by estimating the received signal strength of the nodes, and once a failure is found, it can
be repaired quickly with the help of maintenance nodes. The average end-to-end latency
using local routing repair schemes is shown in Equation (19).
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M
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}
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m
M
∗ P ∗ {Tf + ∑
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m
M
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where m is the number of packets transmitted, P is the probability of the link failure of
each hop, Ti represents the end-to-end latency of the i-th hop, Tr represents the route
maintenance time, and Tf represents the route discovery time.

3.3. The Network Process

The network process can be divided into six phases described in Table 2. The detailed
processes are shown in Figure 5.
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Table 2. Network process.

Stage Function

Stage 1: Static configuration
Initialize the network nodes and configure

multiple independent disjoint static paths with
the position information of the nodes.

Stage 2: Routing discovery

The mobile node generates RREQ and floods
RRE; when it finds the route information of the
destination node, it sends an RREP message to

the source node, and then the source node
records the available path information after

receiving the RREP messages and goes to the
next stage.

Stage 3: Routing Selection

The number of parallel paths is calculated
according to the latency requirements of the

service data to be transmitted, and then, based
on the available path information, it calculates

each link cost and selects the path with the
smallest cost as the primary path; the detailed

process is shown in Figure 5a.

Stage 4: Data Transmission

The packets are transmitted along the primary
path to the destination node, and during

transmission, the intermediate nodes predict
whether the next hop can be successfully

received based on the transmit power and path
loss model. If the failure message is received, it

enters the route maintenance stage.

Stage 5: Routing Maintenance

The node generates an RERR message to send
to the maintenance node after the maintenance

node receives it, which will confirm the
location information of the next hop based on

the failure location, and then adopts the
corresponding maintenance plan according to
the location information; the detailed process is

shown in Figure 5b.
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3.4. RLLMR Algorithm

According to the above discussions, the proposed scheme is presented in Algorithm 1.

Algorithm 1. A reliable low-latency multipath routing algorithm (RLLMR)

Result: Update routing table;
1: Initialize the routing table of network nodes
2: # Step 1: static routing configuration
3: Generate a virtual node to send RREQ
4: for intermediate node received RREQ do
5: for without received the same RREQ-ID && new RREQ-ID > old RREQ-ID do
6: record the IP of the source node in the reverse routing table
7: send RREQ
8: end
9: end
10: for destination node received RREQ do
11: for destination node receives i RREQ-ID do
12: add tag i to RREP
13: reply to RREP along the reverse path
14: end
15: end
16: for intermediate node received RREP do
17: reply to RREP along the reverse path
18: record the forward path in the static routing table
19: end
20: remove virtual nodes, there are a total of N static paths in the network
21: # Step 2: route selection
22: for mobile node sends data to destination node do
23: for mobile nodes for routing discovery do
24: send RREQ
25: receive RREP
26: record the discovered available paths x (x <= N)
27: Get hci, y (from MAC layer), λ, µ
28: end
29: Find type of data sent q
30: Get τq, packet length L
31: Calculate dMmine = α

τq
∑

max{hci}
( L

B + λ
(µ−λ)µ

), Get M

32: for estimating link cost do
33: Calculate LSi(hci, y) = α ∗ hci + β ∗ 1

y
34: end
35: for M > 0 do
36: mark the available path with the minimum link cost as valid
37: M − 1
38: end
39: end
Update mobile node routing table;
40: # Step 3: local routing repair
41: divide the network area into several areas according to R, mark cell 1.2 . . . n
42: for intermediate node has detected a link failure reaching the next hop do
43: Get current node location information, A(x1, y1, z1)
44: Get next hop location information, B(x2, y2, z2)
45: for node A and B are located in the same cell, n do
46: mark the original path as a fault in the routing table
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47: mark the route to the maintenance node as valid
48: send RRER to maintenance node, mark 1
49: end
50: for node A and B are located in the different cell do
51: mark the original path as a fault in the routing table
52: mark the route to the maintenance node as valid
53: send RRER to maintenance node, mark 2
54: end
55: end
56: for maintenance node received RRER do
57: for mark = 1 do
58: mark the route to the next hop as valid
59: end
60: for mark = 2 do
61: mark the route to the maintenance nodes in next cell as valid
62: send RRER to maintenance node, mark 1
63: end
64: end

4. Performance Analysis of the Proposed Routing Algorithm
4.1. Simulation Environment Parameters

In this section, the main focus is on verifying the impact of the multipath selection
algorithm and route repair scheme on the latency and reliability for urban rail transit
vehicle-to-ground communication services. At first, the simulation is performed regarding
the urban rail transit ad hoc network topology, which distributes trackside nodes in the
network and makes the mobile nodes gradually approach the station sink nodes along
a straight line, and then the proposed adaptive multipath routing algorithm (AMS) and
local routing maintenance (LRM) scheme are compared with the traditional AODV [17]
and AOMDV routing protocols. The simulation parameters are given in Table 3.

Table 3. Simulation parameters.

Parameter Value

Network size 1500 m × 10 m × 8 m
Communication range 250 m

Carrier frequency 2.4 GHz
Maximum speed 120 km/h

No. 1 and No. 2 Data packet sizes 512 bit
No. 3 Data packet sizes 2048 bit

Transmit Power 30 dBm
Receiver Sensitivity −70 dBm

(Tx/Rx) Antenna Gain 5 dBi
Mobile node start location 0 m

Station start location 1500 m

4.2. Analysis of Simulation Results
4.2.1. Latency Results

The route discovery latency is the total time consumed by the source node in sending
RREQ messages to find an available path to the destination node. The route discovery
process of traditional AODV and AOMDV is compared with the route discovery process
using a static configuration scheme, and the route discovery delay results are shown in the
following figure.

As shown in Figure 6, with the increase in the arrival rate, this means that, in unit
time, the number of packets sent increases, which leads to a more congested network, and
the route discovery latency increases exponentially. However, the route discovery latency
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with the traditional route discovery algorithm is affected by the arrival rate to a greater
extent than with the route discovery algorithm under static configuration; that is because
the traditional route discovery algorithm needs to multiple-forward RREQ messages,
resulting in spending a long time finding the destination node routing information, while
the route discovery algorithm based on the static configuration scheme can obtain the
routing information of the destination node through intermediate nodes to effectively
reduce the number of RREQ forwarding. Consequently, this method can greatly reduce
route discovery latency.
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Figure 6. The relationship of discovery latency with arrival rate.

As shown in Figure 7, the AODV route discovery latency and the AOMDV route
discovery latency fluctuate as the mobile node approaches the station, which is due to the
change in the number of RREQ message forwarding, that is, the hop count to reach the
destination node during the movement of the node. It shows that the hop count is the
main influencing factor for the route discovery latency. Therefore, configuring static route
information can effectively reduce route discovery latency by reducing the number of route
discovery request forwarding.
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Figure 7. The relationship of discovery latency with mobile node location.

In this simulation, packet No. 1 represents the high-latency requirement service, such
as train operation control (OCS), packet No. 2 represents the medium-latency requirement
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service, such as train operation status monitoring (TOSM), and packet No. 3 represents
the low-latency requirement service, such as passenger multimedia service (PMS). The
simulations are compared using the traditional AOMDV algorithm and AMS algorithm to
transmit these three types of services separately, and the simulation results of the end-to-end
latency are shown in Figure 8.
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From Figure 8, it can be seen that the multipath selection algorithm with adaptive
adjustment of the number of paths based on the service latency requirements can reduce
the impact of the arrival rate on the end-to-end latency within a certain extent, and the
average end-to-end latency of transmitting the same service data with the AMS algorithm
is lower. Based on the data statistics, the average end-to-end latency of the proposed AMS
routing algorithm is 28.48% lower than that of the traditional AOMDV routing algorithm.
However, when the arrival rate keeps increasing, the average end-to-end latency also
increases exponentially.

With the AMS algorithm, this paper also employs the local route maintenance scheme
and compares the average end-to-end latency using the LRM scheme and the traditional
AOMDV, which uses the alternate path repair scheme under different network quality
environments. The simulation results are shown in Figures 9 and 10.
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Figures 9 and 10, respectively, describe the variation in the average end-to-end latency
of the mobile nodes during their movement toward the station sink node in good and
bad network environments. From the figures, it can be seen that the average end-to-end
latency of the AODV routing algorithm is the highest in the case of the same number of
packets transmitted. It is because the AODV routing algorithm does not engage in routine
maintenance but rather restarts the route discovery to find a new path for retransmission
when a link failure is discovered, which consumes a lot of route discovery time. In the case
of a poor network environment, the AOMDV routing algorithm also has a high average
end-to-end latency, which is because the link failures happen frequently in bad network
environments such that alternate paths need to be enabled frequently for retransmission,
which consumes a lot of repair time. On the contrary, in the LRM scheme, it is not necessary
to go back to the source node to use alternate paths, but to perform local repair with the
help of maintenance nodes, the repair latency of this scheme decreases compared to the
AOMDV routing repair latency by about 23.81%. Therefore, the LRM scheme can effectively
reduce repair latency and improve transmission efficiency.

4.2.2. Packet Loss Rate Results

In this section, first, the effect of the traditional AOMDV routing algorithm based on
the minimum hop count is simulated and compared with the AMS routing scheme based
on the link cost function on the packet loss rate. During the experiments, the path hop
count and link quality are considered to have the same degree of contribution to delay and
reliability. The simulation results are shown in Figure 11.
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As shown in Figure 11, the packet loss rate using the AOMDV routing algorithm is
higher than that of the AMS routing algorithm, which is because the path selection based
on link cost enables the selection of paths with fewer hop counts and good network quality,
reducing the impact of bad path quality on data transmission and improving the success
rate of packet delivery.

Second, considering that the route maintenance mechanism can improve the packet
loss rate of data transmission, the packet loss rate of traditional AODV routing, traditional
AOMDV routing, and AMS routing with the addition of an LRM scheme is simulated and
compared, respectively, under different network quality environments. The simulation
results are shown in the following figure.

As shown in Figures 12 and 13, the traditional AODV route is more serious in the
packet loss rate due to the lack of a routing maintenance scheme. Using the AOMDV
alternate route maintenance mechanism, the lost packets can be retransmitted through
multiple alternate paths, which reduces the packet loss rate to a large extent and reduces
the effect of the network environment. While the AMS routing based on the LRM scheme
has about the same packet loss rate as AOMDV routing when the network quality is good,
its packet loss rate will be higher than that of AOMDV routing in a poor network quality
environment, which is because the temporary path established by the maintenance node
cannot improve the quality of the whole path. However, considering the high maintenance
cost and long repair time of the AOMDV routing maintenance scheme, the LRM scheme can
reduce the cost of the alternate paths and enable a reduction in the repair time. On the whole
consideration, the AMS routing with the LRM scheme has a better performance. In addition,
using a small number of alternate paths to ensure high-reliability requirement services and
using the LRM scheme for the rest of the services can be considered in future studies.
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4.2.3. Throughput Results

Throughput means the average rate at which data packets successfully reach the
destination node from the source node. In this section, the throughput is simulated under
different routing protocols based on the difference in network environment quality, and the
simulation results are shown in Figures 14 and 15.

As shown in the figure, the RLLMR algorithm based on AMS and LRM proposed in
this paper has a higher throughput compared with traditional AOMDV. The reason is that
the packet loss rate of AOMDV based on the alternate path is the lowest, but its repair
time is longer, while the LRM-based multipath routing algorithm, although inferior to
AOMDV in terms of the packet loss rate, reduces the route maintenance latency significantly.
Therefore, the RLLMR algorithm can improve the throughput of the system.
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5. Discussion

Through the simulation experiments conducted in Section 4, it can be found that the
RLLMR algorithm proposed in this paper performs better in terms of latency, reliability,
and throughput than AODV and AOMDV.
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First, during the route discovery process, AODV and AOMDV find the destination
node through the multi hop transmission of RREQ. This process only occurs when needed,
saving link overhead. However, due to multi hop transmission, the route discovery time
is long. The RLLMR algorithm configures the routing information in the trackside node
before the run begins, allowing trains to obtain destination node routing information from
wayside nodes, greatly reducing the latency of route discovery. However, this method
requires a certain amount of link overhead, so the link overhead will be greater than that of
AODV and AOMDV.

Second, in the routing process, both AODV and AOMDV choose paths based on the
minimum number of hops, but AODV only selects one path for data transmission, which
is easily affected by network congestion, resulting in a high end-to-end time delay and
decreased packet delivery rate. AOMDV reduces the link load and reduces the impact of
network congestion by using multiple paths for transmission, thereby improving trans-
mission efficiency. In addition, AOMDV also reserves backup paths, which can be used
for retransmission when data packets are lost, improving the packet delivery rate. The
RLLMR algorithm draws inspiration from AOMDV but differs from AOMDV in that it
selects different numbers of paths for transmission based on different latency requirements
of services and takes into account two factors: hop count and link quality. By selecting
paths with a small hop count and good link quality, the packet delivery rate is improved.
In fact, the more transmission paths there are, the greater the transmission efficiency is.
However, AOMDV uses the same number of paths for both low-latency and high-latency
services, and it may waste path resources or may not meet the latency requirements of the
services. Therefore, the RLLMR adaptive path selection method can effectively meet the
latency requirements of different services.

Third, AODV does not have a repair plan for packet loss, resulting in a high packet loss
rate. As mentioned earlier, AOMDV will retransmit through an alternate path, but enabling
an alternate path will result in data needing to be resent from the source node, which takes
a long time. In RLLMR, the maintenance node is used to directly retransmit data packets at
the current node without returning to the source node. Therefore, this method shortens the
routing repair time. However, the repair solution in RLLMR reduces the packet delivery
rate in harsh network environments due to the congestion of maintenance nodes due to
the need for too many nodes to rely on maintenance nodes. Although RLLMR has a lower
packet loss rate than AOMDV in harsh environments, its routing repair time is faster than
that of AOMDV. In addition, the throughput is related to the packet loss rate and latency,
and the results indicate that the throughput of RLLMR is higher than that of AOMDV.
Overall, the performance of RLLMR is superior to that of AOMDV and AODV.

In fact, the RLLMR method proposed in this paper has many limitations. First, this
method is only applicable in network scenarios where there are a large number of static
nodes and the destination node location is clear. If there are a large number of dynamic
nodes, static configuration strategies cannot be implemented, resulting in an increase in
routing discovery latency. Second, this method is only applicable when the mobile node
prioritizes sending requests to the ground node to establish a wireless communication
link and cannot be prioritized by the ground node to send requests to the mobile node
because the train is moving and the ground cannot obtain the train’s position information
first. Finally, this method currently only considers the situation where a monorail train is
heading towards a station, without worrying about energy distribution.

6. Conclusions

In this paper, an RLLMR algorithm is proposed to address the problem of traditional
on-demand ad hoc routing to meet low-latency and high-reliability vehicle–ground com-
munication requirements. The RLLMR contains static configuration, the AMS algorithm,
and the LRM scheme. Static route configuration solves the problem of a long multipath
route discovery time, the AMS algorithm adaptively adjusts the number of parallel paths
according to the latency requirements of different services to improve the transmission
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efficiency, and the LRM scheme reduces the maintenance cost by replacing the alternate
path with maintenance nodes and shortens the repair latency by establishing temporary
paths with maintenance nodes. Finally, the RLLMR algorithm is simulated and compared
with the traditional AODV and AOMDV. The results show that the RLLMR algorithm for
urban rail transit ad hoc networks can reduce the latency and packet loss rate, and it is
suitable for the next-generation urban rail transit vehicle–ground communication system,
which carries several services.

Author Contributions: Conceptualization, H.H. and F.B.; methodology, L.S.; software, L.S.; valida-
tion, L.S., S.C. and Z.S.; formal analysis, L.S.; investigation, Z.H.; resources, L.L.; data curation, L.S.;
writing—original draft preparation, L.S.; writing—review and editing, L.L.; supervision, L.L.; project
administration, H.H.; funding acquisition, L.L. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was supported by the Beijing Natural Science Foundation under the grant
of [L211002].

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Due to the fact that the data in this paper will continue to be used in
the future, the participants of this study did not allow data to be publicly shared.

Acknowledgments: The paper was completed entirely by the listed authors and approved by all
authors for publication. Anyone else who contributed to the manuscript but does not qualify for
authorship has been acknowledged with their permission.

Conflicts of Interest: The authors declare that there are no conflict of interest regarding the publication.

References
1. Zhao, J.; Liu, J.; Yang, L.; Ai, B.; Ni, S. Future 5G-oriented system for urban rail transit: Opportunities and challenges. China

Commun. 2021, 18, 1–12. [CrossRef]
2. Wen, T.; Constantinou, C.; Chen, L.; Tian, Z.; Roberts, C. Access Point Deployment Optimization in CBTC Data Communication

System. IEEE Trans. Intell. Transp. Syst. 2018, 19, 1985–1995. [CrossRef]
3. Wu, H.; Li, F.; Du, C.; Li, G.; Meng, Y. City urban rail transit train-ground wireless communication network research based on

LTE technology. In Proceedings of the 2020 IEEE International Conference on Information Technology, Big Data and Artificial
Intelligence (ICIBA), Chongqing, China, 6–8 November 2020; pp. 217–220.

4. Yang, S.; Liao, F.; Wu, J.; Timmermans, H.J.; Sun, H.; Gao, Z. A bi-objective timetable optimization model incorporating energy
allocation and passenger assignment in an energy-regenerative metro system. Transp. Res. Part B Methodol. 2020, 133, 85–113.
[CrossRef]

5. Huang, K.; Wu, J.; Liao, F.; Sun, H.; He, F.; Gao, Z. Incorporating multimodal coordination into timetabling optimization of the
last trains in an urban railway network. Transp. Res. Part C Emerg. Technol. 2021, 124, 102889. [CrossRef]

6. Chen, Q.; Giambene, G.; Yang, L.; Fan, C.; Chen, X. Analysis of Inter-Satellite Link Paths for LEO Mega-Constellation Networks.
IEEE Trans. Veh. Technol. 2021, 70, 2743–2755. [CrossRef]

7. Ramphull, D.; Mungur, A.; Armoogum, S.; Pudaruth, S. A Review of Mobile Ad hoc NETwork (MANET) Protocols and their
Applications. In Proceedings of the 2021 5th International Conference on Intelligent Computing and Control Systems (ICICCS),
Madurai, India, 6–8 May 2021; pp. 204–211.

8. Bhatia, B. Performance analysis of AODV based congestion control protocols in MANET. In Proceedings of the 2015 International
Conference on Futuristic Trends on Computational Analysis and Knowledge Management (ABLAZE), Greater Noida, India,
25–27 February 2015; pp. 453–458.

9. Zhang, D.G.; Chen, L.; Zhang, J.; Chen, J.; Zhang, T.; Tang, Y.M.; Qiu, J.N. A Multi-Path Routing Protocol Based on Link Lifetime
and Energy Consumption Prediction for Mobile Edge Computing. IEEE Access 2020, 8, 69058–69071. [CrossRef]

10. Zhang, D.; Zhang, T.; Liu, X. Novel self-adaptive routing service algorithm for application in VANET. Appl. Intell. 2019,
49, 1866–1879. [CrossRef]

11. Hu, Y.F.; Ding, Y.S.; Ren, L.H.; Hao, K.R.; Han, H. An endocrine cooperative particle swarm optimization algorithm for routing
recovery problem of wireless sensor networks with multiple mobile sinks. Inf. Sci. 2015, 300, 100–113. [CrossRef]

12. Kushwaha, U.S.; Dixit, M.K.; Singh, A.K. AOMDV Intelligent Decision (AOMDV-ID) to Minimize Routing Delay for Di-
verse VANETs. In Proceedings of the 2022 International Conference for Advancement in Technology (ICONAT), Goa, India,
21–22 January 2022; pp. 1–6.

https://doi.org/10.23919/JCC.2021.02.001
https://doi.org/10.1109/TITS.2017.2747759
https://doi.org/10.1016/j.trb.2020.01.001
https://doi.org/10.1016/j.trc.2020.102889
https://doi.org/10.1109/TVT.2021.3058126
https://doi.org/10.1109/ACCESS.2020.2986078
https://doi.org/10.1007/s10489-018-1368-y
https://doi.org/10.1016/j.ins.2014.11.052


Sensors 2023, 23, 5576 21 of 21

13. Patel, M.B.; Patel, M.M. Energy Efficient Routing Using Residual Energy and Stability in Mobile Ad-Hoc Network. In Pro-
ceedings of the 2018 International Conference on Inventive Research in Computing Applications (ICIRCA), Coimbatore, India,
11–12 July 2018; Smt. S. R. Patel Engineering College: Shihi, India.

14. Fatemidokht, H.; Rafsanjani, M.K.; Gupta, B.B.; Hsu, C.H. Efficient and Secure Routing Protocol Based on Artificial Intelligence
Algorithms With UAV-Assisted for Vehicular Ad Hoc Networks in Intelligent Transportation Systems. IEEE Trans. Intell. Transp.
Syst. 2021, 22, 4757–4769. [CrossRef]

15. Gurewitz, O.; Cidon, I.; Sidi, M. One-way delay estimation using network-wide measurements. IEEE Trans. Inf. Theory 2006,
52, 2710–2724. [CrossRef]

16. Kushwaha, U.S.; Gupta, P.K. AOMDV routing algorithm for Wireless Mesh Networks with local repair (AOMDV-LR). In
Proceedings of the 2014 International Conference on Communication and Signal Processing, Melmaruvathur, India, 3–5 April 2014;
pp. 818–822.

17. Perkins, C.; Belding-Royer, E.; Das, S. RFC3651, Ad Hoc on demand distance vector (AODV) routing. Internet Eng. Task Force IETF
2003, 1–36.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1109/TITS.2020.3041746
https://doi.org/10.1109/TIT.2006.874414

	Introduction 
	The Network Model 
	The Improved Multipath Routing Algorithm 
	Adaptive Multipath Selection Algorithm Based on Service Requirements 
	Local Routing Maintenance Scheme Based on Maintenance Nodes 
	The Network Process 
	RLLMR Algorithm 

	Performance Analysis of the Proposed Routing Algorithm 
	Simulation Environment Parameters 
	Analysis of Simulation Results 
	Latency Results 
	Packet Loss Rate Results 
	Throughput Results 


	Discussion 
	Conclusions 
	References

