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Abstract

:

Analyzing unstable gait patterns from Electroencephalography (EEG) signals is vital to develop real-time brain-computer interface (BCI) systems to prevent falls and associated injuries. This study investigates the feasibility of classification algorithms to detect walking instability utilizing EEG signals. A 64-channel Brain Vision EEG system was used to acquire EEG signals from 13 healthy adults. Participants performed walking trials for four different stable and unstable conditions: (i) normal walking, (ii) normal walking with medial-lateral perturbation (MLP), (iii) normal walking with dual-tasking (Stroop), (iv) normal walking with center of mass visual feedback. Digital biomarkers were extracted using wavelet energy and entropies from the EEG signals. Algorithms like the ChronoNet, SVM, Random Forest, gradient boosting and recurrent neural networks (LSTM) could classify with 67 to 82% accuracy. The classification results show that it is possible to accurately classify different gait patterns (from stable to unstable) using EEG-based digital biomarkers. This study develops various machine-learning-based classification models using EEG datasets with potential applications in detecting unsteady gait neural signals and intervening by preventing falls and injuries.






Keywords:


unstable gait; fall risk; EEG; machine learning; ChronoNet; recurrent neural networks












1. Introduction


Falls due to walking instability are common among older adults. About 36 million falls among older adults are reported each year in the United States alone. These falls result in over 32,000 deaths annually, and about 3 million older adults require emergency department treatment for fall-related injuries [1]. One in five falls results in an injury, such as broken bones or head trauma. Hip fractures after falls are a particularly concerning injury, with at least 300,000 older adults hospitalized for hip fractures each year [2,3]. More than 95% of hip fractures are caused by falling, usually sideways, and women are at a higher risk, accounting for three-quarters of all hip fractures [2,3]. It is important to identify instability among older adults and intervene to prevent falls to reduce the risk of injury and death. As people age, their gait, or the way they walk, can become less stable due to a variety of factors such as muscle weakness, changes in balance, and reduced visual acuity. These changes can make it more difficult for older adults to maintain their balance and avoid falls. Improving gait stability through exercise, physical therapy, and other interventions can help reduce the risk of falls and fall-related injuries. It is important for healthcare providers to assess gait stability among older adults and develop individualized plans to improve gait stability and reduce the risk of falls.



Among older adults, walking instability is a major contributor to falls [4,5]. Stability refers to a motor system’s ability to maintain or recover its initial condition in the presence of internal (e.g., neuromuscular) and external (e.g., environmental) disturbances [6,7]. Measures of stability provide important information about the intrinsic noise in motor task performance and directly quantify dynamic error correction performance [8,9]. Brain signal measures may indirectly quantify a person’s gait stability by accounting for inherent noise in the neuromuscular task or the environment, which can bring the individual’s dynamic state closer to their stability limits [6,7].



Recent developments in mobile EEG technologies enable researchers to design experiments describing behavioral and neural responses of walking. In addition, machine learning (ML) algorithms have the potential to automate EEG analysis to improve walking stability. For instance, brain-computer interfaces (BCIs) are devices that analyze EEG signals and translate them into commands that control various devices, such as prosthetic limbs, exoskeletons, computers, and digital avatars. BCIs work by detecting patterns in brain activity that correspond to specific movements or commands. For example, if a person is unstable during walking, certain areas of their brain will become active, generating specific patterns of electrical activity that can be detected by a BCI. These patterns can then be used to control an assistive device, allowing the person to gain stability during walking. BCI systems based on EEG data can be designed for assistive and therapeutical applications for patients who face gait instability and further facilitate rehabilitation among fall prone older adults.



Thus, developing ML models for EEG signals are important since it allows for: (i) salient feature identification related to gait stability, (ii) understanding of underlying neural correlates (or digital biomarkers) of gait stability, and (iii) improved usability for BCI systems. It is often difficult to identify and quantify EEG features related to gait stability since gait is a complex dynamic activity. EEG has contributed to the identification and quantification of important cortical features associated with stable gait. The underlying neural mechanisms involved in unstable versus stable gait are not completely understood but thought to rely on cortical and subcortical centers [8]. Other devices such as fMRI (functional MRI) are capable of unraveling neural correlates of gait [9,10,11,12,13], but do not allow participants to walk. Near infrared spectroscopy (NIRS) is somewhat limited in spatial and temporal resolution [14]. Previous studies with imagined gait using fMRI and NIRS suggest brain activity in subcortical [11,15] and cortical areas [9,12,13,14]. A study by Sipp et al. revealed that stabilized walking on a balance beam may lead to significantly reduced power in the beta frequency band in left and right sensory motor cortex, as well as an increase in theta power in or near anterior cingulate, anterior parietal, superior dorsolateral-prefrontal, and medial sensorimotor cortex [16]. Higher cortical centers are involved to maintain balance in the medio-lateral direction [10,16]. Thus, these areas may be involved in maintaining gait stability.



Classification of human walking stability is highly significant for successful fall reduction. In an EEG/BCI-based rehabilitation system, the brain signals can be non-invasively extracted, processed, and translated for intervention. For an effective fall prevention, it is critical to detect the instability as early as possible to intervene appropriately. The main goal of this study is to provide a basis for a future system capable of classifying gait stability in real-time during ambulation. In this study, we asked participants to walk in four stable and unstable conditions: (i) normal walking, (ii) normal walking with a cognitive task, (iii) normal walking with center of mass (COM) visual feedback, and (iv) normal walking with medio-lateral perturbations. We used state-of-the-art ML methods such as Support Vector Machines (SVM), Random Forest, XG Boosting, Recurrent Neural Network (RNN) and ChronoNet for gait type and stability classifications.




2. Materials and Methods


Subjects: A total of 13 healthy subjects (age range 18–35 years, height 157–162 cm, and weight 68–110 Kg, 6 males and 7 females) were recruited in this study. All participants signed the written consent form approved by Chapman University (CU IRB # 20-62). Once the subject had signed the consent form, we proceeded to prepare the EEG cap and electrodes.



Subject Preparation: The participants wore an EEG cap with 64 electrodes (actiCAP, Brain Products GmbH) to record their brain activity. To ensure good electrode–skin contact, gel (SonoGel, Bad Camberg, Germany) was applied to keep impedance below 20 kOhm. The EEG montage was set up according to the 10–20 standard, and both reference and ground electrodes were used to facilitate the post-hoc removal of muscle activity from the EEG. In addition to the EEG setup, 59 reflective markers were placed along the subject’s body landmarks for tracking of segment trajectories, and a safety harness was used to secure participants during all walking trials. The kinematic data were processed using MATLAB (MATLAB 2022a. Natick, MA, USA: The MathWorks Inc.).



Testing conditions: This study involved walking under four different conditions (Figure 1): normal walking, Stroop, COM visual feedback, and Medio-lateral Perturbation (MLP). The participants conducted trials of each condition for 5 min and were randomly assigned to that condition. A rest of 5 min was provided between each trial for the participants to avoid muscle fatigue and its associated gait changes. During the incongruent Stroop test, the subject was shown a word and asked to say the color of the word displayed. The COM test aimed to evaluate the subject’s ability to maintain their center of mass within a specified boundary. The boundary and center of mass objects were created using the four hip markers, and the subject received real-time feedback during the trial. The normal walking test consisted of just walking without any other conditions and was used as a baseline for the other tests. The MLP test was similar to the walking trial, but the treadmill moved in the medio-lateral direction.



Preprocessing of synchronized EEG signals: The BrainVision Recorder software (BrainVision Recorder, Vers. 1.23.0001, Brian Products GmbH, Gilching, Germany) was used to record the EEG signals, which were then saved in vhdr files and imported into Matlab using EEGLab (Delorme and Makeig, 2004). EEG signals are typically categorized into five sub-bands: alpha, beta, theta, delta, and gamma waves. The delta frequency range, which is the slowest frequency band, starts from 0.5 to 4 Hz, while gamma waves can reach up to 70 Hz. To ensure that the EEG signal was within the range of 0.5–70 Hz, a filtering technique was employed to remove outlier noise. Specifically, a band-pass filter was used with a high-pass threshold of 1 Hz and a low-pass threshold of 70 Hz. Additionally, a band-stop filter ranging from 55 Hz to 65 Hz was utilized to remove electrical noise. All EEG signal processing and classification algorithms were implemented offline. The EEG signals were truncated for each gait cycle and features were extracted.



Independent component Analysis (ICA): Electroencephalography (EEG) signals are susceptible to artifacts caused by eye blinks, and muscle activity associated with movements of the head, nose, jaw, and tongue. Independent Component Analysis (ICA) was utilized to remove most of the artifact components from EEG signals. This statistical technique separates the artifacts into individual components, allowing for their identification and subsequent removal. The ICA technique was applied to the data through the EEGLab plugin. Initially, the data were decomposed by ICA, enabling the separation of the artifacts from the original brain signal in a channel-wise manner. The components (channels) were then classified into different labels such as eye, muscle, channel noise, etc., based on a certain percentage. The higher the percentage, the more likely that a particular label exists in that specific channel (Figure 2).



The percentage probability for removing the artifact or retaining the channel was set to 90, meaning that anything above 90% resulted in the removal of the artifact from that channel. Thus, implying only artifacts were removed while retaining the channel signal. This process is performed on all 64 channels. The threshold percentage can be varied, but 90% was found to be an optimal value. Determining the appropriate threshold is an essential parameter to consider, as the subsequent step involves removing the components of the artifacts.



Identification of Gait Cycles: Gait cycles events were identified during walking using the right and left side toe and heel markers. A representative graph showing heel contacts from (i) heel marker and (ii) forceplates is shown in Figure 3. The data from left and right side forceplates was used to confirm the gait events. A gait cycle is measured from any gait event (such as heel strike) to the same subsequent event on the same foot. While walking, the lowest vertical position of heel marker is during heel strike as shown in Figure 3a below and heel strike suddenly increases the vertical GRF as shown in Figure 3b. The red-dashed lines represent a gait cycle in representative graphs shown in figures below.



Extracting synchronized EEG data with Gait cycles: The gait events were used to truncate the EEG signals into individual gait cycles. Features were extracted from EEG signals during gait cycles. The overall data segmentation into gait cycles is summarized in Figure 4. The EEG data segmentation into gait cycles and procedures was inspired by similar signal analysis approaches [17,18].



EEG Feature extraction during gait cycles: One common approach for analyzing EEG signals is to extract features that can be used to classify different states or activities of the brain during different walking conditions. The features were extracted from normalized (0–100% gait cycle) segmented data from EEG. There are many different feature extraction techniques that can be applied to EEG signals such as time domain, frequency domain, and time-frequency features (Figure 5). The Hjorth parameters were calculated for both alpha and beta band signals across the EEG signals. The features of all channels corresponding to a single gait cycle sample are combined to create the initial feature vector.



Time domain features: The purpose of time domain features is to describe the behavior of a signal over a specific time interval. These features are properties of a signal that can be derived from its temporal characteristics. They are typically based on the shape of the signal waveform over time and can provide information about the signal’s frequency spectrum, amplitude, and phase. The ease of computation and interpretation of time domain features make them a valuable tool in signal analysis.



Mean Absolute Deviation (MAD): The mean absolute deviation (MAD) is a time domain feature that reflects the average distance between each data point and the mean. The computation of MAD involves taking the absolute value of each sample deviation from mean, summing them up, and dividing by the number of samples. The MAD is frequently utilized as an indicator of the signal’s strength or intensity, and can be useful in signal processing and machine learning applications. Due to its simplicity, the MAD is a widely adopted feature in various domains.


  M A V =   1   n     ∑  i = 1   n        x   i   − m ( X )      



(1)




where m(X) is average value of the data set, n is number of data values. Since each EEG dataset is normalized to 100% of gait cycle, thus n = 100 for normalized gait cycles, and xi is the data values in the set as shown in Equation (1).



Root Mean Square (RMS): The root mean square (RMS) is a time domain feature that quantifies the quadratic mean of a signal’s samples during a given time period. This feature is computed by squaring each sample within the interval, summing them up, and taking the square root of the sum. The RMS is commonly used as an indicator of the signal’s power or intensity and can be informative in signal analysis and machine learning tasks. The simplicity of the RMS computation makes it a popular feature in various fields.


  R M S =    1   n     ∑  i   n      x   i   2       



(2)




where n is number of measurements (n = 100 for normalized gait cycles) and xi is each value as shown in Equation (2). Similarly, statistical features like mean, variance, skewness, and kurtosis can be evaluated.



Hjorth parameters: Hjorth parameters are a set of time-domain measures used to characterize the activity of a signal, typically an electroencephalogram (EEG) signal or other biological signals such as electromyography (EMG) or electrocardiography (ECG) signals. The three Hjorth parameters are:




	
Activity: It is a measure of the total power of a signal, obtained by calculating the variance of the signal as shown in Equation (3) below. This parameter provides an overall measure of the signal’s intensity or activity level.


  A c t i v i t y = v a r ( y   t   )  



(3)







	
Mobility: It is a measure of the frequency content of the signal, obtained by calculating the standard deviation of the first derivative of the signal as shown in Equation (4) below. This parameter provides an indication of how much the signal changes over time and is related to the signal’s frequency or “mobility”.


  M o b i l i t y =    v a r (  y ′    t   )   v a r ( y   t   )     



(4)







	
Complexity: It is a measure of the irregularity or complexity of the signal, obtained by calculating the standard deviation of the second derivative of the signal as shown in Equation (5) below. This parameter provides an indication of how much the signal deviates from a smooth or regular waveform, and is related to the signal’s complexity.


  C o m p l e x i t y =   m o b i l i t y (  y ′    t   )   m o b i l i t y ( y   t   )    



(5)












Frequency domain features: These features are based on the spectral content of the EEG signal. They can be computed using Fourier transform or wavelet analysis. Examples include power spectral density, frequency band power ratios, and peak frequency.



Shannon Entropy: Shannon Entropy is a measure of the amount of uncertainty or randomness in a system. In the context of EEG signals, Shannon Entropy has been used as a measure of the complexity or diversity of neural activity. It is computed as shown in Equation (6) below.


  H   X   = −   ∑  i    P     x   i       log     P (   x   i   )      



(6)







Time-frequency features: These features combine time-domain and frequency-domain information by analyzing changes in frequency content over time. Examples include time-frequency power spectrograms, wavelet-based scalograms, and spectrogram-based features.



Features from Wavelet Analysis: Wavelet analysis can be a powerful tool for analyzing EEG signals, as it allows for the extraction of features and the identification of specific frequency bands associated with different brain activities or events. In wavelet analysis, a wavelet function is used to decompose the signal into different scales, where each scale represents a different frequency band. The decomposition process generates a set of coefficients, which can be used to reconstruct the original signal. The coefficients can also be used to extract information about the signal, such as the energy in each frequency band. In EEG signal analysis, the energy in the detail coefficients can be used to identify specific frequency bands that are associated with certain brain activities or events. For example, the energy in the beta frequency band (12–30 Hz) in the detail coefficients may be used to identify changes in brain activity associated with motor movement or cognitive processing. Similarly, the energy in the alpha frequency band (8–12 Hz) in the detail coefficients may be used to identify changes in brain activity associated with relaxation or meditation. SD of Wavelet Energy: The standard deviation of wavelet energy refers to the statistical measure that describes the amount of variation or dispersion in the energy values of a wavelet transform. In signal processing, the wavelet transform is used to analyze signals at different scales, and the energy of the wavelet coefficients represents the strength of the signal at each scale. The standard deviation of wavelet energy is used to characterize the variability of the energy across different scales.


  S D   o f   w a v e l e t   e n e r g y =    1   N     ∑  i   N    (   E   i   − m e a n ( E ) )   2       



(7)




where N is the total number of wavelet coefficients, E(i) is the energy of the ith coefficient, and mean (E) is the mean energy value as shown in Equation (7) above.



DWT is particularly suitable for representing non-stationary signals, such as EEG signals, because it provides optimal resolution in both time and frequency domains. To extract the features from each EEG signal, denoted as X(z), a decomposition process is performed using DWT to obtain detailed and approximate coefficients across various frequency bands. This process involves dividing the EEG signal into two bands using a high-pass filter and a low-pass filter, until the desired level of decomposition is reached. The detailed coefficients are derived by filtering the signal using a high-pass filter (H(z)), while the approximations are obtained using a low-pass filter (L(z)). To ensure a reliable analysis of EEG signals using DWT, the number of decompositions and the wavelet function employed must be carefully considered. In this study, we have utilized a four-level decomposition and the Daubechies-2 wavelet function. The Daubechies-2 wavelet function is well-suited for EEG analysis due to its similarity to the spike-wave pattern found in EEG, and its scalability and flexibility for addressing boundary problems [19]. Additionally, we have chosen four-level decomposition as it effectively captures the dominant frequency bands present in EEG.



Feature selection: The feature set included MAD, RMS, maximum, minimum, mean, variance, skewness, kurtosis, Activity, Mobility, Complexity, Shannon Entropy, Log Entropy, Threshold Entropy, Sure Entropy, Norm Entropy, Average amplitude change, standard deviation of wavelet energy, wavelet energy for detail 1–8. The correlation matrix of features are shown in Figure 6 below. Due to the high number of features in comparison to the number of samples, there is a significant likelihood of having redundant and noisy features in the feature set. To address this issue, a feature selection method was implemented in this study. The absolute value of the standardized u-statistic of a two-sample unpaired Wilcoxon test (also known as the Mann–Whitney test) [20] was selected as the criterion to identify distinctive and informative features. Additionally, the average of the absolute values of the cross-correlation coefficient between a candidate feature and all previously selected features was calculated to further reduce the number of features. Features that were highly correlated with the features already selected were less likely to be included in the output list. This procedure resulted in a reduced and more distinctive set of features for successful classification.



Classification Algorithms: The ultimate goal of this study was to evaluate classification performance of ML methods for three different cases: (i) four classes (normal walking, normal walking with Stroop task, normal walking with medio-lateral perturbation (MLP), and normal walking with COM visual feedback (COM)), (ii) three classes (normal walking, normal walking with Stroop task, and normal walking with COM visual feedback), (iii) two classes (stable versus unstable gait). The rationale was to not only classify two conditions (stable versus unstable) as usually assessed in clinical practice but also distinguish subtle gait changes induced due to (i) dual-tasking like Stroop, (ii) stabilization of gait due to visual COM feedback, and (iii) MLP. Stable gait was defined as normal walking and walking with COM visual feedback. Similarly, unstable gait was defined as walking with Stroop, and walking with the medio-lateral perturbation condition (MLP). For real-time applications, the classifiers require high sensitivity and high specificity to meet challenging instability situations during gait.



Support Vector Machines (SVM): With high sensitivity and specificity in mind, we tested SVM classifier [21,22] with RBF kernel. Five-fold cross-validation was used to evaluate the performance of the classifiers. In each classification step, one-fold was designated as the test set while the remaining folds were used to train the classifier. Each fold was used only once as the test set, and the performance metrics were averaged across all the folds.



Recurrent Neural Network (Figure 7): A Recurrent Neural Network (RNN) is a type of artificial neural network (ANN) that is commonly used in the processing of sequential data. RNNs are capable of processing inputs of variable length, where each input is dependent on the previous ones, making them useful for tasks such as language modeling, speech recognition, and time series analysis. RNNs can process the temporal dynamics of EEG signals in a time series format, which is essential for the detection of epileptiform discharges, which are abnormal electrical discharges in the brain that are associated with epilepsy [23]. By processing the EEG signals in a time series format, RNNs can capture the sequential dependencies between the different time points of the EEG signal and identify patterns that may be indicative of gait instability. Previous studies have reported that RNNs can outperform traditional machine learning methods, for example, the ChronoNet model, which is a deep RNN, was specifically designed for identifying epileptiform discharges in EEG signals and has shown high accuracy in detecting these abnormal patterns [23]. There are several variations of RNNs, such as Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU), which were designed to address some of the limitations of standard RNNs, such as the vanishing gradient problem. LSTM and GRU networks use gating mechanisms to control the flow of information through the network and have been shown to be more effective in handling long-term dependencies in sequential data.



Long Short-Term Memory (LSTM) represents a more sophisticated version of Recurrent Neural Networks (RNNs) that integrates three gates to regulate the retention and transmission of information, thereby resolving the challenge of the vanishing gradient that often occurs during regular RNN training [24]. In addition to the common parameters used in Temporal Convolutional Networks (TCNs), the optimization of Recurrent Neural Networks such as LSTM and GRU encompassed various factors such as the number of hidden units and layers, standard deviation for layer initialization, and clipping strength, which aims to prevent the gradient from exploding.



ChronoNet (Figure 8): A deep recurrent neural network (RNN) called ChronoNet, can be designed to identify abnormal patterns in electroencephalogram (EEG) signals [23]. The ChronoNet model processes raw EEG data in a time series format, allowing it to capture the temporal dynamics and patterns of EEG signals over time. The architecture of ChronoNet involves the arrangement of several 1D convolution layers and deep gated recurrent unit (GRU) layers. Each 1D convolution layer utilizes numerous filters with lengths that increase exponentially. The stacked GRU layers are densely connected in a feed-forward manner.



Extreme Gradient Boosting (XGBoost) is a machine learning algorithm that utilizes a supervised learning approach to accurately predict an objective variable by amalgamating the predictions of several weaker models. This algorithm is a widely used data mining tool that exhibits good speed and performance. Compared to the Random Forest model, the XGBoost model can generate predictions at a speed that is 10-times faster. The XGBoost model is developed using the additive tree method, where a new tree is added at each step to augment the existing trees that have been constructed. As more trees are added, the model’s accuracy generally improves.




3. Results


Participants walked in four different conditions as shown in Figure 1. Prediction of stable and unstable walking conditions: To evaluate how different ML algorithms perform with the same processing pipeline and feature sets as inputs, we performed a rigorous comparison of all ML methods. The accuracy and loss were used as evaluation criteria in the EEG pattern recognition for: (i) four classes (normal walking, normal walking with Stroop task, normal walking with medio-lateral perturbation, and normal walking with COM visual feedback), (ii) three classes (normal walking, normal walking with Stroop task, and normal walking with COM visual feedback), and (iii) two classes (stable versus unstable gait). Accuracy sensitivity and specificity showed performance of classifiers in predicting all i–iii cases. The best classification accuracy for four classes (normal walking, Stroop, COM and MLP) was achieved by ChronoNet (68.0%), followed by XG Boosting (67.6%), Random Forest (67.3%), RNN (67.2%), and SVM (59.7%) (Table 1). The best classification accuracy for three classes (normal walking, Stroop, and COM) was achieved by ChronoNet (77.4%), followed by XG Boosting (76.8%), RNN (76.4%), Random Forest (75.8%), and SVM (69.4%) (Table 2). The best classification accuracy for two classes (stable and unstable) was achieved by RNN (82.0%), followed by ChronoNet (79.6%), Random Forest (79.2%), XG Boosting (78.4%), and SVM (73.8%) (Table 3).



The ROC curves were plotted for ChronoNet for four classes (Figure 9), ChronoNet for three classes (Figure 10), ChronoNet for two classes (Figure 11), RNN for four classes (Figure 12), RNN for two classes (Figure 13), and RNN for one classes (Figure 14).




4. Discussion


Advancements in technology have made it possible to monitor brain activity while a person is walking in real-time. In particular, non-invasive and mobile EEG or BCI recording caps are used to monitor cortical activity during actual gait. The use of EEG signals and machine learning to detect gait instability is an emerging field of research. Further research is needed to develop more accurate and reliable algorithms for detecting gait instability from EEG signals. However, the potential benefits of this technology are significant, and it is likely to play an increasingly important role in the diagnosis and intervention of gait instability. The main objective of this study was to investigate ML algorithms and their performance on gait stability classification using EEG signals during walking. In this study, participants walked under various conditions, including (i) normal walking, (ii) normal walking with Stroop task, (iii) normal walking with COM visual feedback, and (iv) normal walking with medio-lateral perturbations (MLP). We grouped conditions like normal walking and walking with COM visual feedback as stable walking conditions, while walking with medio-lateral perturbations and dual-tasking (like Stroop) as less stable (or unstable) conditions. Support Vector Machines (SVM), Random Forest, XG Boosting, Recurrent Neural Network (RNN), and ChronoNet were employed for the classification of gait type and stability.



Undoubtedly, BCIs have the potential to revolutionize the field of assistive technology, providing new opportunities for people with disabilities to interact with the world around them and improve their gait and quality of life. Some of the potential benefits of using EEG signals and machine learning to detect gait instability are: (i) non-invasive signals that are relatively inexpensive to obtain, (ii) automatic detection of gait instability, (iii) automaticity will save time and resources, (iv) advantageous in continuous monitoring of gait instability over time, and (v) facilitation of personalized treatments for gait instability. In order to improve the use of EEG signals and machine learning to detect gait instability, the accuracy of machine learning algorithms needs to be established. We found the best classification accuracy for two classes (stable and unstable) was achieved by RNN (82.0%), followed by ChronoNet (79.6%) and Random Forest (79.2%). However, these classification accuracies decreased if classification labels (classes) increased to three and four. We found the best classification accuracy for three classes (normal walking, Stroop, and COM) was achieved by ChronoNet (77.4%), followed by XG Boosting (76.8%) and RNN (76.4%). The best classification accuracy for four classes (normal walking, Stroop, COM, and MLP) was achieved by ChronoNet (68.0%) followed by XG Boosting (67.6%) and Random Forest (67.3%). Currently, the model is developed on controlled laboratory data and the algorithms need to be able to detect gait instability in a variety of conditions outside laboratory. We acknowledge that the classification accuracies are quite low even when using such state-of-the-art ML algorithms. This may be due to the fact that walking stability under varying conditions is not only dependent on brain mechanisms but also on multiple interaction of factors such as aging, weight, gender, and health status (healthy versus frail). Despite the challenges, the potential benefits of using EEG signals and machine learning to detect gait instability are significant. This technology has the potential to improve the diagnosis and treatment of gait instability, and it is likely to play an increasingly important role in the future.



In this study, Independent Component Analysis (ICA) was used in conjunction with other filtering algorithms to remove artifacts from EEG data. However, the computational complexity associated with EEG source analysis, particularly when combining ICA with blind source localization, can be significant. As a result, many ICA-based EEG analysis tools are designed for offline processing. This work serves as a foundation for further future research in the area of developing quick real-time (or online) algorithms in the future. Nevertheless, there have been recent advancements in real-time EEG source mapping toolboxes, such as REST [25] and Online Recursive ICA (ORICA) [26], which utilize recursive Independent Component Analysis (ICA) [27] to provide a solution for the source separation problem in near real-time. These advancements enable low-latency access to source information. Therefore, the recent advancements in technology show potential for enabling innovations in experimental designs for many BCI systems. Additionally, traditional spatial filtering techniques, such as Laplacian filtering and common average referencing, are also available as alternatives [28,29]. These filters are designed to minimize the contribution of other EEG electrodes to each channel, thereby improving the isolation of information from each individual electrode. Such spatial filtering techniques can be useful alternatives until a more robust and reliable online ICA algorithm is available for real-time applications.



We used varying mechanical and cognitive constraints to influence the stability of gait condition during this study. To increase gait stability, we provided participants with visual feedback of COM. This may reduce translational variability while walking on the treadmill and result in more precise control maintaining a central position (or stability) on the treadmill [30]. Studies in populations without neurological injuries have shown that controlling the medio-lateral motion of the center of mass is important for maintaining dynamic balance and creating walking stability during directional changes [31,32]. Visual feedback of COM helps in maintaining slower COM motions that are believed to enhance gait stability and reducing perturbations [33]. In this study, participants were provided visual feedback of COM for stable gait.



To reduce gait stability, we used a dual task paradigm and also a mechanical perturbation. Walking is a task that requires significant attention and is often carried out while being distracted by other pedestrians, talking, or texting. To create a cognitive demanding task, a dual-task paradigm was utilized in this study, where participants were required to walk at the same time as performing the Stroop task [34]. During dual-task walking, both walking and cognitive task performance are negatively impacted, resulting in increased gait instability [35]. The walking stability is compromised since participants have to adaptively be able to shift their resources from the cognitive to the motor task, particularly when balance demands change, to protect their balance and avoid falling. The prioritization of motor or cognitive task performance during dual-task walking can be attributed to increased risk of falls. Low attention and cognition capabilities have also been linked to slow gait and poor stability [36,37]. Studies [38,39] have utilized dual-task strategies to assess the gait stability and variability of elderly individuals. Walking stability was also decreased in this study with the mediolateral treadmill perturbation.



We applied the treadmill perturbations at right heel strike of each stride. Since we applied MLP for each stride, the extent of the perturbations were adjusted as to avoid the need for recovery steps. MLP has been earlier reported to reduce gait stability [40].



Falls among older adults are often linked to gait instability and age-related changes can make it more difficult for older adults to maintain their balance and avoid falls. Thus, identifying and improving gait stability can help reduce the risk of falls. It is important for healthcare providers to utilize non-invasive portable technologies which accurately assess gait stability among older adults and develop individualized plans to reduce the risk of falls.



Limitations: There are some limitations to this study. All participant data were collected in controlled virtual reality environments while walking on treadmill for a limited duration. Additional research is needed to understand how fatigue during prolonged walking, cognitive distraction, and real-world environments affect stability and classification by ML models. The mobile EEG Brian Vision system was selected since this system is designed to remove movement artifacts. EEG artifacts can interfere with accurate interpretation of the EEG signal and may require preprocessing techniques to remove or minimize their effects. We adopted ICA and filtering for the artifact removal procedure. ML methods are designed to be robust to noise and are helpful in identifying specific patterns in noisy EEG signals. We applied feature engineering techniques to identify the most relevant features in the data and exclude features that are more likely to be noise. This helped to improve the accuracy of the classification algorithm by reducing the amount of noise in the data. For example, decision tree algorithms are known to be relatively insensitive to noise in the data.




5. Conclusions


EEG signals offer great promise as a tool for evaluating and monitoring walking stability. We have successfully demonstrated that ChronoNet, RNN, and XG Boosting models can accurately classify stable gait. The utilization of head-worn wearables or brain-computer interfaces (BCIs) holds potential for the real-time assessment of gait stability. This study presents a fundamental investigation into classification models that could have significant value in the assessment of gait stability among older adults. Furthermore, this research serves as a basis for further exploration of techniques aimed at real-time analysis.
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Figure 1. The representative picture of experimental set-up with participant walking on GRAIL treadmill in virtual reality environment is shown in (a) and various conditions of walking performed (b) normal walking, (c) walking with center of mass visual feedback, (d) walking with medio-lateral perturbation, and (e) walking with dual-tasking (Stroop). 
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Figure 2. (a) channel 1 has 99.9% probability of eye blink, (b) channel 58 has 90.8% probability of channel linked noise, (c) channel 42 has 99.1% probability of artifact due to muscle activity, (d) channel 14 has 99.3% probability of brain signals, (e) channel 61 has 89.9% probability of other noise. 
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Figure 3. (a) A representative sample of heel vertical positions during walking. The heel strikes are the lowest position of heel marker during walking. (b) Forceplate vertical ground reaction forces. The sudden increase in vertical force is during heel strike. The red dashed lines represent a gait cycle. 
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Figure 4. Schematic steps followed for EEG data preparation and synchronization with gait cycle events. Where ‘*’ refers to any file name for MAT files. 
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Figure 5. Features extracted from time domain, frequency domain, and time-frequency domain features. 
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Figure 6. Correlation matrix of features (MAD, RMS, maximum, minimum, mean, variance, skewness, kurtosis, Activity, Mobility, Complexity, Shannon Entropy, Log Entropy, Threshold Entropy, Sure Entropy, Norm Entropy, Average amplitude change, standard deviation of wavelet energy, wavelet energy for detail 1–8) used as input for ML algorithms. 
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Figure 7. RNN model developed with multiple layers of LSTM and dropout layers. 
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Figure 8. ChronoNet developed with multiple layers of 1D convolutional layers, GRU, and dropout layer. 
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Figure 9. (a) Training accuracy of ChronoNet for four classes (normal walking, Stroop, COM and MLP), (b) training losses for the four classes, (c) confusion matrix, and (d) ROC curves for all four classes. 
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Figure 10. (a) Training accuracy of ChronoNet for three classes (normal walking, Stroop, and COM), (b) training losses for the three classes, (c) confusion matrix, and (d) ROC curves for all three classes. 
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Figure 11. (a) Training accuracy of ChronoNet for two classes (stable and unstable), (b) training losses for the two classes, (c) confusion matrix, and (d) ROC curves for the two classes. 
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Figure 12. (a) Training accuracy of RNN for four classes (normal walking, Stroop, COM and MLP), (b) training losses for the four classes, (c) confusion matrix, and (d) ROC curves for all four classes. 
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Figure 13. (a) Training accuracy of RNN for three classes (normal walking, Stroop, and COM), (b) training losses for the three classes, (c) confusion matrix, and (d) ROC curves for all three classes. 
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Figure 14. (a) Training accuracy of RNN for two classes (stable and unstable), (b) training losses for the two classes, (c) confusion matrix, and (d) ROC curves for the two classes. 
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Table 1. Performance score of different algorithms for four classes (normal walking, Stroop, COM and MLP).
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	Models
	Accuracy
	Precision
	Recall
	F-Score
	MCC
	ROC Area
	AUC





	SVM
	0.5977
	0.5991
	0.6021
	0.5989
	0.4646
	0.8376
	0.5667



	Random Forest
	0.6736
	0.6752
	0.6756
	0.6753
	0.5642
	0.8820
	0.5667



	XG Boosting
	0.6764
	0.6787
	0.6782
	0.6783
	0.5680
	0.8968
	0.5841



	RNN
	0.6728
	0.6729
	0.6729
	0.6729
	0.5638
	0.8961
	0.6070



	ChronoNet
	0.6800
	0.6812
	0.6854
	0.6828
	0.5729
	0.9036
	0.5901
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Table 2. Performance score of different algorithms for three classes (normal walking, Stroop, and COM).
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	Models
	Accuracy
	Precision
	Recall
	F-Score
	MCC
	ROC Area
	AUC





	SVM
	0.6944
	0.6950
	0.6998
	0.6951
	0.5438
	0.8627
	0.8372



	Random Forest
	0.7588
	0.7594
	0.7602
	0.7597
	0.6371
	0.9054
	0.8372



	XG Boosting
	0.7685
	0.7698
	0.7701
	0.7834
	0.5687
	0.7827
	0.5841



	RNN
	0.7645
	0.7689
	0.7653
	0.7718
	0.5983
	0.9166
	0.5991



	ChronoNet
	0.7744
	0.7744
	0.7763
	0.7752
	0.6596
	0.9295
	0.8408
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Table 3. Performance score of different algorithms for stable and unstable.






Table 3. Performance score of different algorithms for stable and unstable.





	Models
	Accuracy
	Precision
	Recall
	F-Score
	MCC
	ROC Area
	AUC





	SVM
	0.7388
	0.7413
	0.7356
	0.7360
	0.4770
	0.7908
	0.7908



	Random Forest
	0.7919
	0.7918
	0.7908
	0.7911
	0.5826
	0.7908
	0.7908



	XG Boosting
	0.7848
	0.7859
	0.7827
	0.7834
	0.5687
	0.7827
	0.7827



	RNN
	0.8204
	0.8212
	0.8192
	0.8197
	0.6404
	0.8192
	0.8192



	ChronoNet
	0.7963
	0.7967
	0.7957
	0.7959
	0.5924
	0.7957
	0.7957
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