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Abstract

:

Greenhouse gas (GHG) emissions reporting and sustainability are increasingly important for businesses around the world. Yet the lack of a single standardised method of measurement, when coupled with an inability to understand the true state of emissions in complex logistics activities, presents enormous barriers for businesses to understanding the extent of their emissions footprint. One of the traditional approaches to accurately capturing and monitoring gas emissions in logistics is through using gas sensors. However, connecting, maintaining, and operating gas sensors on moving vehicles in different road and weather conditions is a large and costly challenge. This paper presents the development and evaluation of a reliable and accurate sensing technique for GHG emissions collection (or monitoring) in real-time, employing the Internet of Things (IoT) and Artificial Intelligence (AI) to eliminate or reduce the usage of gas sensors, using reliable and cost-effective solutions.
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1. Introduction


Transport activity accounts for around one fifth of global carbon dioxide (CO   2  ) emissions. Freight road activity accounts for around 29.4% of all transport emissions [1]. Demand for freight is expected to triple by 2050 compared to 2015, according to the International Transport Forum [2], fuelled by global supply chains, burgeoning economies in the developing world, and a rise in e-commerce activities.



In Australia, transport is the third-largest source of local greenhouse gases, accounting for 18.7% of all national emissions in 2022 [3]. The transport sector is also one of the strongest contributors to emissions growth in Australia. Emissions from transport have increased by nearly 60% since 1990—more than any other sector in the economy [3]. Within transport, road freight and supply chains present challenges to successful emissions reduction. Freight transport is a significant contributor to the sector’s emissions, and it is expected to grow as a proportion of total emissions [3].



Transport is facing growing pressure from regulators, financiers, and consumers to accelerate the transition to zero emissions. To enable the required reductions in the use of fossil fuels in the transportation sector, the sector will need to undergo a profound transformation in its energy use and the ability to accurately measure emissions from fossil fuels. There is a growing focus on the logistics emissions reporting function, as companies seek to uncover one of the least-known yet potentially highly carbon-intensive parts of their organisation’s operations. The granularity and accuracy of reporting is critical for the advancement of future states of logistics emissions management. Whilst many companies are still grappling with the backward-looking reporting task, to make a meaningful impact in logistics emissions, there needs to be a transition to forward-looking and performance monitoring of logistics emissions. Transport sector emissions analysis has been the focal point of numerous researches for many years. The studies show that there are multiple factors—including weather, road condition, vehicle condition, vehicle weight, and driving behaviour—that have significant impacts on vehicle emissions [4,5,6,7,8,9,10].



Analysis of vehicle emissions is normally conducted in laboratory environments, on a chassis dynamometer [11,12]. However, the studies show that there is a significant difference between data captured in a laboratory environment and data captured on roads [12,13].



Although laboratory analysis can capture useful data regarding vehicle emissions, it is almost impractical to evaluate all the real-world metrics that impact vehicle emissions in a laboratory environment. Laboratory emissions analysis has been found to underestimate emissions rates by 10–20% [11]. As a result, many researchers tend to install portable exhaust gas analysis devices on vehicles, to capture on-road data. However, installing and capturing on-road data can pose significant challenges.



The accuracy of these devices for long-term data collection is one of the challenges, because they need calibration before each measurement. Exhaust gas analysers are analytical devices that measure the concentration of a specific gas within a mixture of other gases. These devices typically comprise different gas sensors, using industry-standard non-dispersive infrared (NDIR) and chemical sensor technologies. NDIR technology measures the concentration of a gas, by determining how much infrared energy is absorbed at a select wavelength band that corresponds to a resonant mode spectrum of the analysed gas molecule. The chemical sensors technologies used in the analyser are usually based on electrochemical and metal-oxide semiconducting sensors, which suffer from long-term stability, selectivity, and fast response and recovery. The electrochemical sensors require regular replacement of electrolytes; therefore, the short life of these chemical sensors would add to the cost of experiments.



We previously conducted research in developing and installing an Internet of Things (IoT)-based platform, called ParcEMon [14], to capture live data from a delivery van, so as to analyse parcel-level emissions. During this research, multiple challenges were faced, in retrieving continuous data from the delivery van by using a gas analyser comprising different gas sensors, so as to measure the concentration of carbon monoxide (CO), carbon dioxide (CO   2  ), hydrocarbons (HC), oxygen (O   2  ), and nitrogen oxide (NO   x  ) gases, as shown in Table 1.



One of the main challenges was installation of the gas analyser in a secure location, to be able to collect and analyse the gas flow without being impacted by vehicle movement and road condition in a real world context.



Since the gas analyser control unit was required to be close and connected to the gas flow, it could not be installed inside the cabin, as it could pose safety issues to the driver and other passengers. Therefore, the gas analyser was secured outside the car. However, there are multiple factors that can impact the possibility of installing the gas analyser and related accessories outside the car.



The first issue is that a vehicle’s sudden movements and vibrations can loosen the different components that transfer the gas flow to the gas analyser, including the exhaust nuzzle and gas pipe. As a result, all these components must be firmly installed, to withstand the vehicle movements and vibrations. In addition, a change in road conditions can also impact the gas analyser functionality. Bumpy roads can cause road surface contact with the devices and stop or suspend the sensors’ functionality. Moreover, dirt roads can cause gravel to hit the analyser or can cause mud splash on the analyser, which can cause full or partial blockage of gas flow, thus impacting the data quality. Moreover, rainy weather can also cause water splash on the analyser, which can damage the sensors and impact their functionality. Furthermore, installing the analyser in a sealed enclosure is also not practical, because there must be airflow, so as to avoid concentrated gas around the gas analyser, which can result in false data readings. Another issue regarding analyser installation is the high degree of heat emitted from the exhaust. This can damage the analyser pipe and sensors and cause data loss. A further challenge, regarding utilisation of a gas analyser in live data collection, is that the sensors normally require periodic checks, to ensure data quality and the functionality of the sensors. For example, one of the components of such gas analysers, which is connected to the exhaust nuzzle, is a water filter. This filter is required to reduce the moisture entering the gas analyser unit. After some hours of driving, and also depending on the weather conditions, this filter must be unplugged, to empty the water accumulated inside it, because the moisture that enters the gas analyser can impact the sensors’ accuracy and data quality. Moreover, the sensors require to be periodically restarted (i.e., zeroing) and calibrated, to improve measurement accuracy. Such periodic check-up requirements hinder the usage of such sensors for long-term data collection in a real world context.



Having discussed the challenges of deployment of a gas analyser to collect live data from on-road vehicles, investigation of alternative solutions to analysing vehicle emissions without employing gas sensors was a potential research area. These challenges could be addressed by using artificial intelligence (AI) techniques to estimate vehicle emissions based on vehicle data, such as speed, revolutions per minute (RPM), acceleration, and deceleration. By employing the dataset that has been collected using a gas analyser, the correlation between driver behaviour and vehicle emissions could be determined. The obtained dataset could then be used as a training set, to predict vehicle emissions in the long run, based on driver behaviour without a gas analyser. Such an approach could help to eliminate the challenge of installing a gas analyser and, at the same time, estimating the impact of driving behaviour on vehicle emissions.



In this research, the dataset collected, using a physical gas analyser and ParcEMon platform [14], was used to develop the training set, as well as to analyse the accuracy and validity of the machine learning technique, in predicting vehicle emissions.



This paper presents an AI-enabled emissions monitoring technique (referred as ArtEMon) that aims to utilise AI to replace a physical gas analyser attached to the exhausts and to produce accurate emissions reporting. The main contributions of this paper are as follows:




	
An effective technique to align and merge the measurements from various IoT data sources, through a series of methods, from processing raw data to predictive emissions modelling using information from on-board diagnostics (OBDs), temperature, and humidity sensors.



	
A weighted ensemble model that assigns weights based on the performance of the tree-based and stacked models, to estimate CO   2   emissions.



	
A feasibility study of our solution, through an experimental approach to evaluating how we predict emissions from the IoT data, without using a gas analyser.








The remainder of this paper is organised as follows. Section 2 describes three emissions reporting frameworks, as well as their comparison. Section 3 describes the architecture and methodology of the ArtEMon. Section 4 and Section 5 describe the IoT data collection, preprocessing, and the performance of our emissions prediction. Finally, Section 6 and Section 7 describe the discussion, future work, and conclusion of this paper.




2. Greenhouse Gas Emissions Reporting Frameworks


Corporate monitoring and reporting of Scope 3 GHG emissions [15] from the ’last-mile’ in the up-and-downstream transportation of goods services has been prioritised by governments and companies since the Paris Agreement of 2015 [16], with international and regional frameworks developed on the foundations of the Greenhouse Gas Protocol [17] initiative now in use.



The GHG Protocol Corporate Standard groups a company’s GHG emissions into three categories, from Scope 1 to Scope 3: Scope 1 refers to direct emissions; Scope 2 refers to indirect emissions and represents the emissions resulting from the generation of purchased energy (e.g., grid-supplied electricity); Scope 3 covers all the other indirect emissions in the company’s value chain that are not included in Scope 2 [17,18].



Scope 3 emissions can constitute a significant part of a company’s overall GHG footprint [19]. With estimates placed as high as 75% of all emissions for many companies [20], it is not surprising that the value of modelling, working with, and reporting Scope 3 emissions data is being recognised. Emissions data can be used to support investment, procurement, and sales strategies, by assessing the impact of various freight scenarios and predicting carbon return on investments. It provides a metric that allows companies to identify inefficiencies in their logistics network and work towards improved efficiencies. Companies can track progress towards climate goals and demonstrate corporate social responsibility, including positive climate and health impacts [21].



However, managing the collection and analysis of GHG emissions data remains a complex and frustrating challenge for companies. Current, local, and real-time data that account for the emissions produced in the delivery of domestic goods and services (whether by truck or freight consignment, courier, express post and parcel, or public transport networks) are not readily available data that are accessible for use. Current reporting is based on applying one of a range of available calculators, to estimate GHG emissions by measuring the distance a parcel travels and the fuel expended over the distance. In such approaches, there are many variables that cannot be easily accounted for, such as speed, road incline, and driver behaviour.



For companies to report Scope 3 emissions, they must apply the methodology from one of several key frameworks available for use, developed by different industry consortia in different regions and contexts. These frameworks include the Carbon Disclosure Project (CDP) [22], the EconTransistIT methodology [23], the GHG Protocol [17], the Global Logistics Emissions Council (GLEC) European framework [24], the Taskforce on climate-related financial disclosures [25], the USA’s Environmental Protection Agency’s Smartway Program [26], and the Australian National Greenhouse Energy Reporting Scheme [3]. More recently the International Standards Organisation, have published ISO 14083 [27], "Greenhouse gas management and related activities—Quantification and reporting of greenhouse gas emissions of transport operations", with the aim of providing a common methodology for the quantification and reporting of greenhouse gas emissions; however, its use remains voluntary.



For this project, the research team evaluated three of the leading regional frameworks, to develop an understanding of their use, the types of data collected, approaches to data collection, methodologies for calculating Scope 3 emissions, and granularity of reporting. These frameworks include GLEC [24], Smartway [26], and NGERS [28]. The objectives and approaches of the three frameworks are informed by and inform one other, but there are significant differences in their methodologies. Each framework varies in its approach to the measurement of GHG emissions and gases prioritisation (see Figure 1). While NGERS [28] establishes goals and specifies gases for emissions reporting, it does not present a methodology for Scope 3 data collection at all. Therefore, further evaluation has focused on a comparison of the GLEC [24] and Smartway [26] frameworks, including consideration of how each works with different calculation tools, different decision trees, and sets of historic data made available (See Figure 2). Each framework applies different assumptions about routes and different approaches to the measurement of fuel consumption per gram (FPG), and each varies in the range of gases reported [24,26,28].



For Scope 3 emissions, the absence of a single standardised method for measuring and modelling emissions across complex logistics activities, compounded by significant issues in sourcing and collecting accurate and timely data for reporting, presents enormous barriers for companies. There is an uncertainty about the accuracy of reported data, and about their ability to pursue the most cost-effective carbon mitigation strategies. This is exacerbated in Australia, where—under the National Greenhouse and Energy Reporting Act [29]—GHG emissions reporting is not yet mandatory [3], and the sheer complexity of data collection and reporting means that many who could participate voluntarily and benefit from more effective and efficient close-to-real-time reporting, are simply not participating.




3. Architecture and Methodology


The main objective of the research reported in this paper was to develop a complete end-to-end IoT-and-AI-enabled solution for monitoring GHG emissions from combustion engine vehicles, without relying on exhaust gas analysers. The IoT is defined as connecting a countless number of sensors and various devices (referred to as ’things’) through the internet, paving the way for innovative services and products [30].



Figure 3 illustrates the testbed architecture used to collect the raw data employed in this research. The development of this testbed was presented in [14]. The sensor data were collected from four different types of sensors, as follows:




	
Gas Analyser (5 Gases): The analyser measured the concentration of carbon monoxide (CO), carbon dioxide (CO   2  ), fuel-dependant hydrocarbons (HC), oxygen (O   2  ), and nitrogen oxide (NO   x  ) gases emitted from the exhaust of a delivery van. The data collected from the gas analyser were used to train and validate the AI models.



	
OBDs: vehicle on-board diagnostics data were collected from the instrumented vehicle, to be used by the AI models. An OBD2 scanner provided comprehensive access to live and recorded data from the vehicle, including vehicle speed, acceleration, deceleration, and engine and fuel system operating conditions. These data were required, to correlate driving conditions to the emissions recorded by the gas analyser. OBDs sensory data are easy to collect, and are available from the majority of new cars produced over the past several years.



	
Temperature and humidity sensor: the data related to the ambient condition of the delivery van were collected, using a temperature and humidity sensor located underneath the van.
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Figure 3. IoT -based testbed architecture. 






Figure 3. IoT -based testbed architecture.
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The IoT sensor node included a small single-board computer (i.e., a Raspberry Pi) that was connected to the reporting gas analyser and OBD2 port through Bluetooth. The gas analyser collected the emissions data in real time and sent it to the computer through a serial cable. The data streams were annotated and synchronised in the computer and sent to the cloud through a broadband internet connection. This IoT sensor node was also connected to a dashcam and GPS module, to track the location of the vehicle and its speed and acceleration. A power bank was included, to provide the required power for running the IoT sensor node. In addition, the implemented enclosure included an automobile auxiliary power outlet for charging the power bank. Finally, a cooling system and environmental monitoring sensors (i.e., temperature and humidity) were deployed, to monitor the ambient temperature and humidity and to maintain the temperature inside the IoT sensor node enclosure. A detailed description of the testbed is described in [14].



Field testing was undertaken with a diesel delivery van in Vermont South in Victoria, Australia. The field trial was conducted under typical ’everyday’ or naturalistic driving conditions, employing a driver who regularly drove the vehicle. The vehicle was monitored while making its usual deliveries under normal driving conditions on urban roads, major arterial roads, and freeways. This included regular stop-and-go traffic, acceleration, deceleration, and smooth uniform driving during the trial.



The gas analyser was installed in the carriage, close to the exhaust, without interfering with driving conditions or safety, allowing for the collection of data under the ordinary driving conditions experienced by the driver, as illustrated in Figure 4.



The primary sensors used for the data collection included a gas analyser, vehicle onboard diagnostics (OBDs), and environmental condition sensors (i.e., humidity and temperature sensors). The data collected from these sensors were heterogeneous and contained inherent noise. These heterogeneous data were then processed, to remove noise and to identify relevant features. The data collected from the sensors were stored on the computer, using the JSON format. The first step involved reading the JSON files containing the sensor measurements and converting the raw timestamp (i.e., UNIX time) to a valid date–time format, for time-based data reporting. The timestamp was used as the main parameter, to perform the fusion of the heterogeneous data collected from various different sensors.




4. IoT Sensory Data Preprocessing


This section presents a discussion on the processing of the IoT sensory data. The first step involved reading the sensor data measurements and converting the raw timestamp to a valid date–time format. This produced 43,782 (gas analyser, including five gases), 14,562 (OBDs, including RPM, speed, FPG, etc.), and 192,972 (temperature and humidity) data points on the first day of the experiment.



4.1. Noise Removal


The next part of the IoT data processing involved identifying and removing incorrect sensor measurements. Most of the incorrect measurements were from the gas analyser. These measurements contained incorrect characters or partial values. Such measurements were considered as noise and were dropped from the analysis. There were several reasons for these noises, such as data loss because of communication issues, as the gas analyser was using serial protocol to transfer the data, using a long cable.



After removing all the rows containing the incorrect values, a total of 40,894 valid data points from the gas sensor measurements were used in the analysis.




4.2. Zeroing Process


Gas analysers need to purge the gas and perform calibration, based on the reference gases in the ambient air, frequently, to provide accurate readings. The gas analyser we used was set to purge the gas and perform the calibration process every 10 min.



We flagged the readings between the start-zeroing and finish-zeroing intervals. For that duration, the gas reading were not valid and were removed from the dataset, accordingly.




4.3. Lag Identification


There is usually a delay associated with gas analyser measurements when compared to the OBDs. This is because the gas concentration is measured by the gas analyser at the end of the exhaust pipe. The gas must travel through the exhaust pipe to reach the gas analyser, where it is sensed, and this normally takes a few seconds. The challenge here was to identify the right amount of delay and then offset the gas analyser measurements, to adjust the delay and align them with measurements from the other sensors. All the sensor measurements were first indexed based on their timestamp, and the measurements were re-sampled to the nearest one second of the time series, because the sensors reported measurements at millisecond granularity. Re-sampling usually introduces null values at the timestamps that were not in the original time series. Imputation is an important data preprocessing step for handling incomplete data, as the machine learning models for analysing IoT data from heterogeneous sensors commonly assume that the sensor data is complete. Such modelling results, which include missing or incomplete data, may be inaccurate and unreliable. It was, therefore, important to interpolate the missing values, by using the mean value of the respective features. Then, the used RPM measurements from the OBDs were used as a reference timestamp and were compared to the CO   2   measurements from the gas analyser at various time intervals, to visually study the lag. As seen in Figure 5, the visual analysis of the time series helped to identify the delay, which was found to be approximately 6 s.




4.4. Offsetting, Re-Sampling, and Interpolating Measurements


To align the gas analyser measurements with the rest of the sensor measurements, the gas analyser measurements were offset by around 6 s and were aligned with the rest of the sensor measurements. IoT sensors do not necessarily produce data at regular intervals, and the IoT time series is highly irregular, with regard to its sampling rate, which makes the processing and analysis of such data challenging—specifically, when the data are received independently from multiple sensors, while they are being processed and analysed together. This makes the re-sampling of such irregular and unevenly spaced time series to a more regular and consistent frequency an important part of the IoT data processing step. To obtain a refined set of measurements, all data received from the gas analyser, OBDs, and temperature sensors were interpolated with their mean values at every one-second interval.



After performing interpolation on the data with the mean values of individual features, to fill the time points where there were no measurements, the next step was to align all measurements that had a common start and end time, because the starting and ending times of measurements are different for all sensors. This was required, to eliminate any missing values for the time series that ended early.



Table 2 identifies the starting and ending times of all the IoT sensors for the first day of the experiment. After re-sampling for every one second, interpolating, and aligning the measurements, a total of 15,778 data points were obtained from the gas, OBDs, temperature, and humidity sensors on a single day. All measurements from the sensors where the corresponding speed was reported as zero were also excluded. This allowed us to have a uniform time series for all measurements.




4.5. Relevant Feature Selection


To estimate the CO   2   emissions, various features of the vehicles—such as speed, RPM, coolant temperature, acceleration, and throttle—were used [31,32,33]. Singh et al. [33] identified that speed and acceleration are highly correlated with CO   2   emissions; however, these features on their own provide limited support in estimating CO   2   emissions.



As seen in Algorithm 1, the merged measurements from all the sensors in this research (the OBDs sensors combined with the gas, temperature, and humidity sensors) were used to construct a dataset for understanding CO   2   emissions. The final feature set, presented in Table 3, included information on the RPM, FPG, speed, temperature, and humidity, and the target feature was CO   2  .






	Algorithm 1: IoT sensor data preprocessing.



	
Input: sensor measurements from gas analyser (A), OBDs (B), temperature and humidity (C)



Output: modelling dataset E



for each measurement in A do



   remove noise



   perform zeroing process



end for



for each measurement in A do



   offset ∀ measurement by 6 s



end for



for all measurements in A,B,C do



   re-sample ∀ 1 s



   interpolate with  μ  values



   align timestamps



end for



Construct modelling dataset E by merging A,B,C












5. Predicting CO   2   Emissions


Ensemble learning is a class of machine learning technique that works by utilising multiple base learners that collectively improve the predictive performance. LightGBM [34], gradient boosting [35], and xGBoost [36] are some of the popular algorithms that have been used for regression and classification applications. In this paper, various gradient-boosting decision tree algorithms were used, including gradient boosting [35], xGBoost [36], and LightGBM [34]. Gradient-boosting decision trees are an ensemble of decision trees that use the best split points to learn the decision trees, make predictions on each decision tree, and then combine the individual predictions with those of other trees in the ensemble, to produce a strong prediction. Gradient boosting works by optimising the loss function; it sequentially tries to find new weak learners, based on the residuals from the previous weak learners in each iteration. During each iteration, gradient boosting attempts to minimise the loss function.



Although gradient boosting works well with both categorical and continuous data, it sometimes overemphasises outliers and is computationally expensive. The xGBoost works by growing trees horizontally and is robust enough in handling heterogeneous data types and distributions. Moreover, xGBoost can efficiently handle sparse data patterns and also helps in handling overfitting [36]. LightGBM is a greedy implementation of the gradient boosting framework that uses gradient-based one-side sampling to grow trees vertically, which enables better identification of relationships between input and target features. However, LightGBMs are sensitive to outliers and can lead to overfitting if they are not handled properly [34,37].



Various techniques based on deep learning [32,33,34,35,36,38], support vector machines [32], ensemble models [38], and xGBoost [36] have been used in the literature, for estimating CO   2   emissions from data gathered from vehicles.



In this paper, predicting CO   2   emissions was based on ensemble learning techniques [39] that combine multiple regression models [40], which have been reported, in previous studies, to improve the prediction accuracy of machine learning algorithms [39]. Further improvements have also been achieved by incorporating strategies that combine various ensemble formation designs, such as stacked generalisation [40] and blending [41]. Stacked generalisation, proposed by Wolpert [42], is a procedure [43] that consists of several base learners (first level) and a meta learner (second level), where the outputs from the first level serve as inputs to the second level meta learners. The first-level regressors are fitted to the same training set that is used to prepare the inputs for the second-level regressor, which may lead to overfitting. However, the techniques proposed in [44] extend the standard stacking algorithm, using out-of-fold predictions, and produce the data from the first-level regressor, which serves as input for the second-level regressor, by splitting the dataset into k folds and, in every successive k rounds,   k − 1   folds are then utilised, to fit the first-level regressor. Furthermore, in each round, the first-level regressors are applied on the subset of the data that were initially excluded from the model fitting during each iteration. This allows the resulting predictions to be stacked and then forwarded as inputs to the second-level regressor, and then the first-level regressors are fitted on the entire dataset, to maximise the prediction accuracy. Blending is another ensemble approach that is derived from stacking [41], but differs by not using k-fold cross-validation to generate training data for the meta learner. However, it makes use of a one-holdout set, which allows a small portion of the data from the training set to be used for making predictions that can be used as inputs to the meta model.



In this paper, a weighted ensemble approach was used, which worked by assigning weights based on the individual model performance. Before the construction of the stacked model, the actual dataset was divided into training and test sets. The training set was then used to construct the stacked model, as shown in Figure 6. Following the identification of the best performing model from the individual baseline models during the stacking phase, weights were assigned to each of these models, with a higher weight to the stacked model followed by the best performing baseline model. The weighted predictions were then blended, to generate the final prediction. Using the model performances of the baseline models and the weighted ensemble (blended) model (Figure 7), weights of    w s  = 0.4  ,    w g  = 0.3  ,    w x  = 0.15  , and    w l  = 0.15   were assigned, respectively, to the stacked, gradient boosting, xGBoost, and LightGBM models, following which, the weighted predictions were blended, to estimate the CO   2   emissions.



5.1. Model Performance


In the weighted blended approach, the dataset is divided into k = 10 consecutive folds, with the shuffle parameter set to True, to avoid non-random assignment of the data points in the training and test sets. Each fold is used once for validation, while the rest of the   k − 1   folds then make up the training set. The root mean square error was used as a key performance measure for scoring. The mean square error returned by the cross-validation scoring function is always negative, and by selecting a negative mean squared error for scoring, the scoring function returns a positive score when the score has to be maximised and negates it when the score should be minimised. The baseline models were first trained individually, using the most common gradient-boosting tree-based machine learning algorithms in gradient boosting [35], xGBoost [36], and LightGBM [34], to identify the best-performing model baseline model. The stacked model was constructed using the best-performing baseline model as the meta model. The baseline models and the stacked model were used to construct the weighted ensemble model. The root mean square error (RMSE) metric was applied, to measure and compare the models’ performance. The RMSE metric indicated how far the predicted CO   2   was from the average CO   2   emissions. As seen in Figure 8, the RMSE score on the test dataset, using a higher weight gradient-boosting regressor as a meta regressor in the weighted ensemble model, was 1.8625, which was marginally better than the baseline gradient boosting model.



Figure 9 illustrates a visual assessment of how well the predictions made by a weighted ensemble model align with actual CO   2   measurements. The plot has the model’s predictions on the vertical (y) axis and the observed CO   2   values on the horizontal (x) axis. From this figure, it is evident that the data points cluster closely around a diagonal line, often referred to as the regression line. This line represents the scenario where predicted values perfectly match actual values.



In our context of predicting CO   2   emissions, this closeness indicates that the model’s predictions are highly accurate. The tight distribution around the diagonal line suggests that the predicted CO   2   values closely resemble the actual CO   2   measurements. Furthermore, the vertical distance between each data point and the regression line, known as the prediction error or residual, appears small for most data points. Small prediction errors imply that the model’s predictions are very close to the actual values.



It is worth mentioning that the absence of significant patterns or systematic deviations from the diagonal line indicates that the model does not exhibit bias. This uniformity in predictions across the entire range of observed values is desirable in various applications.



In summary, the proximity of predicted CO   2   values to the diagonal line reflects the excellent performance of the weighted ensemble model in providing accurate predictions. This outcome is highly favourable in data analysis, particularly in the context of IoT-based greenhouse gas sensing for real-time emissions monitoring applications, as it instils confidence in the model’s reliability for making predictions and drawing inferences.




5.2. Explaining CO   2   Predictions


Lundberg et al. [45], have identified that interpretations and explanations of the predictions are as important as the accuracy of a predictive model.



When explaining CO   2   predictions from the machine learning models, the predicted CO   2  ,   f ( x )  , can be represented as the sum of its computed SHAP values and a fixed base value:


  f  ( x )  = b a s e v a l u e + s u m  ( S H A  P  v a l u e s   )  .  



(1)







A SHAP (SHapley Additive exPlanations) [45] or Shapley value is the average marginal contribution of a feature value across all possible combinations, whereas the base value is the mean value of the target feature (CO   2  ) in the dataset. The distribution of Shapley values helps in understanding the impact of FPG, RPM, humidity, temperature, and speed on CO   2   predictions, both at local (individual) and global (population) levels. Local interoperability explains the individual predictions for each data instance, i.e., how the model arrived at a decision, in terms of the contributions of its input features, whereas global interoperability describes the expected behaviour of the machine learning model, with respect to the overall distribution of the values of all the input features. SHAP values are additive in nature, i.e., the SHAP values of FPG, RPM, humidity, temperature, and speed will always add up to the difference between the predicted CO   2   from the baseline model and the current CO   2   prediction that is being explained. Figure 10 provides information on the relationship between the features’ actual values and Shap values, i.e., the colour bar represents the actual values of the features (FPG, RPM, humidity, temperature, and speed) for each instance. A red-coloured dot indicates a relatively high value of the feature, and vice versa with a blue-coloured dot. We can see that higher values of FPG have positive SHAP values, i.e., the dots extending towards the right, forming the horizontal (0-axis) line are red, which indicates that FPG leads to higher CO   2   predictions.





6. Discussion and Future Research


This paper describes the weighted ensemble approach, and the modelling results of this technique demonstrate that CO   2   emissions can be predicted using data from onboard sensors from vehicles with considerably fewer features. The major contributions from this study can be summarised into (a) a weighted blended approach that uses data from onboard sensors to learn the CO   2   emissions characteristics, (b) visual analysis, to identify and offset the lag from gas analyser measurements, and (c) performance comparison of the weighted ensemble approach to other popular tree-based approaches, such as LightGBM, xGBoost, gradient boosting, and stacked modelling approaches. The weighted ensemble approach works by assigning weights to each of the individual baseline models and the stacked model for predicting CO   2   emissions.



In this approach, the highest weight was assigned to the stacked model, and then, among the baseline models, we assigned a higher weight to the best-performing baseline model, i.e., the gradient-boosting regressor, and then equally distributed the weight among the rest of the baseline models. However, it would be interesting to see the model performance on hyper-parameter tuned stacked and weighted ensemble models, instead of the baseline models, and also to compare the performance of the hyper-parameter tuned stacked model to the weighted ensemble model. Long et al. [46] have identified that geographical features (such as roads around mountainous regions), weather conditions (such as wind gusts, wind direction, and rainfall, etc.), and geographic terrains can impact CO   2   emissions from vehicles. Furthermore, as our model does not generalise well, to accurately predict CO   2   emissions at very low and high levels, it would be interesting to include contextual data in the model, describing the geographical features and traffic conditions, such as rush hours.



In Section 5.2, we also briefly explained the relative features importance and their relationships to the predicted CO   2   emissions. In this paper, we have only focused on global interpretability, when explaining CO   2   predictions [47]. However, in order to provide comprehensive explainability of the predicted CO   2   emissions and the feature values, it is important to (a) relate the CO   2   emissions with a variety of contextual information, such as geographical locations, and then explain the emissions, and (b) include local interpretability, when explaining the individual predictions.



Lastly, it is important to note that in application scenarios requiring substantial computational resources for real-time prediction of multiple transport vehicles, there are techniques like Map-Reduce [48,49], data approximation [50], contextualisation [51,52], and situation-aware computing [53] that can be employed, to achieve scalable real-time computation to meet the time-bound requirements [54,55].




7. Conclusions


Emissions reporting and sustainability have garnered significant global attention. However, a critical issue is the absence of a universally accepted method for quantifying emissions, especially in the case of Scope 3 emissions. This lack of standardisation, coupled with the complexities of logistics operations, poses substantial hurdles for businesses striving to comprehensively grasp and report their environmental impact. Traditionally, a common method for accurately capturing and monitoring gas emissions in logistics has centred on deploying gas sensors. Nonetheless, managing these sensors on moving vehicles, especially in the presence of varying road and weather conditions, poses a significant challenge. In this paper, we presented an innovative solution to addressing this challenge. Our approach leverages the IoT and AI, to eliminate reliance on gas sensors for real-time GHG emissions reporting, while accurately predicting CO   2   emissions.







Author Contributions


Conceptualisation, A.Y.; methodology, A.Y. and I.B.M.; software, A.Y., H.K. and I.B.M.; investigation, A.Y., H.D., P.S., J.S. and M.S.; writing—original draft preparation, A.Y., I.B.M. and H.B.; writing—review and editing, H.D., P.S., J.S., C.T. and M.S. All authors have read and agreed to the published version of the manuscript.




Funding


This research was co-funded by Scope 3 Pty Ltd. and Swinburne University of Technology’s Research Office.




Institutional Review Board Statement


The study was ethics-approved at Swinburne University of Technology, No. 20204101-5592.




Acknowledgments


The authors acknowledge Michael Blake and Gerry Walsh from EmissionsIQ for their support. This research was supported by use of the Nectar Research Cloud, a collaborative Australian research platform supported by the Australian Research Data Commons (ARDC). The ARDC is funded by the National Collaborative Research Infrastructure Strategy (NCRIS).




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Ritchie, H. Cars, Planes, Trains: Where Do CO2 Emissions from Transport Come from? Our World in Data, 6 October 2020. Available online: https://ourworldindata.org/co2-emissions-from-transport(accessed on 16 June 2023).

	



International Transport Forum. ITF Transport Outlook 2019; OECD Publishing: Paris, France, 2019. [Google Scholar]

	



Quarterly Update of Australia’s National Greenhouse Gas Inventory; Australian Government, Department of Climate Change, Energy, the Environment and Water: Canberra, Australia, 2022.

	



Jaworski, A.; Lejda, K.; Bilski, M. Effect of driving resistances on energy demand and exhaust emission in motor vehicles. Combust. Engines 2022, 189, 60–67. [Google Scholar] [CrossRef]

	



Greenwood, I.; Dunn, R.; Raine, R. Estimating the effects of traffic congestion on fuel consumption and vehicle emissions based on acceleration noise. J. Transp. Eng. 2007, 133, 96–104. [Google Scholar] [CrossRef]

	



Oak Ridge National Laboratory. Sensible Driving Saves More Gas Than Drivers Think. ScienceDaily, 28 September 2017. [Google Scholar]

	



Merkisz, J.; Andrzejewski, M.; Merkisz-Guranowska, A.; Jacyna-Gołda, I. The influence of the driving style on the CO2 emissions from a passenger car. J. KONES 2014, 21, 219–226. [Google Scholar] [CrossRef]

	



Zhou, B.; He, L.; Zhang, S.; Wang, R.; Zhang, L.; Li, M.; Liu, Y.; Zhang, S.; Wu, Y.; Hao, J. Variability of fuel consumption and CO2 emissions of a gasoline passenger car under multiple in-laboratory and on-road testing conditions. J. Environ. Sci. 2023, 125, 266–276. [Google Scholar] [CrossRef] [PubMed]

	



Davison, J.; Rose, R.A.; Farren, N.J.; Wagner, R.L.; Wilde, S.E.; Wareham, J.V.; Carslaw, D.C. Gasoline and diesel passenger car emissions deterioration using on-road emission measurements and measured mileage. Atmos. Environ. X 2022, 14, 100162. [Google Scholar] [CrossRef]

	



Tu, R.; Xu, J.; Li, T.; Chen, H. Effective and acceptable eco-driving guidance for human-driving vehicles: A review. Int. J. Environ. Res. Public Health 2022, 19, 7310. [Google Scholar] [CrossRef] [PubMed]

	



Pelkmans, L.; Debal, P. Comparison of on-road emissions with emissions measured on chassis dynamometer test cycles. Transp. Res. Part D Transp. Environ. 2006, 11, 233–241. [Google Scholar] [CrossRef]

	



Ježek, I.; Drinovec, L.; Ferrero, L.; Carriero, M.; Močnik, G. Determination of car on-road black carbon and particle number emission factors and comparison between mobile and stationary measurements. Atmos. Meas. Tech. 2015, 8, 43–55. [Google Scholar] [CrossRef]

	



Weiss, M.; Bonnel, P.; Hummel, R.; Manfredi, U.; Colombo, R.; Lanappe, G.; Le Lijour, P.; Sculati, M. Analyzing on-road emissions of light-duty vehicles with Portable Emission Measurement Systems (PEMS). JRC Sci. Tech. Rep. Eur 2011, 24697, 1–66. [Google Scholar]

	



Yavari, A.; Bagha, H.; Korala, H.; Mirza, I.; Dia, H.; Scifleet, P.; Sargent, J.; Shafiei, M. ParcEMon: IoT Platform for Real-Time Parcel Level Last-Mile Delivery Greenhouse Gas Emissions Reporting and Management. Sensors 2022, 22, 7380. [Google Scholar] [CrossRef]

	



Huang, Y.A.; Weber, C.L.; Matthews, H.S. Categorization of scope 3 emissions for streamlined enterprise carbon footprinting. Environ. Sci. Technol. 2009, 43, 8509–8515. [Google Scholar] [CrossRef] [PubMed]

	



Bodansky, D. The United Nations Framework Convention on Climate Change: A Commentary. Yale J. Int. Law 1993, 18, 451. Available online: https://heinonline.org/HOL/LandingPage?handle=hein.journals/yjil18&div=29&id=&page= (accessed on 8 September 2023).

	



World Resources Institute; World Business Council for Sustainable Development. Technical Guidance for Calculating Scope 3 Emissions. Supplement to the Corporate Value Chain (Scope 3). Accounting & Reporting Standard; World Resources Institute and World Business Council for Sustainable Development: Geneva, Switzerland, 2013; Available online: https://ghgprotocol.org/sites/default/files/standards/Scope3_Calculation_Guidance_0.pdf (accessed on 8 September 2023).

	



Wiedmann, T.; Chen, G.; Owen, A.; Lenzen, M.; Doust, M.; Barrett, J.; Steele, K. Three-scope carbon emission inventories of global cities. J. Ind. Ecol. 2021, 25, 735–750. [Google Scholar] [CrossRef]

	



Hertwich, E.G.; Wood, R. The growing importance of scope 3 greenhouse gas emissions from industry. Environ. Res. Lett. 2018, 13, 104013. [Google Scholar] [CrossRef]

	



Downie, J.; Stubbs, W. Evaluation of Australian companies’ scope 3 greenhouse gas emissions assessments. J. Clean. Prod. 2013, 56, 156–163. [Google Scholar] [CrossRef]

	



Whitten, S.; Verikios, G.; Kitsios, V.; Mason-D’Croz, D.; Cook, S.; Holt, P. Exploring Climate Risk in Australia; CSIRO: Canberra, Australia, 2021. [Google Scholar]

	



CDP. Carbon Disclosure Project. 2023. Available online: https://www.cdp.net (accessed on 27 August 2023).

	



IFEU Heidelberg; INFRAS Berne; IVE Hannover. Ecological Transport Information Tool for Worldwide Transports; EcoTransIT World: Paris, France, 2019; Available online: https://download.ecotransit.world/EcoTransIT_World_Methodology_Data_100521.pdf (accessed on 8 September 2023).

	



Greene, S.; Lewis, A. GLEC Framework for Logistics Emissions Methodologies; Smart Freight Centre: Amsterdam, The Netherlands, 2016. [Google Scholar]

	



Financial Stability Board. Task Force on Climate-Related Financial Disclosures: 2019 Status Report; FSB: Basel, Switzerland, 2019; Available online: https://www.fsb.org/2019/06/task-force-on-climate-related-financial-disclosures-2019-status-report/ (accessed on 8 September 2023).

	



U.S. Environmental Protection Agency. SmartWay. Available online: https://www.epa.gov/smartway (accessed on 27 August 2023).

	



ISO/TR 14069:2013; Greenhouse Gases-Quantification and Reporting of Greenhouse Gas Emissions for Organizations-Guidance for the Application of ISO 14064-1. International Organization for Standardization: Geneva, Switzerland, 2013.

	



NSW Minerals Council. National Greenhouse and Energy Reporting (NGER): Important Things You Need to Know about NGER; Fact Sheet; NSW Minerals Council: Sydney, Australia, 2009. [Google Scholar]

	



The Law Library. National Greenhouse and Energy Reporting Act 2007; 2007. Available online: https://www.legislation.gov.au/Details/C2023C00090 (accessed on 8 September 2023).

	



Yavari, A. Internet of Things Data Contextualisation for Scalable Information Processing, Security, and Privacy. Ph.D. Thesis, RMIT University, Melbourne, Australia, 2019. [Google Scholar]

	



Palconit, M.G.B.; Nuñez, W.A. Statistical analysis of CO2 emission based on road grade, acceleration and vehicle specific power for public utility vehicles: An IoT application. In Proceedings of the 2018 IEEE 4th World Forum on Internet of Things (WF-IoT), Singapore, 5–8 February 2018; pp. 245–250. [Google Scholar]

	



Zeng, W.; Miwa, T.; Morikawa, T. Prediction of vehicle CO2 emission and its application to eco-routing navigation. Transp. Res. Part C Emerg. Technol. 2016, 68, 194–214. [Google Scholar] [CrossRef]

	



Singh, M.; Dubey, R. Deep learning model based CO2 emissions prediction using vehicle telematics sensors data. IEEE Trans. Intell. Veh. 2021, 8, 768–777. [Google Scholar] [CrossRef]

	



Ke, G.; Meng, Q.; Finley, T.; Wang, T.; Chen, W.; Ma, W.; Ye, Q.; Liu, T.Y. Lightgbm: A highly efficient gradient boosting decision tree. In Advances in Neural Information Processing Systems 30, Proceedings of the Annual Conference on Neural Information Processing Systems, Long Beach, CA, USA, 19 May 2017; Curran Associates: New York, NY, USA, 2017; Volume 30, pp. 1–9. [Google Scholar]

	



Friedman, J.H. Greedy function approximation: A gradient boosting machine. Ann. Stat. 2001, 29, 1189–1232. [Google Scholar] [CrossRef]

	



Chen, T.; Guestrin, C. Xgboost: A scalable tree boosting system. In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, San Francisco, CA, USA, 13–17 August 2016; pp. 785–794. [Google Scholar]

	



Mienye, I.D.; Sun, Y. A survey of ensemble learning: Concepts, algorithms, applications, and prospects. IEEE Access 2022, 10, 99129–99149. [Google Scholar] [CrossRef]

	



Shah, S.; Thakar, S.; Jain, K.; Shah, B.; Dhage, S. A Comparative Study of Machine Learning and Deep Learning Techniques for Prediction of CO2 Emission in Cars. In Proceedings of the Third International Conference on Sustainable Expert Systems, Kathmandu, Nepal, 9–10 September 2013; Springer: Singapore, 2023; pp. 749–758. [Google Scholar]

	



Webb, G.I.; Zheng, Z. Multistrategy ensemble learning: Reducing error by combining ensemble learning techniques. IEEE Trans. Knowl. Data Eng. 2004, 16, 980–991. [Google Scholar] [CrossRef]

	



Breiman, L. Stacked regressions. Mach. Learn. 1996, 24, 49–64. [Google Scholar] [CrossRef]

	



Zhang, Y.; Liu, J.; Shen, W. A review of ensemble learning algorithms used in remote sensing applications. Appl. Sci. 2022, 12, 8654. [Google Scholar] [CrossRef]

	



Wolpert, D.H. Stacked generalization. Neural Netw. 1992, 5, 241–259. [Google Scholar] [CrossRef]

	



Martinez-Gil, J. A comprehensive review of stacking methods for semantic similarity measurement. Mach. Learn. Appl. 2022, 10, 100423. [Google Scholar] [CrossRef]

	



Raschka, S. MLxtend: Providing machine learning and data science utilities and extensions to Python’s scientific computing stack. J. Open Source Softw. 2018, 3, 638. [Google Scholar] [CrossRef]

	



Lundberg, S.M.; Lee, S.I. A unified approach to interpreting model predictions. Adv. Neural Inf. Process. Syst. 2017, 30, 4768–4777. [Google Scholar]

	



Long, Y.; Yoshida, Y.; Li, Y.; Gasparatos, A. Spatial-temporal variation of CO2 emissions from private vehicle use in Japan. Environ. Res. Lett. 2022, 17, 014042. [Google Scholar] [CrossRef]

	



Carvalho, D.V.; Pereira, E.M.; Cardoso, J.S. Machine learning interpretability: A survey on methods and metrics. Electronics 2019, 8, 832. [Google Scholar] [CrossRef]

	



Chu, C.T.; Kim, S.; Lin, Y.A.; Yu, Y.; Bradski, G.; Olukotun, K.; Ng, A. Map-reduce for machine learning on multicore. In Advances in Neural Information Processing Systems 19, Proceedings of the Annual Conference on Neural Information Processing Systems, Montreal, Canada, 4–7 December 2006; MIT Press: Cambridge, MA, USA, 2006; Volume 19, pp. 1–8. [Google Scholar]

	



Ghoting, A.; Krishnamurthy, R.; Pednault, E.; Reinwald, B.; Sindhwani, V.; Tatikonda, S.; Tian, Y.; Vaithyanathan, S. SystemML: Declarative machine learning on MapReduce. In Proceedings of the 2011 IEEE 27th International Conference on Data Engineering, Hannover, Germany, 11–16 April 2011; pp. 231–242. [Google Scholar]

	



Yavari, A.; Korala, H.; Georgakopoulos, D.; Kua, J.; Bagha, H. Sazgar IoT: A Device-Centric IoT Framework and Approximation Technique for Efficient and Scalable IoT Data Processing. Sensors 2023, 23, 5211. [Google Scholar] [CrossRef]

	



Yavari, A.; Jayaraman, P.P.; Georgakopoulos, D. Contextualised service delivery in the internet of things: Parking recommender for smart cities. In Proceedings of the 2016 IEEE 3rd World Forum on Internet of Things (WF-IoT), Reston, VA, USA, 12–14 December 2016; pp. 454–459. [Google Scholar]

	



Yavari, A.; Jayaraman, P.P.; Georgakopoulos, D.; Nepal, S. ConTaaS: An Approach to Internet-Scale Contextualisation for Developing Efficient Internet of Things Applications. In Proceedings of the Hawaii International Conference on System Sciences 2017 (HICSS-50), Waikoloa Village, HI, USA, 4–7 January 2017. [Google Scholar]

	



Mirza, I.B.; Georgakopoulos, D.; Yavari, A. Cyber-physical-social awareness platform for comprehensive situation awareness. Sensors 2023, 23, 822. [Google Scholar] [CrossRef]

	



Korala, H.; Georgakopoulos, D.; Jayaraman, P.P.; Yavari, A. A time-sensitive IoT data analysis framework. In Proceedings of the Hawaii International Conference on System Sciences 2021 (HICSS-54), Maui, HI, USA, 5–8 January 2021. [Google Scholar]

	



Korala, H.; Georgakopoulos, D.; Jayaraman, P.P.; Yavari, A. Managing time-sensitive iot applications via dynamic application task distribution and adaptation. Remote Sens. 2021, 13, 4148. [Google Scholar] [CrossRef]








[image: Sensors 23 07971 g001] 





Figure 1. Gases included in the compared frameworks [24,26,28]. 
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Figure 2. GHG reporting frameworks comparison. 
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Figure 4. Gas analyser installed under the van. 
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Figure 5. Identifying delay in gas analyser measurements. 
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Figure 6. Stacked model, to estimate CO   2   emissions. 
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Figure 7. Weighted ensemble model, to estimate CO   2   emissions. 
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Figure 8. Model performance of blended, gradient boosting, xGBoost, and LightGBM baseline models. 
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Figure 9. Actual vs. Predicted CO   2   Emissions of the Weighted ensemble model from Test Data. 
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Figure 10. Relative feature importance and their relationship to the predicted CO   2  . 
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Table 1. Gas analyser specifications.






Table 1. Gas analyser specifications.





	Gases
	CO (carbon monoxide)

HC (hydrocarbons—hexane (gasoline),

propane (LPG), or methane (CNG or LNG))

CO   2   (carbon dioxide)

O   2   (oxygen)

NO (NOx, nitric oxide)



	Analysis Method
	CO, HC, CO   2  : NDIR (non-dispersive infra-red)

O   2  , NO: electro-chemical sensor



	Ranges
	CO: 0–10.00%

HC (hexane and propane): 0–9999 ppm

HC (methane) 0.000–5.000%

CO   2  : 0–20.0%

O   2  : 0.0–25.0%

NO: 0–5000 ppm



	Gas Sample Rate
	350 mL/min typical. (flow-control pneumatic system).










 





Table 2. Starting and ending time of all IoT Sensors.
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	Sensor
	Starting Time
	Ending Time





	OBDs
	08:54:58
	13:17:57



	Gas Analyser
	08:50:16
	14:57:23



	Temperature and humidity
	08:52:26
	14:58:34










 





Table 3. Feature set for estimating CO   2   emissions.
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	Feature
	Units of Measurement
	Range of Feature Values





	engine RPM
	revolutions per minute
	0–6000



	fuel consumption (FPG)
	grams per second
	0–300



	vehicle speed
	kilometres per hour (km/h)
	0–120



	air temperature
	Celsius (°C)
	0–30



	humidity
	relative humidity in percentage (%)
	0–100
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