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Abstract

:

The massive installation of renewable energy sources together with energy storage in the power grid can lead to fluctuating energy consumption when there is a bi-directional power flow due to the surplus of electricity generation. To ensure the security and reliability of the power grid, high-quality bi-directional power flow prediction is required. However, predicting bi-directional power flow remains a challenge due to the ever-changing characteristics of power flow and the influence of weather on renewable power generation. To overcome these challenges, we present two of the most popular hybrid deep learning (HDL) models based on a combination of a convolutional neural network (CNN) and long-term memory (LSTM) to predict the power flow in the investigated network cluster. In our approach, the models CNN-LSTM and LSTM-CNN were trained with two different datasets in terms of size and included parameters. The aim was to see whether the size of the dataset and the additional weather data can affect the performance of the proposed model to predict power flow. The result shows that both proposed models can achieve a small error under certain conditions. While the size and parameters of the dataset can affect the training time and accuracy of the HDL model.
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1. Introduction


Energy is the most important element for global economic growth [1]. However, to meet the needs of the global market, mainly fossil fuels are used. With the depletion of fossil fuel supplies and the increasing demand for electrical energy, we are now massively turning to renewable energy sources as an alternative to provide a more economical and diversified energy mix that ensures energy security and sustainability [2]. The enormous expansion and installation of renewable energy sources, such as wind turbines and photovoltaics (PV), in electrical grids can lead to a change in the power flow and also affect the extent of the bi-directional power flow via a transformer to or from the power grid system [3,4]. Furthermore, this phenomenon has also led to a significant change in the traditional power supply mechanisms, from a centralised to a decentralised power system and from a directional to a bi-directional power supply system [4]. In the past, the electricity supply mechanism operated by generating electricity in large central power plants on the high-voltage grid, which was then transmitted to end users through the transmission and distribution system. Therefore, power flows on the generation and consumption side were much more predictable. This is due to the advance planning of power plant deployment and the standardized creation of load profiles [3]. However, most renewables work in the opposite way, they can be installed together with energy storage at all grid levels, but mainly at the medium and lower voltage levels of the distribution grid system, so that integration becomes easier.



Therefore, the simple and decentralised integration of energy resources into the power system can bring new challenges. These include the challenge of predicting power flow due to the intermittent nature of renewables and also the occurrence of bi-directional power flows in the power system [5]. Bi-directional power flows have two opposite directions like tides. They can occur, for example, when renewable electricity generators become common for domestic use and a surplus of electricity generated by this generator is passed on to an electricity utility. In this case, the household electricity grid system will have a bi-directional power flow. Another challenge is the difficulty of predicting consumption behaviour with standardised load profiles. This is due to the numerous integrations of energy storage and e-mobility into the power grid [3], so that several end users have different types of loads, which are mostly inductive or capacitive.



Knowing the power flow in the grid is very important to know how much electricity is imported when the regional load is high and how much surplus power generation is exported from the investigated region. This can also help the distribution utilities to control the generated electricity that is transmitted to the load centres and distributed from there to the end-users. Furthermore, it can also help grid operators avoid congestion and manage the exchange of energy between the different connected electricity suppliers. Knowledge of the actual conditions and power flow on the grid is indeed important, both in the present and future state. However, all the above challenges in integrating renewable energy have led to unpredictable power flows in the grid, especially at transformers between voltage levels. Therefore, this study investigates the prediction of the bi-direction of power flow to meet these grid operation strategies.



There are several ways to make an accurate prediction. Currently, the development of machine learning (ML) and deep learning (DL) is increasing with the advances in the field of computer science. Therefore, it is not surprising that the methods using ML and DL are already used for all prediction and forecasting tasks in modern power systems [6,7,8,9]. The competitiveness of DL as a robust method capable of solving complex problems with a lower error rate has been demonstrated in reference [10]. In general, deep learning can work as a single network or as a hybrid network. A study in reference [11] examined several research works on load forecasting using different techniques, and one of the results shows that the hybrid method has higher accuracy compared to single model algorithms. Apart from the advantages, the DL method still has the challenge of finding the optimal configuration for the structure of the models.



To predict the direction of power flow using the DL method, the DL method must learn from historical power flow measurement data. However, the power flow can also be influenced by grid topologies and fluctuation generation, as renewable energies are dependent on the weather condition. Therefore, it is necessary to include weather data in the prediction of bi-directional power flow. In this paper, we present an approach to predict bi-directional power flow that takes into account power measurement data and weather data. The proposed prediction model is based on a hybrid deep learning (HDL) model using a convolutional neural network (CNN) and a long-term memory (LSTM) as the backbone. An LSTM is a special model that is usually used for time series predictions [12,13,14,15,16,17], while a CNN network is mainly used for processing images. However, this model is still suitable for time series prediction [18,19,20,21]. To answer the question of whether the HDL model is suitable for predicting the direction of power flow, we compare the performance of the CNN-LSTM model with the LSTM-CNN model to predict the direction of power flow in the single feeder of the power grid under study. In general, the contribution of our paper is summarized as follows:




	
We present and analyse a hybrid deep learning model for predicting the direction of power flow in a single feeder of the power grid.



	
We compare and evaluate the performance of the proposed HDL model (CNN-LSTM versus LSTM-CNN) with baseline models (CNN only and LSTM only) for power flow prediction.



	
We investigate how weather data can influence the prediction result to determine the direction of power flow in the studied power system.



	
We investigate how the HDL model behaves when the input data used has a different size and different parameters.








The rest of the paper is organised as follows: related work is presented in Section 2, a brief description of deep learning model structures is given in Section 3, Section 4 gives a basic description of the proposed methodology, Section 5 describes our case study and the dataset used, Section 6 presents the results and discussion, and the last section summarises the conclusions of this paper.




2. Related Work


Few scientific papers have been published in the field of bi-directional power flow prediction. However, there are some research papers dealing with power flow prediction that have similarities with our work. In reference [3], the authors used an LSTM network for vertical power flow forecasting at a transformer located between the medium- and high-voltage networks. The authors used an updating process where models that were trained regularly were checked. The experimental results showed that the proposed approach achieved a good improvement compared to the approach without an updating process. The study in reference [22] presents adaptive power flow prediction. The authors used a machine learning model to predict the voltages of the terminal nodes on the high- and low-voltage sides of the distribution network without knowing the line topology or impedance. The proposed model was comparable to the conventional impedance estimation from power flow analysis. In the study [23], the prediction of power flow was carried out using an artificial neural network (ANN). The main objective of the authors was to reduce the maximum prediction error of the model in predicting the magnitude of the bus voltage and the line load by applying appropriate data pre-processing techniques. A power flow analysis can be performed to learn more about the bi-directional power flow in an integrated power system with other power resources. Knowledge of bi-directional power flow is very important for power system operators to plan, maintain and modify circuits for facilities or loads that may require power during peak load or feed surplus power to the main power supply. In our study case, we performed two HDL models: CNN-LSTM and LSTM-CNN, to predict the direction of power flow on individual feeder lines of the power grid under study.



CNN-LSTM and LSTM-CNN are well-known models used to solve prediction and forecasting tasks in the field of power systems. For example, in reference [24], the proposed model CNN-LSTM was used to predict the hourly heating load. The authors employed the CNN to extract the spatial features and influencing factors of the heating load data, while the LSTM was used as a temporal feature extractor to extract the time lag features of the heating load data. Therefore, the proposed model is more suitable for predicting the heating load in the presence of nonlinearity and significant thermal inertia delay. Another study using the CNN-LSTM architecture can be found in reference [25]. In this work, a hybrid model was proposed to predict the short-term photovoltaic electricity generation. Based on the simulation results, it was shown that CNN-LSTM has excellent performance in terms of stability, accuracy and prediction compared to the standard algorithm ML and the single model DL.



If CNN-LSTM is proven to have good capabilities, then so is LSTM-CNN. A study in reference [26] proved that LSTM-CNN can achieve excellent results in load forecasting. The authors used the proposed model to predict the load of the next time step on different datasets. The result showed that the proposed model still has high accuracy. In a similar case of load prediction, LSTM-CNN was also used in reference [27]. In this study, LSTM was used to increase the sensitivity of the model and enhance the influence of important information in the features, while CNN was added to improve the model’s ability to perceive the sensitivity to data. In this way, the model achieved an excellent predictive performance. The summary of the research that deals with power flow and the evidence that CNN-LSTM and LSTM-CNN are good for prediction is presented in Table 1.




3. Deep Learning Model Structures


In this section, we present a brief description of the proposed HDL model for predicting the direction of power flow in a single feeder of the studied network cluster. Since the CNN-LSTM and LSTM-CNN models have been proposed in this paper. It is necessary to briefly discuss the LSTM and CNN networks. The reason is that these two individual models form the backbone of the proposed HDL model.



3.1. Long Short-Term Memory (LSTM) Network


The LSTM is a special type of recurrent neural network (RNN) first introduced by Hochreiter and Schmidhuber [28]. This model was developed to circumvent the problem of long-term dependence and to solve the vanishing gradient problem, since the standard RNN model is not able to learn long-term dependence. Therefore, this model includes memory cells and gates to regulate the network’s information and remember information over long periods of time. Indeed, the LSTM is a popular DL model used for all cases of forecasting and prediction. In a study in reference [29], the LSTM network showed good performance in predicting network losses in a Finnish power grid. Moreover, it can perform very well even without prior knowledge of the power system. Another study using LSTM can be found in reference [30]. The authors implement the proposed LSTM model to forecast hourly day-ahead solar irradiance based on weather forecast data. The proposed model performs slightly better than some competing algorithms because it takes into account the dependencies between different hours of the same day.



In general, an LSTM network consists of memory blocks called cells. Each cell has two states: the cell state and the hidden state. The cells in the LSTM network are used to make important decisions by storing or ignoring information about important components. These components are called gates, which are organised as follows: forget gates, input gates, and output gates. According to the structures shown in Figure 1, the LSTM model operates in three stages: In the first stage, the network works with the forget gate to check what kind of information needs to be ignored or stored for the cell state. The calculation starts by considering the input at the current time step (xt) and the previous value of the hidden state (h(t−1)) using the sigmoid function (S). The formula for the calculation in forget gate is as follows.


   f t  = S  (  w f   ·    [   h   (  t − 1  )    ,  x t   ]  +  b f   )   



(1)







In the second phase, the calculation of the network continues by converting the old cell state (C(t−1)) into a new cell state (Ct). This process selects which new information must be included in the long-term memory (cell state). To obtain the new cell state value, the calculation process should take into account the reference value from the forgetting gate, the input gate and the cell update gate value. The formulas for this step are shown below.


   i t  = S  (  w i   ·    [   h   (  t − 1  )    ,  x t   ]  +  b i   )   



(2)






    C ′  t  = T  (  w c   ·    [   h   (  t − 1  )    ,  x t   ]  +  b c   )   



(3)






   C t  =  (   C   (  t − 1  )      ·    f t   )  +  (   i t    ·     C ′  t     )   



(4)







Once the cell status update is complete, the final step is to determine the value of the hidden state (h(t)). The aim of this process is for the hidden state to act as the network’s memory, containing information about previous data and used for predictions. To determine the value of the hidden state, the calculation must have the reference value of the new cell state and the output gate (ot). The formula for this process is shown below.


   o t  = S  (  w o   ·    [   h   (  t − 1  )    ,  x t   ]  +  b o   )   



(5)






   h t  =  o t    ·   T  (   C t   )   



(6)








3.2. Convolutional Neural Network (CNN)


Another variant of the deep learning model is the CNN network. This model has the ability to learn highly abstracted features of objects [31]. Therefore, it is very suitable for visual image analysis and recognition [6,32,33]. However, the CNN model also has a layer that is able to learn the features of sequence data with multiple variables. Therefore, it can also be used for any prediction task. In the case of fault detection, reference [34] shows that CNN has been used with attentive density to detect and identify the fault types and severities of rolling bearings. In [35], the CNN architecture was used to solve the problem of blade icing by analysing the imbalance of the supervisory control and data acquisition (SCADA) data of a wind turbine.



According to reference [19], a typical CNN model, as shown in Figure 2, comprises several layers: convolutional layer, pooling layer, a flattening layer, and a fully connected layer. The convolutional layer is the main component of the CNN network, which operates on the principle of sliding windows and weight sharing to reduce computational complexity. In this layer, the kernel method is used to extract various features from the input data. The next layer is the pooling layer. This layer is designed to reduce the size of the feature map involved by reducing the connections between layers and running each feature map independently. The main goal of the pooling operation is to reduce the dimensionality and extract the dominant features for efficient training of the model [6]. There are several types of pooling operations: max pooling and average pooling. Before proceeding with the fully connected linked layer (FC), it is necessary to use the flattening layer to create a one-dimensional vector, because the FC layer consists of the weights and biases along with the neurons to connect the neurons between the different layers. The FC layer is sometimes inserted as the last layer before the output layer of the CNN network.




3.3. Hybrid Deep Learning Model


As previously stated, two types of HDL were used for training directional power flow prediction. They are the models CNN-LSTM and LSTM-CNN. The structure of the two HDL models used in this paper is shown in the following Table 2. The architecture of CNN-LSTM (see Figure 3) was developed with CNN layers on the front end. The aim is to extract the features of the input dataset. The outputs of the CNN layers were then passed to the LSTM layers and a dense layer at the output to support sequence prediction.



On the other hand, the structure of LSTM-CNN (see Figure 4) is in a different sequence. The LSTM layers were used to order the sequence of time series data as input. The idea behind this is that the output of the LSTM layers contains more new information, which is then fed into the CNN layers to extract local features. The output of this convolutional layer is then pooled into a smaller dimension and passed to the dense layer to predict the final output.





4. Methodology


To compare the performance of CNN-LSTM and LSTM-CNN in predicting the direction of load flow of each line in the power grid, the proposed methodology is shown in Figure 5. The proposed approach is divided into four steps: data collection, pre-processing of the data, creation of the models CNN-LSTM and LSTM-CNN and evaluation of the models.



4.1. Step 1: Data Collection


Data collection is a crucial step because all further steps depend on the availability of the data. Data collection is about gathering all the necessary data from the available sources. It is important to clean and filter the data before it is used. In this work, the raw data for directional power flow is collected from a power grid under study and the weather data is obtained from a weather service provider. Therefore, the quality of the data used in this work is suitable for training and testing the proposed hybrid deep learning model for predicting the direction of power flow.




4.2. Step 2: Data Pre-Processing


After data collection, the next step is to pre-process the data. The main objective of this phase is to prepare and convert the raw data into a format suitable for the HDL model. The implementation of data pre-processing is very important for any type of deep learning model as it can improve the model accuracy by improving the quality of the data and extracting valuable information from the data [36]. In this work, various data pre-processing techniques were used, ranging from normalising the data to splitting the dataset.



4.2.1. Data Normalization


The datasets used in this study come from different sources, and their parameters have different units and scales. These differences in the datasets may affect the performance of HDL during the learning process and, even worse, increase the generalisation error. Therefore, to avoid this problem, it was necessary to scale or normalise all variables in the dataset. Moreover, this can also improve the performance of HDL as all input variables are scaled to a standard range [37]. In this study, the numerical scaling method min–max normalisation was used. The formula for converting the original value into a normalised value is shown in the following equation.


   x ′  =   x − m i n  ( x )    m a x  ( x )  − m i n  ( x )     



(7)




where x′ is the normalised value, x is the original value, max(x) is the maximum value of x and min(x) is the minimum value of x.




4.2.2. Dataset Splitting


For the development and evaluation of a predictive model. Sometimes the input data must be prepared in a suitable way and divided into a training, a validation and a test dataset. In principle, there is no optimal percentage for the splitting ratio. However, there are several ways to split the dataset, e.g., 90% for training and 10% for testing [38,39], or 80% for training and 20% for testing [40,41]. However, this study refers to the scenario of 70% for the training dataset, 15% for the validation dataset and 15% for the test dataset, based on references [15,42,43,44,45]. The training and validation dataset was split using the train test split library of the scikit learn framework. In splitting the data, we performed a control shuffle of the data with a random state value of 42.



Before dividing the dataset, we categorised two datasets by size and parameters in the proposed methodology. The aim of this approach was to follow our research contribution to find out the extent to which weather data can influence the proposed HDL model to predict the direction of power flow at each line in the power grid under study. Therefore, the first group of datasets contained only directional power flow data, while the dataset of the second group contained directional power flow and weather data.





4.3. Step 3: Build Prediction Models


Our proposed work focuses on predicting the direction of power flow in each line of the power system under study using two types of HDL models. The first model is the CNN-LSTM and the second model is the LSTM-CNN. Both HDL models use the same two individual networks of CNN and LSTM. However, they are just constructed in a different order. When building an HDL model, there is no direct information about the optimal model architecture for a particular model. For example, how many hidden layers, activation functions and optimisers should be used. Therefore, it is necessary to select an optimal set of parameter configurations, as these parameters are used to control and manage the learning process of the HDL model to accurately predict the output. There are different ways to tune the hyperparameters. In this study, we randomly selected the parameters to tune the hyperparameters of the proposed HDL models and the baseline models (CNN only and LSTM only).



In this work, the CNN-LSTM architecture integrated several layers. In the first layer of the model, there are two stacks of convolutional layers with the activation function rectified linear unit (relu). This is followed by the max-pooling layer and the flattening layer. After this, the stack LSTM layer with the activation function relu was built. A dense layer is connected as the output layer. This layer uses the activation function leaky rectified linear unit (LeakyRelu). As the optimiser, we choose Adam with a learning rate of 0.01 and a loss function with mean square error.



On the other hand, for the LSTM-CNN architecture. We used the same layers and activation functions as in the CNN-LSTM model. The only difference is the order of the layers. The model LSTM-CNN was built from stacks of the LSTM network, which were then passed to stacks of convolutional layers, followed by a sequence of max-pooling layers and the flattening layer. In the output there is a dense layer. The optimiser and loss function implemented in the LSTM-CNN model are the same as in the CNN-LSTM model. A summary of the architectures of CNN-LSTM, LSTM-CNN and the baseline models can be found in Table 2.



There are several important hyperparameters that need to be set in the proposed HDL and baseline models, such as the number of batch sizes and the number of epochs. The batch size is a parameter that specifies the number of samples that are run before the model parameters are updated. Epoch number is a hyperparameter that specifies how often the learning algorithm is applied to the training dataset. Using too few or too many epochs may result in under-fitting or over-fitting. In this work, for each proposed HDL model and baseline model during the training process, we set the same batch size with a value of 32 and the same number of epochs with a value of 25. All structures and layers of all models were created using TensorFlow and the Keras library. During the experimental research, the proposed HDL along with baseline models were trained and tested on a laptop with the technical specifications listed in Table 3.




4.4. Step 4: Evaluate the Proposed HDL Model


Model evaluation is a very important step to assess and measure the performance and accuracy of the proposed HDL model using the metric scores. The evaluation metrics used for this study were selected based on the recommendations of studies and reports in the field of predictive cases. The metrics are the root mean square error (RMSE), the mean absolute error (MAE) and the coefficient of determination (R2). The formula for these metrics is presented in the following equations.


  R M S E =      ∑  t = 1  N     (  y t −  y ^  t  )   2   N     



(8)






  M A E =    ∑  t = 1  N   |  y t −  y ^  t  |   N   



(9)






   R 2  =    ∑ t     (   y ^  t −  y ¯   )   2     ∑ t     (  y t −  y ¯   )   2     



(10)




where   y t   is the actual value,    y ^  t   is the predicted value,   y ¯   is the mean value of y, and N is the number of observations. The evaluation metrics presented in the Results and Discussion section were calculated based on the original data. The original data was obtained by converting the normalized value with the inverse of the min–max scaling algorithm presented in Equation (7).





5. Case Study and Dataset Description


The complexity of the electricity system is further increased when large power plants feeding electricity into the transmission grid integrate with countless decentralized renewable energy plants feeding electricity into the medium- and low-voltage grids. This is because fluctuating electricity generation from renewable energy sources (RES) and the varying behaviour of electricity consumers lead to a change in the behaviour of the line power flow. In order to reduce the complexity of the entire power grid system and to analyse the effects of decentralized power generation from RES, a regional grid network cluster is needed. For this purpose, a simplified grid network cluster is created at the connection point between transmission system operators (TSO) and distribution system operators (DSO) using the following grid reduction procedure. First, the power grid is zoned according to the high-voltage lines and then the internal connection lines are neglected. The area between two transformer substations forms a power supply area, which is called a network cluster in this study. Within this network cluster, there are different voltage levels of loads and electricity suppliers. In this paper, one regional high-voltage subnet from northeast Germany was taken into account as an example of a network cluster. The structure of the network cluster can be seen in Figure 6.



The investigated network cluster is supplied by six feeder lines, of which four feed lines (line 3, line 4, line 5, line 6) are connected to substation A (Sub_A) and two feed lines (line 1, line 2) to substation B (Sub_B). By measuring the power of the feeder lines, we can capture the main generation and load information of the grid cluster, how much power is imported when the regional load of the grid cluster is high, and how much surplus generation is exported from the grid cluster under study. Based on the measurement of directional power, as shown in Figure 6, the sign of the power flow indicates the direction of power towards or away from the busbar. In this paper, we investigated two HDL models to predict the direction of power flow on a single line of the network under study by considering other existing lines. For example, to predict line 1 of the studied network cluster, we used the other lines (line 2, line 3, line 4, line 5, and line 6) as input references. This implementation also applies to the other lines if they are to be predicted. Since the high regional installation of renewable energy systems, about 365 MW photovoltaic systems and 630 MW wind turbines have been connected to the DSO grids studied locally. A wide range of weather data is also used in this work, as local weather has a major impact on regional electricity generation from renewable energy sources. Therefore, to find out whether weather data can influence the power flow prediction results, we included additional weather condition parameters as reference values, together with power flow values that exist on other feeder lines.



5.1. Bi-Directional Power Flow Measurement Data


To predict the direction of power flow on an individual feeder line of the investigated network cluster. We used raw directional power measurement data provided by the local distribution system operator (DSO). This directional power flow data has a temporal resolution of 15 min and ranges from 1 January 2019 to 31 December 2019. As shown in Figure 7, a value of active power above zero means that power is flowing away from the busbar to the cluster, while a value below zero means that power is flowing towards the busbar from network cluster. Figure 7 shows an example of the power flow in the network cluster studied in January 2019. The statistical description of power flow measurement dataset can be found in Table 4.




5.2. Weather Data


The weather data used in this paper comes from a German weather service provider. This provider offers access to the Climate Data Centre (CDC) portal to retrieve weather data with a temporal resolution of 15 min recorded by various weather measuring stations. The regional stations are filtered, and the mean weather data is calculated. The parameters of the weather data are explained in more detail below:




	
Ground air temperature (2 m above ground) (°C);



	
Ground wind speed (10 m above ground) (m/s);



	
Solar irradiation (W/m2).








The length of the weather data used in this paper is the same as the length of power measurement data, from 1 January 2019 to 31 December 2019. Figure 8 shows the weather conditions in the vicinity of the studied grid cluster in January 2019. The statistical description of the weather dataset used in this paper can be found in Table 5.





6. Result and Discussion


6.1. A Comparison of the Hybrid Deep Learning Model for Predicting the Direction of Power Flow of Each Line Based on Real Power Measurement Data Only


In this subsection, we present the simulation results for predicting the direction of the power flow of each feeder in the studied grid cluster, based solely on real power measurement data (dataset group 1). For this simulation, the two proposed HDL models were used together with the baseline models. To compare the performance of all the deep learning models, we considered the duration of the training period and the performance evaluation results based on various metrics, such as RMSE, MAE and R2. During the training period, all deep learning models were re-trained for different sub-datasets with the same fitting configurations. The reason for this is that the developed method is to predict the direction of power flow of a single line in real time based on the other existing lines of the network cluster. For example, if the DL model wants to predict the power flow in line 1, it needs reference values for the power flow of lines 2, 3, 4, 5 and 6. This implementation also applies to other lines if they are to be predicted. Therefore, six individual partial prediction models of the individual deep learning models were created for each line.



As for the comparison of the training time of all the deep learning models, we can see this in Table 6. The proposed HDL model of CNN-LSTM always has shorter training times compared to the proposed model of LSTM-CNN in all the line-of-grid clusters studied, although they have similar constructed layers and parameters used. Basically, CNNs are designed to be faster because the computations in CNNs can be performed in parallel, whereas LSTMs have to be processed sequentially because the next step depends on the previous one. This can be illustrated in Figure 9 (right side), where the CNN trained with the group 1 dataset (dataset containing only power measurements) has a faster training time than other deep learning models. Therefore, the CNN network placed in the first layer of the proposed HDL model can lead to various complexity reductions by focusing on the most important features. The use of convolutional layers leads to a reduction in the size of the tensor and the use of pooling layers also leads to a further reduction. This is one of the reasons why the model CNN-LSTM can be faster than LSTM-CNN.



With regard to the comparison of assessment performances. In Table 7, we see that the two proposed HDL models are quite competitive in predicting power flow. Therefore, we also need to compare the two HDL models with the baseline models. According to the metrics RMSE, MAE, and R2, the LSTM-CNN model performs better than the CNN-LSTM model in predicting the power flow on lines 1, 2, 3, and 5, while the CNN-LSTM model performs better only on lines 4 and 6. However, the overall comparison with the baseline models, the metrics RMSE and R2 shows the LSTM model has the best performance among all the deep learning models in predicting the power flow on lines 1, 3, 4, and 5, while the proposed model LSTM-CNN has the best performance in predicting lines 2 and CNN-LSTM for line 6. For the metric MAE, the LSTM model performs better than all other models in predicting lines 3, 4, and 5, while the model LSTM-CNN performs better than all other models in predicting lines 1 and 2 and the model CNN-LSTM performs better than all other models in predicting line 6. Based on these simulation results, the HDL model does not perform better than the single model of LSTM in predicting the power flow of the network cluster under study.



In this prediction simulation, the direction of the power flow can be determined by the value of the power flow itself. If the power value is below zero, the direction of the power flow is from the network cluster to the busbar, while if it is above zero, it flows from the busbar to the network cluster. The power flow prediction results of all the deep learning models can be seen in Figure 10. This figure describes the prediction results for the test dataset covering the period from 7 November 2019 at 09:00 to 7 November 2019 at 20:45. As we can see, all deep learning models are generally equally good at following the original value of the power flow measurement (purple line). In addition, We can also see in this figure that most of the active power values (purple lines) on the feeder lines 3 and 4 are always above 0. This indicates that the direction of power flow during this period tends to be towards the grid cluster. On feeder lines 1 and 2, on the other hand, the power flow is always below zero, indicating that there is a power surplus from the grid cluster and the power flow is directly to the busbar. However, on closer inspection, the original power flow pattern (purple line) on lines 1 and 2 are similar because these lines are connected in parallel. Line 3 is also connected in parallel with line 4, as is line 5 to line 6.




6.2. A Comparison of the Hybrid Deep Learning Model for Predicting the Direction of Power Flow of Each Line Based on Real Power Measurement Data and Local Weather Data


In this sub-section, we show the simulation and test results of the proposed HDL model for power flow prediction based on the input dataset containing power values along with weather parameters (dataset group 2). The procedure used in the simulation to predict the direction of power flow on the single feeder is exactly the same as in the previous subsection. The only difference is the dataset used, as the purpose of this simulation was to determine the extent to which weather data can affect the power flow prediction results. Thus, if the model wants to predict the power flow in line 1, it needs reference values for the power flow of lines 2, 3, 4, 5 and 6, as well as three additional weather parameters, including air temperature, wind speed and solar irradiation



The competition between the CNN-LSTM and LSTM-CNN is also quite close in this simulation, as Table 8 shows. Judging by the comparison of the training time (see Table 6), the model CNN-LSTM always has a rather short training time compared to LSTM-CNN. This is also evidenced by the training time in the previous section. Therefore, it can be assumed that the training time of the CNN-LSTM model is indeed faster than that of the LSTM-CNN model. However, the CNN model still has the fastest training time compared to all models of DL (see Figure 9, left side). As for the comparison of the datasets used, Figure 9 shows in detail that the training time of all models becomes longer when the training datasets becomes larger. This can be seen when the input dataset for training consists of power flow and local weather data. All models tend to have a longer training time than the input dataset consisting only of power flow data. From this experiment, it can be concluded that the size of the input dataset is a factor that significantly influences the duration of the model training time.



From a performance comparison perspective in this simulation, the CNN-LSTM and LSTM-CNN models tend to have the same ability to predict power flow. According to the metrics RMSE, MAE and R2, LSTM-CNN performs very well in predicting power flow in lines 1 and 2, while CNN-LSTM surprisingly performs better in predicting lines 3, 4, 5 and 6. Since the proposed HDL model has similar performance, we considered the LSTM only and the CNN only as the baseline models in this simulation and compared them with the proposed HDL model. The experimental results (see Table 8) show the HDL model performs much better than the single model. Based on the MAE metric, LSTM-CNN performs better in predicting lines 1, 2, and 3 compared to the other models. Meanwhile, CNN-LSTM is excellent in predicting lines 4 and 6 compared to the other models, and the last one, the LSTM model, is the only good at predicting line 5. From the RMSE and R2 perspective, the LSTM-CNN performs better compared to the other models in predicting the power flow at lines 1 and 2, while CNN-LSTM is outstanding in predicting line 6 only. Unexpectedly, the CNN model performs well in predicting lines 3 and 4 compared to the other models. Meanwhile in line 5, only LSTM has the best performance to predict power flow.



From the experiments conducted, the performance of the proposed HDL model and the baseline models tend to differ when two different datasets are used. In the previous simulation, all models were trained with the dataset of group 1 (dataset containing only power flow data). The evaluation results show that the HDL model is not superior to the baseline models. In contrast, the performance of the HDL model is good compared to the baseline models in the simulation where all models were trained with the datasets of group 2 (containing power flow and weather parameters). Using these simulation results (see Table 7 and Table 8), we can check the performance of each model when trained with two different datasets in terms of size and input parameters. The results of the performance comparison between the models trained with the dataset of group 1 (orange bar) and the models trained with the dataset of group 2 (blue bar) can be seen in Figure 11, Figure 12 and Figure 13. From these figures, it can be seen that all the evaluation metrics (RMSE, MAE, and R2) show that the addition of weather parameters to the training dataset can affect the performance of all the models but does not have a significant impact. On closer inspection, the weather data can improve the performance of the LSTM in predicting the power flow in lines 2, 5, and 6. While the CNN model has a better performance in lines 2, 4, and 5.



For the HDL model, adding weather parameters to the dataset used in the training phase has a good impact on model performance. On closer inspection (see Figure 11, Figure 12 and Figure 13), the evaluation results show that the model LSTM-CNN with additional weather parameters gives a better prediction of the power flow in lines 2, 3, 5 and 6. In contrast, the CNN-LSTM model only has an effect on line 5.



The results of predicting the power flow is very important in determining its direction. In this sub-section. The results of predicting the power flow of all the deep learning models trained with the dataset of group 2 (the dataset containing power values and weather parameters) is shown in Figure 14. The test dataset used in this simulation covers the period from 8 November 2019 at 09:00 to 8 November 2019 at 20:45. Looking closely at the prediction results, all the trained models are generally equally good at following the original value of the power flow measurement (purple line). As we can see from feeder lines 3, 4, 5 and 6 (see Figure 14). The power flow is always above zero, which indicates that the direction of the power flow is from the busbar to the cluster grid. This is because there is a high load demand in the grid cluster.





7. Conclusions


As the growth and deployment of renewable energy systems increases rapidly, the energy exchange becomes more complex. This is because consumers act as prosumers, meaning they have the ability to generate electricity and synchronize with the grid. They also tend to have different types of loads that are predominantly inductive or capacitive. This phenomenon will draw active energy from the system or towards the system. Therefore, it is necessary to use the correct method to determine exactly how much active and reactive energy is generated in the power system under export or import conditions. Knowing the direction of power flow during energy exchange is very important for distribution companies as it can help control the energy generated or distributed during the energy exchange between different but interconnected utilities.



In this study, two of the most popular hybrid deep learning models were proposed and compared with the baseline models (CNN only and LSTM only) to predict the direction of power flow on each line of a network cluster. To compare the performance of all the deep learning models, we have considered the duration of the training period and the performance evaluation results based on various metrics, such as RMSE, MAE and R2. In the training process, two types of datasets were used to test the capability of the proposed HDL model. The first type was a dataset containing real power measurement data, and the second type was a group of datasets containing real power measurement and local weather data. The purpose of dividing this group of datasets was to see if the size of the dataset and the weather data affected the performance of the proposed model.



The experimental results show that the weather parameters in the dataset can increase the size of the datasets and increase the training time of all the models. Therefore, the size of the input dataset may affect the training time of the model. In terms of performance evaluation, the proposed HDL model did not perform better than the baseline models in predicting the power flow of the studied grid cluster when trained with the power flow data only. However, in contrast, the proposed HDL models showed good performance compared to the baseline models when trained with a dataset that included additional weather parameters. In this study, the metric evaluation of RMSE, MAE and R2 shows that both proposed HDL models can reach a small error under certain conditions, so it is still relatively challenging to determine the best HDL model for predicting the direction of power flow in the investigated network cluster.
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Figure 1. The architecture of LSTM network. 
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Figure 2. The structure of CNN network. 
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Figure 3. The structure of CNN-LSTM model. 
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Figure 4. The structure of LSTM-CNN model. 
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Figure 5. Proposed methodology. 
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Figure 6. Investigated network cluster. 
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Figure 7. Power flow in all lines of network cluster. 
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Figure 8. Local weather data sample. 
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Figure 9. Training duration time of all the deep learning models. 
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Figure 10. Prediction results of the power flow direction based on real power measurement data only. 
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Figure 11. Performance comparison based on the RMSE metric. 
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Figure 12. Performance comparison based on the MAE metric. 
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Figure 13. Performance comparison based on the R2 metric. 
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Figure 14. Prediction results of the power flow direction based on real power measurement and weather data. 
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Table 1. Summary of related work.






Table 1. Summary of related work.





	
Topic

	
Reference

	
Methodology/Output






	
Prediction on power flow

	
Brauns et al. [3]

	
Using LSTM model for vertical power flow forecasting.




	
Park et al. [22]

	
Implementing machine learning for predicting adaptive power flow.




	
Schafer et al. [23]

	
Proposed ANN with data pre-processing techniques to solve power flow prediction.




	
Our

	
Proposed CNN-LSTM and LSTM-CNN models for bi-directional power flow prediction.




	
CNN-LSTM and LSTM-CNN for prediction

	
Song et al. [24]

	
CNN-LSTM performs excellently in the area of predictive accuracy.




	
Agga et al. [25]

	
CNN-LSTM performs better than the standard ML or individual DL.




	
Farsi et al. [26]

	
Parallel LSTM-CNN is a good candidate for use as a short-term prediction tool.




	
Li et al. [27]

	
Parallel LSTM-CNN has a good prediction effect.
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Table 2. Hybrid deep learning model structure.
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	HDL Model
	Structure of Layer





	LSTM
	LSTM layer (neurons: 30) + LSTM layer (neurons: 15) + dense layer (neuron: 1, LeakyRelu activation)



	CNN
	conv1D layer (filters: 16, filter size: 3, relu activation) + conv1D layer (filters: 16, filter size: 3, relu activation) + maxpooling1D (polling size: 2, padding: same) + flatten layer+ dense layer (neuron: 1, LeakyRelu activation)



	CNN-LSTM
	Conv1D layer (filters: 32, filter size: 3, relu activation) + conv1D layer (filters: 32, filter size: 3, relu activation) + maxpooling1D (polling size: 2, padding:same) + flatten layer + LSTM layer (neurons: 32, relu activation) + LSTM layer (neurons: 10) + dense layer (neuron: 1, LeakyRelu activation)



	LSTM-CNN
	LSTM layer (neurons: 32, relu activation) + LSTM layer (neurons: 10) + conv1D layer (filters: 32, filter size: 3, relu activation) + conv1D layer (filters: 32, filter size: 3, relu activation) + maxpooling1D (polling size: 2, padding: same) + flatten layer+ dense layer (neuron: 1, LeakyRelu activation)
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Table 3. Machine specification.
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	Parameter
	Specification





	CPU
	Intel(R) Core(TM) i5-7200U CPU @ 2.50 GHz 2.71 GHz



	GPU
	Intel UHD Graphics 620



	HDD/SDD
	750 GB



	RAM
	16 GB



	OS
	Windows 10 pro 64-bit
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Table 4. Statistical description of the power flow measurement data.
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Feed Lines

	
Power Flow Away from Busbar

	
Power Flow to Busbar




	
Number of Data Point

	
Min

[MW]

	
Mean

[MW]

	
Max

[MW]

	
Number of Data Point

	
Min

[MW]

	
Mean

[MW]

	
Max

[MW]






	
Line 1

	
3287

	
2.378

	
7.472

	
22.189

	
29323

	
−104.809

	
−41.40

	
−2.378




	
Line 2

	
3434

	
2.378

	
7.544

	
23.559

	
29073

	
−104.417

	
−41.19

	
−2.378




	
Line 3

	
11843

	
0.878

	
9.162

	
34.311

	
21422

	
−102.501

	
−21.030

	
−1.095




	
Line 4

	
10574

	
0.878

	
9.536

	
25.230

	
22760

	
−115.122

	
−25.798

	
−1.095




	
Line 5

	
12377

	
0.878

	
5.694

	
21.919

	
19951

	
−74.392

	
−15.507

	
−1.095




	
Line 6

	
15467

	
0.878

	
7.072

	
25.676

	
16918

	
−48.257

	
−10.656

	
−1.095
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Table 5. Statistical descriptive of local weather data.
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	Weather Parameter
	Number of Data Point
	Min
	Mean
	Max





	Temperature
	34,826
	−9.02
	11.23
	37.31



	Windspeed
	34,826
	0.00
	2.59
	10.39



	Irradiation
	34,826
	0.00
	135.33
	1310.83
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Table 6. Training time of the deep learning models.
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Dataset

	
DL Model

	
Training Time (Second)




	
Line 1

	
Line 2

	
Line 3

	
Line 4

	
Line 5

	
Line 6






	
Power data

	
LSTM

	
168.849

	
169.043

	
167.98

	
158.55

	
158.56

	
222.20




	
CNN

	
49.522

	
48.855

	
46.316

	
47.85

	
46.11

	
49.22




	
CNN-LSTM

	
102.955

	
99.872

	
103.379

	
109.088

	
95.847

	
105.188




	
LSTM-CNN

	
182.87

	
188.738

	
192.276

	
185.572

	
186.291

	
190.605




	
Power + Weather data

	
LSTM

	
226.62

	
237.25

	
215.84

	
209.41

	
203.17

	
204.47




	
CNN

	
57.76

	
52.95

	
52.60

	
51.76

	
49.07

	
50.24




	
CNN-LSTM

	
129.591

	
146.837

	
121.648

	
134.741

	
131.83

	
119.886




	
LSTM-CNN

	
249.918

	
246.845

	
243.63

	
250.825

	
229.769

	
228.971
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Table 7. Performance evaluation of the deep learning models based on power flow data.
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Metric

Evaluation

	
DL Model

	
Line Predicted




	
Line 1

	
Line 2

	
Line 3

	
Line 4

	
Line 5

	
Line 6






	
RMSE

(MW)

	
LSTM

	
4.694

	
8.195

	
2.698

	
3.47

	
4.33

	
2.81




	
CNN

	
4.823

	
7.299

	
2.931

	
4.16

	
5.51

	
2.94




	
CNN-LSTM

	
5.31

	
6.986

	
3.84

	
3.85

	
4.815

	
2.725




	
LSTM-CNN

	
4.922

	
6.917

	
2.991

	
4.118

	
4.747

	
2.877




	
MAE

(MW)

	
LSTM

	
2.643

	
5.521

	
1.766

	
2.21

	
2.76

	
2.23




	
CNN

	
2.412

	
3.318

	
1.811

	
2.81

	
3.97

	
2.36




	
CNN-LSTM

	
3.078

	
2.917

	
2.921

	
2.613

	
3.265

	
2.152




	
LSTM-CNN

	
2.408

	
2.809

	
1.838

	
2.745

	
3.175

	
2.281




	
R2

	
LSTM

	
0.977

	
0.927

	
0.982

	
0.98

	
0.82

	
0.92




	
CNN

	
0.976

	
0.942

	
0.978

	
0.97

	
0.71

	
0.92




	
CNN-LSTM

	
0.97

	
0.947

	
0.963

	
0.975

	
0.778

	
0.93




	
LSTM-CNN

	
0.975

	
0.948

	
0.978

	
0.971

	
0.785

	
0.92
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Table 8. Performance evaluation of the deep learning models based on the power flow and weather data.






Table 8. Performance evaluation of the deep learning models based on the power flow and weather data.





	
Metric

Evaluation

	
DL Model

	
Line Predicted




	
Line 1

	
Line 2

	
Line 3

	
Line 4

	
Line 5

	
Line 6






	
RMSE

(MW)

	
LSTM

	
5.897

	
7.475

	
3.075

	
5.026

	
2.335

	
2.589




	
CNN

	
5.858

	
7.169

	
2.992

	
4.042

	
2.51

	
3.124




	
CNN-LSTM

	
6.553

	
7.232

	
3.149

	
4.095

	
2.849

	
2.573




	
LSTM-CNN

	
5.649

	
7.056

	
3.242

	
4.746

	
3.026

	
2.98




	
MAE

(MW)

	
LSTM

	
2.936

	
3.735

	
2.074

	
3.056

	
1.552

	
2.021




	
CNN

	
2.974

	
3.689

	
2.036

	
2.782

	
1.673

	
2.526




	
CNN-LSTM

	
4.015

	
2.871

	
2.231

	
2.686

	
2.052

	
2.006




	
LSTM-CNN

	
2.733

	
2.868

	
1.985

	
3.23

	
2.468

	
2.416




	
R2

	
LSTM

	
0.963

	
0.94

	
0.976

	
0.957

	
0.948

	
0.935




	
CNN

	
0.964

	
0.945

	
0.978

	
0.972

	
0.94

	
0.905




	
CNN-LSTM

	
0.955

	
0.944

	
0.975

	
0.971

	
0.922

	
0.935




	
LSTM-CNN

	
0.966

	
0.946

	
0.974

	
0.961

	
0.913

	
0.913
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