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Abstract

:

Unsupervised learning has shown immense potential in object tracking, where accurate classification and regression are crucial for unsupervised trackers. However, the classification and regression branches of most unsupervised trackers calculate object similarities by sharing cross-correlation modules. This leads to high coupling between different branches, thus hindering the network performance. To address the above issue, we propose a Decoupled Learning-based Unsupervised Tracker (DLUT). Specifically, we separate the training pipelines of different branches to unlock their inherent learning potential so that different branches can fully explore the focused feature regions of interest. Furthermore, we design independent adaptive decoupling-correlation modules according to the characteristics of each branch to obtain more discriminative and easily locatable feature response maps. Finally, to suppress the noise interference brought by unsupervised pseudo-label training and highlight the foreground object, we propose a novel suppression-ranking-based unsupervised training strategy. Extensive experiments demonstrate that our DLUT outperforms state-of-the-art unsupervised trackers.
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1. Introduction


As one of the fundamental research topics in computer vision, visual object tracking holds extensive applicability in areas such as autonomous driving, video surveillance, unmanned aerial vehicles, and military applications [1]. In recent years, significant progress has been made in object tracking, especially with the advent of deep learning-based trackers. However, existing deep learning-based trackers need to learn rich feature representations from a large number of supervised training datasets with labels. With the rapid growth of the Internet, the number of online videos is increasing dramatically. Most of these unlabeled videos could also be used as training sets for visual tracking. Therefore, how to effectively utilize unlabeled videos has become one of the future research focuses in object tracking.



A tracker trained in an unsupervised manner on unlabeled datasets is referred to as an unsupervised tracker. It validates tracking by exploiting rich self-supervision signals from video sequences. For example, UDT [2] acquires sufficient supervision signals during forward tracking and backward validation, prompting unsupervised tracking and laying the foundation for subsequent research. Existing unsupervised trackers can be broadly classified into two categories. The first category constructs single video frames as template-search frame pairs, making them susceptible to interference from similar objects or incapable of adapting to significant appearance changes during tracking. Although these trackers offer fast tracking speeds, they often lack stability. For instance, such trained trackers cannot adapt to objects with pronounced appearance changes. The second category involves improving existing tracking frameworks by incorporating an additional regression branch to effectively utilize temporal information about object variations over time, so as to capture stronger motions and appearance changes, and thus significantly increase the tracking robustness. Hence, the latter has been garnering increasing attention. The representative USOT [3] utilized a single-frame pair to train a naive Siamese tracker. During the inference stage, the result is served as the output of the offline branch and updated through online training with a cyclic memory queue during periodic training. The final tracking outcome is jointly determined by both the offline and online branches. The latest ULAST [4] method, also belonging to the second category, further explores the temporal correspondence between classification and regression branches. However, our research has uncovered a significant issue with the second category of trackers: existing trackers tend to have their classification and regression branches sharing common cross-correlation modules, which may lead to inherent attention conflicts between different task branches in actual tracking scenarios.



During the training process, the classification and regression branches exhibit differences in the focused target feature regions. Among them, the former mainly focuses on the salient feature regions of the target to obtain rich classification information, while the latter focuses on the edge features of the target to predict the accurate target position. The inconsistent tasks of the two branches lead to conflicts in task attention points. In the area of object detection, IoU-Net [5] and Double-Head RCNN [6] have made initial explorations to address such issues. The latter decouples the sibling head and uses two branches for classification and localization, respectively. Although double-head RCNN mitigates parameter sharing and reduced coupling associations to some extent, the inherent conflicts are not completely resolved, as both branches still rely on the same proposal generation for their input features. Subsequently, TSD [7] further addresses the conflicts by introducing a task-aware spatial decoupling operator. In the field of object tracking, such conflicts can potentially lead to compromised rather than optimal tracking results, as trackers attempt to balance classification and regression scores during training. Thus, existing trackers typically avoid using the sibling head in their classification/regression branches, as exemplified by the classic tracker Ocean [8]. However, both branches still share the same cross-correlation modules for their input features while neglecting task specificity, and thus still fail to handle the conflicts effectively. To address such issues, we further explore the task-specific network architecture and achieve superior tracking performance.



In our study, we focus on the decoupled structure for unsupervised trackers. By designing adaptive decoupling-correlation modules, we further eliminate the coupling between different branches, thus fully releasing the learning capacity of unsupervised trackers. To achieve deep decoupling between different branches, we propose a decoupled learning-based unsupervised tracker, called DLUT. Figure 1 presents a comparison of heatmap visualizations of our method and classic correlation modules. Specifically, our DLUT consists of both offline and online modules. The former includes the classification and regression branches, while the latter includes the online queue branch. By decoupling the training pipelines of these three branches, each branch can be trained independently for optimal training results. Furthermore, inspired by AutoMatch [9], we design three different learning modules according to the characteristics of each branch. It is worth noting that the parameters of these modules are designed as learnable parameters to allow each module to be trained adaptively and independently, and to better adapt to different task goals. Finally, to overcome the challenges faced by unsupervised training strategies, such as numerous uninformative samples, unbalanced distribution of positive and negative samples, and inaccurate pseudo-labels, we devise a loss function based on a Suppression-Ranking Strategy (SRS). This designed loss function reduces the background noise while sorting the foreground and background samples, thus highlighting the focused foreground object and improving the tracking performance.



To validate the effectiveness of the proposed DLUT, we conduct evaluations on prominent benchmark datasets and compare them with state-of-the-art unsupervised and supervised trackers. The primary contributions of our work are summarized as follows:




	
We propose a decoupled learning-based unsupervised tracker (DLUT). By decoupling the training pipelines of different branches, we fully unleash the unsupervised learning capability of the DLUT.



	
Considering the characteristics of each branch and in line with the proposed decoupled framework, we devise three independent decoupling-correlation modules. These modules are able to adapt to the goals of different branches and realize independent and adaptive training without disrupting the respective training pipelines.



	
We devise an unsupervised training strategy based on suppression ranking, which is able to suppress background noise and sort foreground and background samples to highlight the foreground object.









2. Related Work


2.1. Supervised Tracking


Benefiting from recent advances in deep learning, Siamese network-based trackers have made tremendous progress. As the pioneering work, SiamFC [10] transforms the tracking problem into a matching one, in which feature extraction is performed on template and search frames by using a shared-weight backbone network, and then the response maps are generated to locate the object with cross-correlation modules. Building on SiamFC, SiamRPN [11] introduces the Region Proposal Network (RPN) [12] in the object recognition domain, which generates candidate boxes with different scales to tackle the severe deformation challenge. Dsiam [13] employs object deformation transformation and background suppression transformation mechanisms to increase the tracking robustness, while CLNet [14] and MemTrack [15] exploit contextual information and spatiotemporal relationship modeling to improve the tracking performance. On the other hand, anchor-free tracking networks exhibit powerful potential. As a representative example, Ocean [8] exploits feature alignment to address irregular and unstable object shape problems.



In recent years, transformer-based [16] models such as [17,18,19] have achieved state-of-the-art performance in visual tracking. Such models, based on the two-stream two-stage architecture, utilize a transformer for feature extraction and fusion to achieve object tracking with high accuracy and low computation. [20,21,22,23,24,25,26] under the one-stream one-stage architecture process template and search regions within the same transformer. This efficient feature fusion has led to a significant improvement in the tracking performance. The latest tracker MAT [27] uses two identical decoders to reconstruct the target region. Considering the characteristics of the tracking task, the ability of the transformer to handle sequence information is adjusted to optimize the tracking performance [28,29]. It should be noted that all the above trackers are supervised trackers, which require a significant amount of labeled video sequences. In contrast, unsupervised trackers can be trained by extracting self-supervised signals from the samples, eliminating extensive labeling costs.




2.2. Unsupervised Tracking


The pioneer UDT [2] is the first unsupervised deep tracker based on the Discriminative Correlation Filter (DCF) [30], which trains the tracker by calculating the consistency loss between two tracking trajectories. The superior performance obtained by UDT reveals the feasibility of exploiting the consistency property of video objects to train the tracker. This provides new insights for the study of unsupervised trackers. CycleSiam [31] extends the concept of consistency learning to Siamese network structures, while JSLTC [32] models video frames by computing an inter-frame affinity matrix and uses the obtained correlations for tracking. S2SiamFC [33] focuses on spatial monitoring and utilizes static frames to create training pairs. On the other hand, PUL [34] introduces contrastive learning to build a more discriminative model and uses robust loss functions during training to explore temporal correspondence blocks. USOT [3] employs optical flow to extract pseudo-labels and trains a naive Siamese tracker by constructing static single-frame pairs followed by iterative training over a larger time span. Recently, ULAST [4] introduces a novel unsupervised tracking framework that exploits abundant temporal self-supervision signals to learn temporal correspondences on the classification and regression branches, resulting in significant performance improvements. GOT [35] integrates three prediction branches and presents a lightweight and high-performance unsupervised tracker without offline pre-training. Based on the above unsupervised trackers, we revisit the unsupervised tracking pipeline and identify certain limitations in existing tracking structures. In addition, Siamese network-based tracking frameworks are sensitive to the selected matching operator, and the pseudo-labels used in unsupervised learning are often contaminated with substantial background noise interference. These problems hinder the progress of unsupervised trackers. To tackle these challenges, we propose a decoupled learning-based unsupervised tracker (DLUT) and achieve superior tracking performance.




2.3. Decoupled Structures


Decoupled structures are first applied to object detection. Led by pioneering studies such as the R-CNN family [12,36,37] and Feature Pyramid Networks (FPNs) [38], significant progress has been made in object detection. However, for the most common object classification and detection tasks, there has been an increasing focus on classification and localization predictions while overlooking their inherent correlations. This leads to performance limitations due to certain hidden bottlenecks. Subsequently, some studies have started to recognize this problem, that is, there exists an inherent conflict between different branches. IoU-Net [5] first revealed this conflict, where features with high classification scores do not usually match the quality of their bounding boxes. To solve this problem, IoU-Net introduces an additional IoU prediction. Double-head RCNN [6] attempts to mitigate parameter sharing between tasks by decoupling sibling heads and replacing them with separate classification and localization branches. However, this inherent conflict is not fully resolved since the features provided to both classification and localization branches are generated from the same proposed ROI pool and the input features to the branches remain identical. Subsequently, TSD [7] presents a task-aware spatial disentanglement operator that generates task-specific feature representations by proposing estimation and detection heads. This approach eliminates the constraints between classification and localization, thus achieving deep decoupling for both tasks. Unlike the aforementioned studies, we investigate an adaptive decoupling structure according to the characteristics of different branches of the unsupervised tracker. The proposed decoupling framework and cross-correlation modules facilitate different branches to be adequately trained, which activates the potential of the unsupervised tracker effectively.





3. Proposed Method


3.1. Preliminary


Our DLUT is built upon a Siamese network-based [10] tracker. Siamese networks model the relationship between template images and search images by using naive cross-correlation operations to learn feature similarity for tracking objects in video frames, ultimately achieving target classification and regression. Therefore, appropriate cross-correlation operations are of paramount importance for Siamese networks.



The Siamese network consists of two branches: one for the initial template z and the other for the search image x. Both branches share the feature extraction network   φ ( · )   with weight parameters  θ . Each branch obtains the template feature    z ¯  = φ  ( z , θ )  ∈  R  C ×  H z  ×  W z      and the search feature    x ¯  = φ  ( x , θ )  ∈  R  C ×  H x  ×  W x      via the feature extraction network, respectively, and then calculates response map   C = g  (  z ¯  ,  x ¯  )  = φ  ( z , θ )  ∗ φ  ( x , θ )    for   z ¯   and   x ¯   via cross-correlation operations   g ( · )  . Each element in the response map C corresponds to the similarity between the initial template z and subregions of the search image x. Furthermore, the position with the highest response value in C is more likely to be the center of the object. The fundamental process of template matching in the Siamese network can be described as follows:


     C = g  (  z ¯  ,  x ¯  )  = φ  ( z , θ )  ∗ φ  ( x , θ )      



(1)




where  θ  represents the shared weight parameters and ∗ denotes the cross-correlation operation.



As shown in Figure 2, early SiamFC utilizes a naive cross-correlation operation to implement template matching in the Siamese network. Specifically, this cross-correlation operation involves a simple convolution operation where template features slide over the search features to compute inner products, resulting in a single-channel response map. Subsequent methods like SiamRPN++ [39] and Alpha-Refine [40] exploit optimized cross-correlation modules, such as Depth-wise and Pixel-wise, to reduce the number of parameters and improve matching performance. Inspired by AutoMatch [9], we propose independent adaptive cross-correlation modules for the decoupled framework. These modules leverage the advantages of Depth-wise and Pixel-wise and adaptively learn to achieve comprehensive training for different branches according to the characteristics of each branch.




3.2. Unsupervised Tracking Network Based on Decoupled Framework


3.2.1. Network Architecture


The network architecture of the proposed decoupled learning-based unsupervised tracker (DLUT) is depicted in Figure 3. Our DLUT contains an offline module and an online module, where the former is used to capture the object’s appearance and locate the target object, while the latter is used to capture time-varying object features for robust tracking. On the left side of the network architecture, the input is composed of the initial template frame, the search frame, and an interval search frame queue. Essentially, the interval search frame queue consists of search frames sampled at specific intervals within the same video sequence for training the online branch. Moreover, ResNet50 [41] is used to perform feature extraction. Unlike existing tracking frameworks, the proposed decoupled framework splits the tracking data flow into three branches, i.e., classification branch, regression branch, and online queue branch, according to the characteristics of different tasks. Notably, each branch is trained with an individual training pipeline. In the inference stage, the ultimate outcome is achieved by weighted summation of the prediction of the offline and online models.




3.2.2. Decoupled Structure


In the object detection field, TSD [7] spatially decouples the classification and localization tasks on the ROI features within the proposal regions to generate distinct classification and regression features. In the object tracking field, classic trackers share the same feature correlation module in different branches, as shown in Figure 4a. Ocean [8] designs a similar decoupling operation as TSD, as illustrated in Figure 4b. Ocean decouples template and search features through two identical cross-correlation operations to generate different response maps, which are then separately fed into the classification and regression branches for predictions. While generating unique input features may achieve a certain level of decoupling, the corresponding modules continue to remain identical, impeding their ability to cater to the distinct tasks of different branches. To address this issue, we propose a novel decoupled structure according to the characteristics of different branches, which utilizes distinct training pipelines, as depicted in Figure 4c. Importantly, our decoupled structure fully considers the task-specificity of different branches, which enables accurate tracking.



The classic CNN-based trackers perform cross-correlation operations on the template region z and the search region x to generate response maps w, which are then fed into the classification and regression branches to predict the class Y and the bounding box B of the object, respectively. The loss function of this process is described as follows:


     L =  L  c l s      F 1    ( z , x )  ‖ Y    +  L  r e g      F 2    ( z , x )  ‖ B               F 1   ( · )  =  { φ  ( · )  , g  ( · )  , C  ( · )  }  ,        F 2   ( · )  =  { φ  ( · )  , g  ( · )  , R  ( · )  }          



(2)




where   φ ( · )   represents the feature extractor,   g ( · )   denotes the cross-correlation operation, and   C ( · )   and   R ( · )   denote the classification function and regression function, respectively, which are used to generate predictions for the class and bounding box regressions.



Differing from conventional tracking methods, Ocean adopts two independent and identical cross-correlation operations to generate   w  c l s    and   w  r e g   . However, our decoupled structure utilizes cross-correlation operations of the classification and regression branches to produce   w  c l s  D   and   w  r e g  D  , which are further fed as inputs to the respective branches to mitigate the coupling between the branches. Additionally, our DLUT implements online template updating via the online queue branch, with the input features represented as   w  q u e u e  D  . The final loss function can be expressed as follows:


     L =  L  c l s   D     U  c l s  D    ( z , x )  ‖ Y    +  L  r e g  D     U  r e g  D    ( z , x )  ‖ B    +  L  q u e u e  D     U  q u e u e  D    ( z , x )  ‖ Y               U  c l s  D   ( · )  =   φ  ( · )  ,  g c D   ( · )  , C  ( · )    ,        U  r e g  D   ( · )  =   φ  ( · )  ,  g r D   ( · )  , R  ( · )    ,        U  q u e u e  D   ( · )  =   φ  ( · )  ,  g q D   ( · )  , Q  ( · )            



(3)




where    g c D   ( · )   ,    g r D   ( · )   , and    g q D   ( · )    denote decoupling-correlation operations designed to accommodate the characteristics of classification branch, regression branch, and online queue branch, respectively, and   Q ( · )   is the prediction function of online queue branch.





3.3. Cross-Correlation Module


To accommodate the proposed unsupervised tracker based on the decoupled framework, we design three independent decoupling-correlation modules: the Pixel-FiLm-Depth-wise (PFD) module for the classification branch, the Pixel-Pair-Depth-wise (PPD) module for the regression branch, and the Pixel-Psa-Depth-wise (PLD) module for the online queue branch.



The PFD module, as the decoupling-correlation module of the classification branch, comprises three distinct sub-modules. The left sub-module, called Pixel-wise (PW), employs small convolution kernels and diverse representations to enable the response map to contain more object edges and scale information. The right sub-module is Depth-wise (DW), which balances the number of parameters and performance while predicting multi-channel correlation features between the template and search region. The middle sub-module is FiLm-wise (FiLmW) [42], which helps the model to capture additional contextual information for more accurate foreground/background classification. We utilize PW and DW to compute multi-scale correlations between template features and search region features. Additionally, FiLmW establishes contextual relationships among multi-scale features to gather more information about target classification. The structure of the PFD module is depicted in Figure 5a, which is defined as follows:


      R  P F D   = P W  ( z , x )  +    ω 1  · P W  ( z , x )  ⊕  ω 2  · F i L m W  ( z , x )  ⊕  ω 3  · D W  ( z , x )          F i L m W ( z , x ) = C o n v ( z ) · x + C o n v ( z )     



(4)




where   R  P F D    is the response map generated by the PFD module.   P W ( · )   and   D W ( · )   denote Pixel-wise and Depth-wise, respectively. The symbol + represents the element-wise addition, · signifies the coefficient multiplication, and ⊕ denotes the weight summation.   C o n v ( · )   represents a 1 × 1 convolutional layer, and   ω i   stands for the weight scaling factor, where   i = 1 , 2 , 3  .



The PPD module, as the decoupling-correlation module of the regression branch, has a similar structure on both sides as the PFD module and is used to compute multi-scale correlations between template features and search region features. For the PPD module, we utilize Pair-wise (PairW) [9] to create feature pairs by combining search region features with template features. These pairs are reshaped and multiplied to generate response maps that measure the affinity between each unit and the candidate features. This helps our regression module to estimate the position of the target object accurately. Figure 5b illustrates the PPD module, which is defined as follows:


      R  P P D   = P W  ( z , x )  +    μ 1  · P W  ( z , x )  ⊕  μ 2  · P a i r W  ( z , x )   ⊕  μ 3  · D W  ( z , x )         P a i r W ( z , x ) = Re ( m a t m u l ( Re ( z ) , Re ( x ) ) )     



(5)




where   R  P P D    is the response map generated by the PPD module.   m a t m u l ( · )   represents matrix multiplication,   Re ( · )   stands for the   R e s h a p e ( · )   function, and   μ i   is the weight scaling coefficient, where   i = 1 , 2 , 3  .



The PLD module, as the decoupling-correlation module of the online queue branch, is used to calculate the correlation between multiple sets of template and search region features. It still retains PW and is located on the left side of the module. To improve the classification and regression performance, as well as to better accommodate correlation computations of the online queue branch, Psa-wise (PsaW) combines PairW in the PPD Module with the self-attention computation in Vision Transformer (ViT) [43]. Specifically, the PsaW module reshapes and multiplies feature pairs made up of templates and searches to obtain an affinity matrix between template features and search region features. Then, the affinity matrix is multiplied with the object features, that is, a self-attention operation is performed on the object features. The right side of the PLD module introduces FiLmW used in the PFD module. The network structure of the PLD module is illustrated in Figure 5c and is defined as follows:


     R  P L D      = P W  ( z , x )  +    θ 1  · P W  ( z , x )  ⊕  θ 2  · P s a W  ( z , x )   ⊕  θ 3  · F i L m W  ( z , x )         P s a W ( z , x )     = A t t ( q , k , v ) + Re ( m a t m u l ( Re ( z ) , Re ( x ) ) )     



(6)




where   R  P L D    is the response map generated by the PLD module.   A t t ( · )   represents a multi-head attention layer in ViT, and   q = C o n v ( x )  ,   k = C o n v ( z )  ,   v = C o n v ( z )  , and   θ i   are the weight scaling coefficients, where   i = 1 , 2 , 3  .




3.4. Training the Network with Noisy Labels


After decoupling the network structure, our DLUT has the ability to differentiate between classification and regression tasks. Nevertheless, in practical implementation, our DLUT is reliant on pseudo-labels [3] generated by unsupervised optical flow for training. As a result of the lack of labels or the use of inadequate pseudo-labels, our unsupervised tracking training has its limitations. We believe that the quality of pseudo-labels is closely related to the efficacy of network training, so we further filter the training samples to select those that are beneficial for training and driving the network towards positive learning.



3.4.1. Suppression-Ranking Strategy


Figure 6 shows visual examples of pseudo-labels generated by optical flow. The observation from Figure 6 indicates that the target templates contain a considerable amount of background noise. This situation creates an imbalance between positive and negative samples, which causes the domination of the easy-to-classify samples over the overall loss, thus dispersing the classifier’s attention. To tackle this issue, we investigate a Suppression-Ranking Strategy (SRS) for unsupervised learning. Specifically, inspired by Focal Loss [44] and RBO optimization [45], we further propose a novel classifier loss function that incorporates sample balance loss and classification-ranking loss, which not only suppresses extreme noise and balances the cross-entropy loss between positive and negative samples, prompting the tracker to focus more on challenging samples, but also highlights the importance of the foreground object.



To address the loss of positive and negative samples during training as well as to minimize the gradient contribution of easy-to-classify samples to our DLUT, we introduce focal loss as the sample balance loss:


   L  b a l a n c e   = − ρ ·    1 − y   δ  log  y  −  ( 1 − ρ )  ·  y δ  × log   1 − y    



(7)




where   y ∈   0 , 1     represents the prediction result, the weight parameter  ρ  balances positive and negative samples to adjust their importance, while the focusing parameter  δ  can be adjusted for weight on the hard sample. Increasing  δ  reduces the proportion of error from easy-to-classify samples in the overall loss. Sample balance loss is an updated cross-entropy loss function that applies a heavier penalty to easy-to-classify samples, thereby prioritizing the optimization of challenging samples and strengthening the model’s robustness.



Although sample balance loss remedied imbalances and diminished the loss of easy-to-classify samples, it inadequately emphasized the necessary object information, rendering the correct identification of foreground objects still problematic. To further highlight the object, we treat a classification loss function optimized by the RBO algorithm as the classification-ranking loss:


   L  r a n k i n g   =  1 β  · log   1 + exp   β ·    P  n e g   −  P  p o s   + α        



(8)




where  β  controls the loss value,  α  represents a minimum threshold value,   P  p o s    stands for positive samples, and   P  n e g    stands for negative samples. classification-ranking loss aims to encourage the tracker to rank positive samples ahead of negative samples, enhancing target classification capability. Specifically, it utilizes a ranking-based approach to sort positive and negative samples and optimize the loss function based on their dissimilarity. This helps the tracker focus more on target classification while avoiding misclassifying background noise as a target.



Training with a single loss function from the above can effectively improve the performance of the network. However, using both loss functions concurrently in our classifier can render the resulting tracker susceptible to the influence of pseudo-label training. The classification loss is dominated by the training loss of extremely noisy samples, thereby compromising the training process despite the tracker’s ability to balance sample losses and rank positive and negative samples.



To minimize the impact of pseudo-labels on the training process, we employ a Primary Screening Operation (PSO) within the sample balance loss before applying classification-ranking loss. We specifically determine the loss value   L  d e c    i , j     by utilizing Equation (9) to identify highly noisy samples with higher loss values. This guarantees that our classification-ranking loss can concentrate more accurately on target samples.


   L  d e c    i , j    = −  Y   i , j    · log  (   y ˜   p r e d    i , j    )  −  ( 1 −  Y   i , j    )  · log  ( 1 −   y ˜   p r e d    i , j    )   



(9)




where    y ˜   p r e d    i , j     represents the predicted value for the i-th sample, while   Y   i , j     corresponds to the true label for that sample. The batch limit value   ε  limit  j   for batch is defined as:


   ε  limit  j  = 2 ·    1 n  ·  ∑  i = 0  n   L  d e c    i , j      − min    L  d e c    0 , j    ,  L  d e c    1 , j    , … ,  L  d e c    n , j       



(10)







If the loss value of the i-th sample, denoted by   L  d e c    i , j    , exceeds   ε  l i m i t  j  , the limit value of the corresponding batch j, its weight is assigned to     p ˜    i , j    = 0  . Otherwise, it is assigned to     p ˜    i , j    = 1  . It is worth noticing that the sample screening is restricted to the first N noisy samples in the batch that surpass the batch limit. Consequently, the improved sample balance loss is:


   L  b a l a n c e   p s o   = −   ρ ·     1 −   y ˜    i , j       δ  log    y ˜    i , j     +  ( 1 − ρ )  ·   y ˜     i , j    δ  × log   1 −   y ˜    i , j        ·   p ˜    i , j     



(11)







Subsequent experiments demonstrate that the DLUT is able to efficiently synthesize the sample balance loss and classification-ranking loss through the application of PSO, resulting in an effective suppression-ranking training strategy. Detailed experiments can be found in our ablation study section.



In the end, the improved classification loss with the Suppression-Ranking Strategy is calculated as follows:


   L  c l s   =  L  b a l a n c e    p s o   +  L  r a n k i n g    



(12)








3.4.2. Regression Loss


Training with pseudo-labels in the presence of background noise can result in significant errors in the original Intersection over Union (IOU), leading to a mismatch between predicted and actual boxes and rendering regression infeasible. Additionally, the strict IOU metric may not be ideal for the regression training of pseudo-labels because it could teach the tracker inaccurate regression box information. To address this issue, we assume that the regression branch generates the regression feature map   R ( i , j , : )   and the regression targets for the four bounds of   R ( i , j , : )   are represented as     o ˜  k   ( i , j )      k = 0 , 1 , 2 , 3     , we compute the regression loss by using


   L  r e g   =  1  ∑  T    o ˜   ( i , j )        ∑  i , j    T    o ˜   ( i , j )     ·  L  D I o U    ( R  ( i , j , : )  ,   o ˜   ( i , j )   )   



(13)




where   L  D I o U    is the DIOU loss [46],   T  ·    is an indicator function, and if     o ˜      ( i , j )    k      k = 0 , 1 , 2 , 3    > 0  , then   T    o ˜   ( i , j )    = 1  , otherwise   T    o ˜   ( i , j )    = 0  .




3.4.3. Centerness Loss


To address the creation of low-quality bounding boxes as a result of background noise, we employ a centerness branch training approach [47]. This method calculates the distance of each bounding box from the target center and uses that distance as a weight for adjusting the bounding box loss. The result is a decrease in weight for boxes that are far from the target center and an increase in weight for those that are closer. By focusing on the areas surrounding the target object, the tracker improves regression accuracy.


   L   c e n     =  L  c e n t e r n e s s     



(14)







Due to the significant errors of the tracker in the initial stage of offline training, the training of the centerness branch currently holds no practical significance. Consequently, the gradient information of the centerness branch is only backpropagated during joint training in both offline and online stages.





3.5. Multi-Stage Training


Training process. To address the issue of inaccurately labeled pseudo-labels, similar to [3], we split the training process into two stages. In the first stage, only the offline module is used for training to acquire a naive Siamese tracker. The offline module is divided into classification and regression branches, which are used to handle classification and regression tasks, respectively. Our DLUT takes the template z and the search region x as the input. The classification branch is used to produce a 25 × 25 × 1 foreground/background classification response map cls_pred, while the regression branch is used to yield a 25 × 25 × 4 regression response map reg_pred. Furthermore, the centerness prediction head in the classification branch is used to generate a centerness response map center-ness with the same size as the classification response map. Since the loss for the first stage does not backpropagate the center-ness loss, it is defined as


     L =  λ 1  ·  L  c l s   +  L  r e g       



(15)




where   λ 1   is the classification weight parameter coefficient.



The second stage consists of the offline module and the online module. Similar to the first stage, the offline module is composed of classification and regression branches. Yet, unlike the first stage, we backpropagate the centerness loss in this stage. For the online module, it first predicts the response map queue_pred between the template z and the interval search queue x_queue, along with the corresponding target bounding boxes B; then, it uses the features obtained by cropping x_queue with pseudo-labels as a new template, which is further used to predict the response map queue_kernel for x_queue; subsequently, the features of queue_pred and queue_kernel are fused as template features, and further combined with the depth features of the search region x to compute the feature correlation. For an interval search queue of length   N  q u e u e   , the corresponding response map is denoted as     C  c o r r   q   | 1 ⩽ q ⩽   N  q u e u e      . Finally, the confidence strategy is leveraged to fuse   C  c o r r   q   into the comprehensive response map   R  q u e u e    .


   R  q u e u e   = C o n v    ∑  1 ≤ q ≤  N  q u e u e     S o f t m a x   C  c o n f  q   ⊙  C  v a l  q     



(16)




where ⊙ denotes the Hadamard product, and   C o n v ( · )   is a 3 × 3 convolutional layer used to convert the interval search queue response map into a 25 × 25 × 1 comprehensive response map   R  q u e u e    , which corresponds to the response mapping of the interval search queue over the search region x. Thus, the loss for the second stage is computed as:


  L =  λ 1  ·  L  c l s   +  L  r e g   +  λ 2  ·  L  q u e u e   +  L  c e n    



(17)




where   λ 1   and   λ 2   are weight coefficients, and   L  q u e u e    represents the online queue training loss. We utilize the proposed suppression-ranking training strategy and share the same set of labels with the classification loss.



Template Update. Classic trackers using fixed templates typically yield satisfactory tracking performance under standard conditions. Nonetheless, such trackers may lead to tracking drift or even tracking failure in situations where there exist challenges such as appearance changes, occlusion, and so on.



Our DLUT adopts a combination of online and offline training, yet updates the template in the online stage. The integrated response map R for online template update is represented as follows:


  R = σ ·  R  c l s   +  ( 1 − σ )  ·  R  q u e u e    



(18)




where   R  c l s    denotes the classification response map generated from offline training,   R  q u e u e    denotes the integrated response map of the online queue generated from online training, and  δ  represents the weight coefficient.





4. Experiments


In this section, we first introduce the experimental setup and details. Then, we compare the proposed DLUT with state-of-the-art supervised and unsupervised trackers on numerous benchmark datasets, including OTB2015 [48], TrackingNet [49], LaSOT [50], TNL2K [51], and NFS [52]. Subsequently, we validate the effectiveness of the proposed modules through a series of ablation experiments. Finally, we visually present comparison results of various trackers on sequences from different datasets.



4.1. Experimental Setup and Details


We take the pseudo-labels generated by an unsupervised optical flow method [3] as the training dataset. ResNet50 [41] is used as the network backbone, and the features from the third layer are selected as the network input. To train the proposed DLUT, we conduct 45 epochs on two NVIDIA GeForce RTX3090 24GB GPUs by using the SGD [53] optimizer and warm-up training strategy. The initial 5 epochs are dedicated to offline training, where the learning rate increases from   2.5 ×  10  − 3     to   5 ×  10  − 3    . The subsequent 40 epochs are dedicated to online training, where the learning rate decreases from   5 ×  10  − 3     to   2 ×  10  − 5     by using an exponentially decreasing function.



The scaling coefficients, namely   ω i  ,   μ i  , and   θ i  , for three decoupling-correlation modules are all learnable parameters that can be adaptively adjusted to accommodate the different learning tasks. In the proposed Suppression-Ranking Strategy (SRS), the weight parameter  ρ  for positive samples is set to 0.25, while the adaptable focusing parameter  δ  is set to 2 in the sample balance loss (SBL). The sample screening operation processes a quantity of 10% noisy samples from the current batch. In the classification-ranking loss (CRL), the loss control value is set to   β = 4  , with a minimum threshold value of   α = 0.5  . During the preceding offline training, the weight coefficient is set to    λ 1  = 0.25  . During the subsequent online training, the queue length is set to    N  q u e u e   = 3  . The weight coefficients adhere to the condition    λ 2  = 0.9 −  λ 1   . At this point, weight coefficient    λ 1  =   0.35 , 0.325 , 0.3     gradually decreases during the training process. During template updating, the initial weight coefficients for calculating the comprehensive response map are set to   σ ∈   0.7 , 0.6 , 0.5    .




4.2. Comparison with State-of-the-Art Trackers


OTB2015: OTB2015 consists of 100 video sequences with eleven challenging attributes. We compare the proposed DLUT with state-of-the-art supervised and unsupervised trackers on OTB2015, and Table 1 presents quantitative results for different trackers. From Table 1, it is evident that our DLUT exhibits competitive tracking performance compared to supervised methods and even outperforms the supervised tracker SiamFC by approximately 4.6% in Success (Suc.) and 10% in Precision (Pre.). Moreover, compared to the two latest unsupervised trackers, although our DLUT outperforms ULAST in terms of both success and accuracy, it is inferior to GOT. The above results indicate that the proposed DLUT exhibits competitive performance on the OTB2015 dataset.



TrackingNet: The TrackingNet dataset is a large-scale tracking dataset, containing 511 video test sequences. An additional metric, i.e., Normalized Precision (NPre.), is introduced to evaluate the trackers. Table 1 also lists quantitative results of different trackers on TrackingNet. It can be seen from Table 1 that our DLUT also outperforms the supervised SiamFC, with 4.7%, 3.4%, and 0.7% improvement in Success, Precision, and Normalized Precision, respectively. Furthermore, compared with the latest unsupervised tracker, i.e., GOT, our DLUT also achieves the optimal Suc. (0.618), Pre. (0.567), and NPre. (0.700). This highlights the robust potential of unsupervised trackers on large-scale datasets.



LaSOT: LaSOT is a dataset used to evaluate long-term tracking performance and consists of 280 video test sequences with an average length of over 2000 frames. Figure 7 illustrates that our DLUT achieves outstanding performance in Success (0.383) and Precision (0.357), surpassing the unsupervised tracker USOT* with a Success of 0.358 (2.5%↑) and a Precision of 0.340 (1.7%↑). Also, our tracker exhibits superior performance in comparison to some supervised trackers. These results indicate that the proposed DLUT is equally good at long-term tracking.



NFS: NFS is a dataset of 100 video sequences (380K frames) captured from real-world scenarios by high-speed cameras at low (30 FPS) and high (240 FPS) speeds. These sequences feature objects with fast motion, and our DLUT is evaluated on these sequences with different frame rates, including high frame rates (240 FPS), low frame rate with synthesized motion blur (30 FPS MB), and low frame rate without motion blur (30 FPS no MB). As presented in Table 2, our DLUT achieves the optimal performance in terms of AUC scores on sequences with high frame rates (240 FPS) and low frame rates (30 FPS no MB and 30 FPS MB). Specifically, the proposed DLUT outperforms the sub-optimal tracker MDNet by 0.8% and 3.1% in terms of AUC scores on sequences with low frame rates, respectively, and outperforms the sub-optimal tracker SiamFC by 3.2% in terms of AUC scores on sequences with high frame rate.



TNL2K: TNL2K is a large-scale and high-quality multi-modal dataset containing 700 test video sequences. As depicted in Figure 8, the proposed DLUT is superior to all compared supervised and unsupervised trackers with the highest Success of 0.318 and Precision of 0.379. Specifically, compared to the unsupervised tracker UDT, the proposed DLUT gains 5.2%, 5.2%, and 9.9% improvement in Success, Precision, and Normalized Precision, respectively. The above results indicate that the proposed tracking paradigm possesses the capacity to handle diverse complex scenarios.




4.3. Ablation Experiments


In this section, we comprehensively validate the proposed decoupling-correlation modules and Suppression-Ranking Strategy (SRS) through a large number of experiments. In these ablation experiments, we compare and analyze the proposed methods on the OTB2015 dataset.



A series of experiments are conducted to explore the compatibility of the proposed three decoupling-correlation modules on different branches, as well as to verify the contribution of each module to our tracker, where the results are listed in Table 3. As can be seen from Experiments 1 to 3, the proposed PFD module provides the most significant improvements in Precision for the classification branch. Also, the proposed PFD module is the primary contributor to our tracker, followed by the PPD and PLD modules. From Experiments 4 to 6, we observe that the trackers using both decoupling-correlation modules are superior to the trackers using only a single one. Particularly, the tracker using both PFD and PPD modules yields the optimal results, with improvements in Precision of 0.3% and 2.7%, respectively, compared to the tracker using only the PFD module or the PPD module. In Experiment 7, all three modules are individually integrated into the respective branches of the tracker, which forms the proposed DLUT. Compared to the original tracker that serves as the reference group in Experiment 8, our DLUT produces gains of 4.4% and 7.5% in Success and Precision, respectively. Subsequently, we delve even further into the detailed analysis of the gains offered by these proposed modules.



As shown in Table 4, we design three decoupling-correlation modules by improving original Pixel-wise and Depth-wise operations. In this experiment, we separately replace the original operations with the designed modules, where the experimental results are shown in Table 4. It can be seen from Table 4 that the model with the proposed tracking branches achieves significant performance advancement in classification and regression tasks compared to the one with the original operations.



Specifically, the model with the proposed PFD module attains the greatest Success (63.6% and 67.0%) in dealing with illumination variation (IV) and low resolution (LR) challenges, as well as the highest Precision (87.0% and 97.6%) in handling deformation (DEF) and low resolution (LR) challenges, respectively. This suggests that the proposed PFD module has adaptability in circumstances where the object is influenced by illumination variation (IV) and deformation (DEF). At the same time, the model with the proposed PPD module achieves the best Precision (83.6%) in dealing with the background clutter (BC) challenge, while the model with the proposed PLD module achieves the best Success (52.9%) and Precision (74.2%) in coping with the out-of-view (OV) challenge. These results mean that our PPD and PLD modules assist the tracker in coping with situations where the object is influenced by the background clutter (BC) or out-of-view (OV), respectively. In contrast, by integrating the above three modules, our DLUT delivers optimal or sub-optimal results in various challenges as well as an overall improvement of 4.4% in Success and 7.5% in Precision. The noteworthy performance improvement indicates the efficacy of the designed decoupling-correlation modules in unlocking the tracking potential, facilitating the proposed DLUT to comprehensively tackle various real-world challenges.



As illustrated in Figure 9 and Figure 10, we can visually observe that the models with a single decoupling-correlation module experience a noticeable improvement in various attributes. The proposed DLUT with three decoupling-correlation modules achieves optimal performance across all attributes and produces significant enhancements in various scenarios.



Table 5 depicts the comparison of quantitative metrics for trackers using different loss functions. In Experiments 1 and 2, sample balance loss (SBL), and classification-ranking loss (CRL) are, individually, used to substitute the original cross-entropy loss (CEL) used in the baseline tracker in Experiment 7. As shown in Table 5, the models using only SBL or CRL yield 1.2% and 2.2% improvements in Success over the baseline tracker, respectively. However, the model using both SBL and CRL decreases significantly in both overall Success and Precision in Experiment 3. In Experiment 4, the primary screening operation is executed on the SBL function based on Experiment 3, that is, the tracker is trained with the Suppression-Ranking Strategy (SRS). Such a tracker improves the overall Success and Precision by 3.1% and 4%, respectively, and achieves optimal performance due to the suppression of extreme noise. Additionally, from Experiments 5–6, it can be observed that the primary screening operation is detrimental to the tracking performance whether it is introduced in CRL alone or both SBL and CRL. This is because the primary screening operation suppresses the contribution of positive samples, resulting in the foreground object being interfered with by noise. We attribute the above issues to the fact that the primary screening operation suppresses positive samples, resulting in the exclusion of foreground objects being mistakenly associated with the background. As a result, our primary screening operation is only integrated into the SBL function to suppress extreme noise.



To further validate the effectiveness of the proposed decoupled structure and Suppression-Ranking Strategy (SRS), we test the quantitative metrics of the trackers using the decoupling-correlation modules and/or the SRS separately, and the results are presented in Table 6. As can be seen from Table 6, the tracker only using the proposed decoupling-correlation modules outperforms the baseline tracker by 2.7% and 5.7% in Success and Precision, respectively, while the tracker only using the proposed SRS also outperforms the baseline tracker by 1.4% and 2.2% in Success and Precision, respectively. This further suggests the effectiveness of both the proposed decoupled structure and SRS. In contrast, the tracker using both the decoupling-correlation modules and the SRS strategy yields the optimal quantitative metrics. Compared to the baseline tracker, it improves by 5.8% and 9.7% in Success and Precision, respectively.



As shown in Table 7, the performance of our tracker is not significantly improved or becomes even worse in some cases when the centerness branch is only used in the first stage or both stages during training. In contrast, leveraging the centerness branch in the second stage yields the most favorable outcomes. Consequently, we only use the centerness branch for training in the second stage.




4.4. Qualitative Analysis


Figure 11 illustrates qualitative results for the proposed DLUT and various state-of-the-art supervised and unsupervised trackers on five sequences, including Skating2-1 (first row), horse_running (second row), person_scooter (third row), INF_blackwidow_1-Done (fourth row), and spider-14 (fifth row), from each benchmark dataset mentioned above, where the green box represents the ground-truth GT.



In Figure 11, the top row shows qualitative results of different trackers on the Skating2-1 sequence. During frame 244 without occlusion, most trackers successfully locate the target male skater. However, the female skater occludes the target in frame 273, and their positions are then quickly switched. During this process, only USOT and our DLUT remain unaltered and precisely track the male skater. By frame 310, most trackers begin to fail to consistently track the object. At frame 421, SiamRPN++ has lost the object, and the other compared trackers are significantly affected by high-speed motion and occlusion. However, our DLUT is consistently tracking the object.



In Figure 11, the second and third rows present comparison results of various trackers on the horse_running and person_scooter sequences, respectively. These two datasets contain objects with fast motion in real-world scenarios captured with high-speed cameras, providing an effective evaluation for the tracker to handle challenges, such as high-speed motion. In the horse racing scene shown in the second row, most trackers fail to capture the accurate position and scale of the jockeys as they move with speed. Between frames 118 and 130, the background blurs significantly, indicating a challenge for object tracking. Although SiamFC and MDNet are able to determine the jockey’s position, accurately estimating the target scale remains challenging. In contrast, our DLUT estimates the position and scale of the target continuously, facilitating robust tracking. The third row presents a person navigating a circular track while confronting challenges such as scale variation and partial occlusion, occurring between frames 892 and 2205. Among the above trackers, only DLUT maintains stable tracking throughout the whole process, including accurate scale estimation and target localization.



In Figure 11, the fourth row illustrates the qualitative results of different trackers on the INF_blackwidow_1-Done sequence. Most trackers fail to estimate the accurate target scale early due to appearance variations and complex backgrounds. The target is gradually blurred from frame 186 to 331, and the performance of most trackers is not affected. Nevertheless, at frame 475, most trackers fail to regress to the correct scale due to an abrupt change in the target position, yet our DLUT is capable of accurately regressing to the target position.



In Figure 11, the fifth row depicts the comparison results of various trackers on the spider-14 sequence. SiamDW and SiamMask [68] struggle to accurately locate the target due to the complex background. Starting at frame 451, the object goes out of view and then reappears; most trackers successfully relocate the object during this process. However, during frames 637 to 2698, the small scale and fast motion of the object prevent most trackers from accurately regressing to the target scale in real-time and only our DLUT achieves long-term, stable, and accurate tracking under such complex conditions.



Table 8 lists the comparison of the Success metric for various supervised and unsupervised trackers on the above five sequences. As can be seen from Table 8, the proposed DLUT outperforms supervised trackers across all test sequences.



Specifically, on the Skating2-1 sequence, our DLUT achieves a success rate of 0.595, substantially surpassing SiamFC. This indicates that our DLUT exhibits excellent performance in capturing the targets with dynamic and fast motion. On the horse_running sequence, our DLUT outperforms both MDNet and SiamFC with a score of 0.679, demonstrating that our tracker can handle the fast motion challenge. Similarly, on the person_scooter sequence, our DLUT maintains its lead with a score of 0.697, while the supervised tracker HDT scored 0.400. This highlights the adaptability of our DLUT to scale variations. On the sequence INF_blackwidow_1-Done, our DLUT gains a success rate of 0.732, still indicating its excellent performance. GradNet and MemTracking, as supervised trackers, also perform commendably with scores of 0.515 and 0.551, respectively, but are still inferior to our DLUT. On the spider-14 sequence, our DLUT obtains a score of 0.631, outperforming SiamMask at 0.605 and SiamRPN++ at 0.463. This indicates the effectiveness of the proposed unsupervised method in maintaining consistent tracking performance. Consequently, the above results highlight the superior performance of the proposed DLUT in various complex tracking scenarios.





5. Conclusions


To tackle the issue of high coupling among different branches in unsupervised trackers, we propose a decoupled learning-based unsupervised tracker (DLUT). The limitation of traditional unsupervised trackers lies in the inability to train different branches effectively. To this end, we develop a decoupled structure-based tracking framework that adapts to the specificity of different branches, thereby facilitating adequate training of each branch. Subsequently, to accommodate the decoupled framework, we design independent adaptive decoupling-correlation modules for different branches. These modules are capable of adjusting adaptively according to the characteristics of different branches during the training process. Furthermore, we present a Suppression-Ranking Strategy based on unsupervised training to adapt to the environment of pseudo-label training. This strategy not only balances the ratio of positive and negative samples but also emphasizes the weights of positive samples, thus facilitating our DLUT to train efficiently. Extensive experimental results validate that our DLUT is superior to state-of-the-art unsupervised trackers and achieves comparable performance to supervised trackers.
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	DLUT
	Decoupled Learning-based Unsupervised Tracker



	PFD
	Pixel-FiLm-Depth-wise



	PPD
	Pixel-Pair-Depth-wise



	PLD
	Pixel-Psa-Depth-wise



	SRS
	Suppression-Ranking Strategy



	SBL
	Sample Balance Loss



	CRL
	Classification-Ranking Loss



	DIoU
	Distance-Intersection over Union



	GPU
	Graphic Processing Unit



	SGD
	Stochastic Gradient Descent



	AUC
	Area under curve



	Suc
	Success



	Pre
	Precision



	NPre
	Normalized Precision
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	Ground Truth







References


	



Chen, F.; Wang, X.; Zhao, Y.; Lv, S.; Niu, X. Visual object tracking: A survey. Comput. Vis. Image Underst. 2022, 222, 103508. [Google Scholar] [CrossRef]

	



Wang, N.; Song, Y.; Ma, C.; Zhou, W.; Liu, W.; Li, H. Unsupervised Deep Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA, USA, 16–20 June 2019; pp. 1308–1317. [Google Scholar]

	



Zheng, J.; Ma, C.; Peng, H.; Yang, X. Learning To Track Objects From Unlabeled Videos. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), Montreal, QC, Canada, 11–17 October 2021; pp. 13546–13555. [Google Scholar]

	



Shen, Q.; Qiao, L.; Guo, J.; Li, P.; Li, X.; Li, B.; Feng, W.; Gan, W.; Wu, W.; Ouyang, W. Unsupervised Learning of Accurate Siamese Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Orleans, LA, USA, 19–24 June 2022; pp. 8101–8110. [Google Scholar]

	



Jiang, B.; Luo, R.; Mao, J.; Xiao, T.; Jiang, Y. Acquisition of Localization Confidence for Accurate Object Detection. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 784–799. [Google Scholar]

	



Wu, Y.; Chen, Y.; Yuan, L.; Liu, Z.; Wang, L.; Li, H.; Fu, Y. Rethinking classification and localization for object detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Seattle, WA, USA, 13–19 June 2020; pp. 10186–10195. [Google Scholar]

	



Song, G.; Liu, Y.; Wang, X. Revisiting the sibling head in object detector. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Seattle, WA, USA, 14–19 June 2020; pp. 11563–11572. [Google Scholar]

	



Zhang, Z.; Peng, H.; Fu, J.; Li, B.; Hu, W. Ocean: Object-aware anchor-free tracking. In Proceedings of the Computer Vision–ECCV 2020: 16th European Conference, Glasgow, UK, 23–28 August 2020; Springer: Berlin/Heidelberg, Germany, 2020; pp. 771–787. [Google Scholar]

	



Zhang, Z.; Liu, Y.; Wang, X.; Li, B.; Hu, W. Learn to match: Automatic matching network design for visual tracking. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), Montreal, QC, Canada, 11–17 October 2021; pp. 13339–13348. [Google Scholar]

	



Bertinetto, L.; Valmadre, J.; Henriques, J.F.; Vedaldi, A.; Torr, P.H. Fully-convolutional siamese networks for object tracking. In Proceedings of the Computer Vision–ECCV 2016 Workshops, Amsterdam, The Netherlands, 8–10, 15–16 October 2016; Springer: Berlin/Heidelberg, Germany, 2016; pp. 850–865. [Google Scholar]

	



Li, B.; Yan, J.; Wu, W.; Zhu, Z.; Hu, X. High performance visual tracking with siamese region proposal network. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Salt Lake City, UT, USA, 18–22 June 2018; pp. 8971–8980. [Google Scholar]

	



Girshick, R. Fast R-CNN. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), Santiago, Chile, 13–16 December 2015; pp. 1440–1448. [Google Scholar]

	



Guo, Q.; Feng, W.; Zhou, C.; Huang, R.; Wan, L.; Wang, S. Learning dynamic siamese network for visual object tracking. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 1763–1771. [Google Scholar]

	



Dong, X.; Shen, J.; Shao, L.; Porikli, F. CLNet: A compact latent network for fast adjusting Siamese trackers. In Proceedings of the European Conference on Computer Vision (ECCV), Glasgow, UK, 23–28 August 2020; pp. 378–395. [Google Scholar]

	



Yang, T.; Chan, A.B. Learning Dynamic Memory Networks for Object Tracking. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 152–167. [Google Scholar]

	



Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, Ł.; Polosukhin, I. Attention is all you need. Adv. Neural Inf. Process. Syst. 2017, 30. [Google Scholar] [CrossRef]

	



Xie, F.; Wang, C.; Wang, G.; Yang, W.; Zeng, W. Learning Tracking Representations via Dual-Branch Fully Transformer Networks. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV) Workshops, Montreal, BC, Canada, 11–17 October 2021; pp. 2688–2697. [Google Scholar]

	



Lin, L.; Fan, H.; Zhang, Z.; Xu, Y.; Ling, H. Swintrack: A simple and strong baseline for transformer tracking. Adv. Neural Inf. Process. Syst. 2022, 35, 16743–16754. [Google Scholar]

	



Fu, Z.; Fu, Z.; Liu, Q.; Cai, W.; Wang, Y. SparseTT: Visual Tracking with Sparse Transformers. arXiv 2022, arXiv:2205.03776. [Google Scholar]

	



Cui, Y.; Jiang, C.; Wang, L.; Wu, G. MixFormer: End-to-End Tracking With Iterative Mixed Attention. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Orleans, LA, USA, 19–24 June 2022; pp. 13608–13618. [Google Scholar]

	



Chen, B.; Li, P.; Bai, L.; Qiao, L.; Shen, Q.; Li, B.; Gan, W.; Wu, W.; Ouyang, W. Backbone is all your need: A simplified architecture for visual object tracking. In Proceedings of the European Conference on Computer Vision (ECCV), Tel Aviv, Israel, 23–27 October 2022; pp. 375–392. [Google Scholar]

	



Ye, B.; Chang, H.; Ma, B.; Shan, S.; Chen, X. Joint feature learning and relation modeling for tracking: A one-stream framework. In Proceedings of the European Conference on Computer Vision (ECCV), Tel Aviv, Israel, 23–27 October 2022; pp. 341–357. [Google Scholar]

	



Lan, J.P.; Cheng, Z.Q.; He, J.Y.; Li, C.; Luo, B.; Bao, X.; Xiang, W.; Geng, Y.; Xie, X. Procontext: Exploring Progressive Context Transformer for Tracking. In Proceedings of the ICASSP 2023–2023 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Rhodes Island, Greece, 4–9 June 2023; pp. 1–5. [Google Scholar]

	



Gao, S.; Zhou, C.; Zhang, J. Generalized Relation Modeling for Transformer Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Vancouver, BC, Canada, 18–22 June 2023; pp. 18686–18695. [Google Scholar]

	



Xie, F.; Chu, L.; Li, J.; Lu, Y.; Ma, C. VideoTrack: Learning To Track Objects via Video Transformer. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Vancouver, BC, Canada, 18–22 June 2023; pp. 22826–22835. [Google Scholar]

	



Wu, Q.; Yang, T.; Liu, Z.; Wu, B.; Shan, Y.; Chan, A.B. DropMAE: Masked Autoencoders With Spatial-Attention Dropout for Tracking Tasks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Vancouver, BC, Canada, 18–22 June 2023; pp. 14561–14571. [Google Scholar]

	



Zhao, H.; Wang, D.; Lu, H. Representation Learning for Visual Object Tracking by Masked Appearance Transfer. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Vancouver, BC, Canada, 18–22 June 2023; pp. 18696–18705. [Google Scholar]

	



Wei, X.; Bai, Y.; Zheng, Y.; Shi, D.; Gong, Y. Autoregressive Visual Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Vancouver, BC, Canada, 18–22 June 2023; pp. 9697–9706. [Google Scholar]

	



Chen, X.; Peng, H.; Wang, D.; Lu, H.; Hu, H. SeqTrack: Sequence to Sequence Learning for Visual Object Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Vancouver, BC, Canada, 18–22 June 2023; pp. 14572–14581. [Google Scholar]

	



Wang, Q.; Gao, J.; Xing, J.; Zhang, M.; Hu, W. DCFNet: Discriminant Correlation Filters Network for Visual Tracking. arXiv 2017, arXiv:1704.04057. [Google Scholar]

	



Yuan, W.; Wang, M.Y.; Chen, Q. Self-supervised Object Tracking with Cycle-consistent Siamese Networks. In Proceedings of the 2020 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Las Vegas, NV, USA, 25–29 October 2020; pp. 10351–10358. [Google Scholar]

	



Li, X.; Liu, S.; De Mello, S.; Wang, X.; Kautz, J.; Yang, M.H. Joint-task Self-supervised Learning for Temporal Correspondence. In Advances in Neural Information Processing Systems; Wallach, H., Larochelle, H., Beygelzimer, A., d’Alché-Buc, F., Fox, E., Garnett, R., Eds.; Curran Associates, Inc.: Lane Red Hook, NY, USA, 2019; Volume 32. [Google Scholar]

	



Sio, C.H.; Ma, Y.J.; Shuai, H.H.; Chen, J.C.; Cheng, W.H. S2SiamFC: Self-Supervised Fully Convolutional Siamese Network for Visual Tracking. In Proceedings of the 28th ACM International Conference on Multimedia. Association for Computing Machinery, MM ’20, Seattle, WA, USA, 12–16 October 2020; pp. 1948–1957. [Google Scholar]

	



Wu, Q.; Wan, J.; Chan, A.B. Progressive Unsupervised Learning for Visual Object Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Nashville, TN, USA, 20–25 June 2021; pp. 2993–3002. [Google Scholar]

	



Zhou, Z.; You, S.; Kuo, C.C.J. Unsupervised Green Object Tracker (GOT) without Offline Pre-training. arXiv 2023, arXiv:2309.09078. [Google Scholar]

	



Girshick, R.; Donahue, J.; Darrell, T.; Malik, J. Region-Based Convolutional Networks for Accurate Object Detection and Segmentation. IEEE Trans. Pattern Anal. Mach. Intell. 2016, 38, 142–158. [Google Scholar] [CrossRef] [PubMed]

	



Ren, S.; He, K.; Girshick, R.; Sun, J. Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks. In Advances in Neural Information Processing Systems; Cortes, C., Lawrence, N., Lee, D., Sugiyama, M., Garnett, R., Eds.; Curran Associates, Inc.: Lane Red Hook, NY, USA, 2015; Volume 28. [Google Scholar]

	



Lin, T.Y.; Dollar, P.; Girshick, R.; He, K.; Hariharan, B.; Belongie, S. Feature Pyramid Networks for Object Detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI, USA, 21–26 July 2017; pp. 2117–2125. [Google Scholar]

	



Li, B.; Wu, W.; Wang, Q.; Zhang, F.; Xing, J.; Yan, J. SiamRPN++: Evolution of Siamese Visual Tracking With Very Deep Networks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA, USA, 15–20 June 2019; pp. 4282–4291. [Google Scholar]

	



Yan, B.; Zhang, X.; Wang, D.; Lu, H.; Yang, X. Alpha-Refine: Boosting Tracking Performance by Precise Bounding Box Estimation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Nashville, TN, USA, 20–25 June 2021; pp. 5289–5298. [Google Scholar]

	



He, K.; Zhang, X.; Ren, S.; Sun, J. Deep Residual Learning for Image Recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778. [Google Scholar]

	



Perez, E.; Strub, F.; De Vries, H.; Dumoulin, V.; Courville, A. Film: Visual reasoning with a general conditioning layer. In Proceedings of the AAAI Conference on Artificial Intelligence, New Orleans, LA, USA, 2–7 February 2018; Volume 32. [Google Scholar]

	



Dosovitskiy, A.; Beyer, L.; Kolesnikov, A.; Weissenborn, D.; Zhai, X.; Unterthiner, T.; Dehghani, M.; Minderer, M.; Heigold, G.; Gelly, S.; et al. An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale. arXiv 2021, arXiv:2010.11929. [Google Scholar]

	



Lin, T.Y.; Goyal, P.; Girshick, R.; He, K.; Dollar, P. Focal Loss for Dense Object Detection. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 2980–2988. [Google Scholar]

	



Tang, F.; Ling, Q. Ranking-Based Siamese Visual Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), New Orleans, LA, USA, 19–24 June 2022; pp. 8741–8750. [Google Scholar]

	



Zheng, Z.; Wang, P.; Liu, W.; Li, J.; Ye, R.; Ren, D. Distance-IoU Loss: Faster and Better Learning for Bounding Box Regression. In Proceedings of the AAAI Conference on Artificial Intelligence, New York, NY, USA, 7–12 February 2020; Volume 34, pp. 12993–13000. [Google Scholar]

	



Guo, D.; Wang, J.; Cui, Y.; Wang, Z.; Chen, S. SiamCAR: Siamese Fully Convolutional Classification and Regression for Visual Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Seattle, WA, USA, 13–19 June 2020; pp. 6269–6277. [Google Scholar]

	



Wu, Y.; Lim, J.; Yang, M.-H. Object Tracking Benchmark. IEEE Trans. Pattern Anal. Mach. Intell. 2015, 37, 1834–1848. [Google Scholar] [CrossRef]

	



Muller, M.; Bibi, A.; Giancola, S.; Alsubaihi, S.; Ghanem, B. TrackingNet: A Large-Scale Dataset and Benchmark for Object Tracking in the Wild. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 300–317. [Google Scholar]

	



Fan, H.; Lin, L.; Yang, F.; Chu, P.; Deng, G.; Yu, S.; Bai, H.; Xu, Y.; Liao, C.; Ling, H. LaSOT: A High-Quality Benchmark for Large-Scale Single Object Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA, USA, 15–20 June 2019; pp. 5374–5383. [Google Scholar]

	



Wang, X.; Shu, X.; Zhang, Z.; Jiang, B.; Wang, Y.; Tian, Y.; Wu, F. Towards More Flexible and Accurate Object Tracking With Natural Language: Algorithms and Benchmark. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Nashville, TN, USA, 20–25 June 2021; pp. 13763–13773. [Google Scholar]

	



Kiani Galoogahi, H.; Fagg, A.; Huang, C.; Ramanan, D.; Lucey, S. Need for Speed: A Benchmark for Higher Frame Rate Object Tracking. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 1125–1134. [Google Scholar]

	



LeCun, Y.; Boser, B.; Denker, J.S.; Henderson, D.; Howard, R.E.; Hubbard, W.; Jackel, L.D. Backpropagation Applied to Handwritten Zip Code Recognition. Neural Comput. 1989, 1, 541–551. [Google Scholar] [CrossRef]

	



Zhang, Z.; Peng, H. Deeper and Wider Siamese Networks for Real-Time Visual Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA, USA, 15–20 June 2019; pp. 4591–4600. [Google Scholar]

	



Jung, I.; Son, J.; Baek, M.; Han, B. Real-Time MDNet. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 83–98. [Google Scholar]

	



Danelljan, M.; Hager, G.; Shahbaz Khan, F.; Felsberg, M. Learning Spatially Regularized Correlation Filters for Visual Tracking. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015; pp. 4310–4318. [Google Scholar]

	



Valmadre, J.; Bertinetto, L.; Henriques, J.; Vedaldi, A.; Torr, P.H.S. End-To-End Representation Learning for Correlation Filter Based Tracking. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI, USA, 21–26 July 2017; pp. 2805–2813. [Google Scholar]

	



Bertinetto, L.; Valmadre, J.; Golodetz, S.; Miksik, O.; Torr, P.H.S. Staple: Complementary Learners for Real-Time Tracking. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 27–30 June 2016; pp. 1401–1409. [Google Scholar]

	



Henriques, J.F.; Caseiro, R.; Martins, P.; Batista, J. High-Speed Tracking with Kernelized Correlation Filters. IEEE Trans. Pattern Anal. Mach. Intell. 2015, 37, 583–596. [Google Scholar] [CrossRef]

	



Danelljan, M.; Häger, G.; Khan, F.; Felsberg, M. Accurate scale estimation for robust visual tracking. In Proceedings of the British machine vision conference, Nottingham, UK, 1–5 September 2014; BMVA Press: London, UK, 2014. [Google Scholar]

	



Wang, N.; Zhou, W.; Song, Y.; Ma, C.; Liu, W.; Li, H. Unsupervised deep representation learning for real-time tracking. Int. J. Comput. Vis. 2021, 129, 400–418. [Google Scholar] [CrossRef]

	



Ma, C.; Yang, X.; Zhang, C.; Yang, M.H. Long-Term Correlation Tracking. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, USA, 7–12 June 2015; pp. 5388–5396. [Google Scholar]

	



Ma, C.; Huang, J.B.; Yang, X.; Yang, M.H. Hierarchical Convolutional Features for Visual Tracking. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015; pp. 3074–3082. [Google Scholar]

	



Li, Y.; Zhu, J. A Scale Adaptive Kernel Correlation Filter Tracker with Feature Integration. In Proceedings of the Computer Vision-ECCV 2014 Workshops, Munich, Germany, 8–14 September 2015; pp. 254–265. [Google Scholar]

	



Kiani Galoogahi, H.; Fagg, A.; Lucey, S. Learning Background-Aware Correlation Filters for Visual Tracking. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 1135–1143. [Google Scholar]

	



Wang, L.; Ouyang, W.; Wang, X.; Lu, H. Visual Tracking With Fully Convolutional Networks. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015; pp. 3119–3127. [Google Scholar]

	



Qi, Y.; Zhang, S.; Qin, L.; Yao, H.; Huang, Q.; Lim, J.; Yang, M.H. Hedged Deep Tracking. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 27–30 June 2016; pp. 4303–4311. [Google Scholar]

	



Wang, Q.; Zhang, L.; Bertinetto, L.; Hu, W.; Torr, P.H. Fast Online Object Tracking and Segmentation: A Unifying Approach. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA, USA, 15–20 June 2019; pp. 1328–1338. [Google Scholar]








[image: Sensors 24 00083 g001] 





Figure 1. Comparison of the proposed decoupling-correlation operation of our DLUT with the commonly used Pixel-wise and Depth-wise on three challenging sequences from OTB100. Our decoupling-correlation operation accurately recognizes objects in a pseudo-label training environment, even when affected by similar objects, motion blur, and object occlusion. In contrast, Pixel-wise and Depth-wise are difficult to adapt to and are easily disturbed by complicated backgrounds. 
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Figure 2. Comparison of different cross-correlation operations. From top to bottom, these figures are (a) Naive-wise cross-correlation proposed in SiamFC, (b) Depth-wise cross-correlation proposed in SiamRPN++, and (c) Pixel-wise cross-correlation proposed in Alpha-Refine. 
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Figure 3. NetworkArchitecture. Our decoupled learning-based unsupervised tracker (DLUT) consists of offline and online modules. Specifically, the offline module generates classification response maps cls_pred, regression response maps reg_pred, and centerness response maps center-ness. On the other hand, the online module first predicts the response map queue_pred between the template and interval search queue, subsequently updates the template with features cropped by pseudo-labels, and then predicts the response map of the interval search queue queue_kernel. Finally, the features of queue_pred, queue_kernel, and search region features are aggregated to generate the final response map   R  q u e u e   . For more details on the data flow, please refer to Section 3.5. 
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Figure 4. Comparison of decoupled structure of different trackers. (a) The decoupled structure in classic trackers, which shares the same feature correlation module in different branches. (b) The decoupled structure in Ocean, which uses two identical feature correlation modules with non-shared parameters. (c) The proposed decoupled structure. Unlike the previous two structures, we design an independent adaptive decoupled structure according to the characteristics of different branches, so that each branch learns the features related to the specific task independently and adaptively. 
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Figure 5. (a) Pixel-FiLm-Depth-wise (PFD) module corresponding to the classification branch. (b) Pixel-Pair-Depth-wise (PPD) module for the regression branch. (c) Pixel-Psa-Depth-wise (PLD) module for the online queue branch. Here, P and D represent Pixel-wise and Depth-wise operations, respectively. 
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Figure 6. Visual examples of pseudo-labels generated by optical flow. Most pseudo-labels exhibit characteristics such as object loss, similar objects, illumination variations, and motion blur in the cropped templates. 
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Figure 7. Success and Precision plots on LaSOT. 
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Figure 8. Success, Precision, and Normalized Precision plots on TNL2K. 
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Figure 9. Attribute evaluation based on Success and Precision for the proposed decoupling-correlation modules (i.e., PFD, PPD, PLD) on the OTB2015 dataset with different attributes. 






Figure 9. Attribute evaluation based on Success and Precision for the proposed decoupling-correlation modules (i.e., PFD, PPD, PLD) on the OTB2015 dataset with different attributes.



[image: Sensors 24 00083 g009]







[image: Sensors 24 00083 g010] 





Figure 10. Visualization of Success (first row) and Precision (second row) for the proposed decoupling-correlation modules (i.e., PFD, PPD, PLD) of the classification branch, regression branch, and online queue branch on the OTB2015 dataset with different attributes. 
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Figure 11. Comparison of qualitative results for various supervised trackers and unsupervised trackers (i.e., UDT, USOT). Tracking results of various trackers on respective sequences are marked with different color rectangles, and the frame numbers are shown in the top left corner of each frame. These results validate the robustness of the tracker against a variety of challenges, including fast motion, scale variation, motion blur, occlusion, and out-of-view, in both short-term and long-term scenarios. Notably, our DLUT even outperforms supervised trackers in some cases. 
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Table 1. We compared the proposed DLUT with state-of-the-art supervised and unsupervised trackers on the OTB2015 and TrackingNet datasets. “Unsupervised” indicates whether a tracker belongs to an unsupervised one. In the case of unsupervised trackers, the best and second-best metrics are highlighted in red and blue, respectively.
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Tracker

	
Unsupervised

	
OTB2015

	
TrackingNet




	
Suc.

	
Pre.

	
Suc.

	
Pre.

	
NPre.






	
SiamRPN++ [39]

	
No

	
0.695

	
0.906

	
0.694

	
0.800

	
0.733




	
SiamDW [54]

	
No

	
0.670

	
0.892

	
-

	
-

	
-




	
SiamRPN [11]

	
No

	
0.637

	
0.851

	
-

	
-

	
-




	
MDNet [55]

	
No

	
0.660

	
0.885

	
0.565

	
0.705

	
0.606




	
DCFNet [30]

	
No

	
0.580

	
0.769

	
0.533

	
0.654

	
0.578




	
SiamFC [10]

	
No

	
0.586

	
0.772

	
0.533

	
0.663

	
0.571




	
SRDCF [56]

	
No

	
0.598

	
0.789

	
0.455

	
0.573

	
0.521




	
CFNet [57]

	
No

	
0.568

	
0.778

	
0.533

	
0.654

	
0.578




	
Staple [58]

	
No

	
0.578

	
0.783

	
0.470

	
0.603

	
0.528




	
KCF [59]

	
Yes

	
0.485

	
0.696

	
0.419

	
0.546

	
0.447




	
DSST [60]

	
Yes

	
0.518

	
0.689

	
0.460

	
0.588

	
0.464




	
LUDT [61]

	
Yes

	
0.602

	
0.769

	
0.469

	
0.593

	
0.543




	
LUDT+ [61]

	
Yes

	
0.639

	
0.843

	
0.495

	
0.633

	
0.563




	
PUL [34]

	
Yes

	
0.584

	
-

	
0.485

	
0.630

	
0.546




	
USOT [3]

	
Yes

	
0.589

	
0.806

	
0.551

	
0.682

	
0.599




	
USOT * [3]

	
Yes

	
0.574

	
0.775

	
0.566

	
0.691

	
0.615




	
ULAST [4]

	
Yes

	
0.610

	
0.811

	
-

	
-

	
-




	
GOT [35]

	
Yes

	
0.654

	
0.876

	
0.526

	
-

	
0.563




	
ours

	
Yes

	
0.632

	
0.872

	
0.567

	
0.700

	
0.618








USOT * represents the version of the USOT tracker that has been pre-trained on ImageNet with supervision.













 





Table 2. Comparison of the AUC metric for different trackers on the NFS dataset under three tracking scenarios, including high-frame-rate tracking (240 FPS), low-frame-rate tracking with synthesized motion blur (30 FPS MB), and low-frame-rate tracking without motion blur (30 FPS no MB). The results are reported in terms of the AUC metric. The best and second-best metrics are highlighted in red and blue, respectively.
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	Tracker
	KCF

[59]
	LCT

[62]
	HCF

[63]
	DSST

[60]
	SAMF

[64]
	Staple

[58]
	BACF

[65]
	SRDCF

[56]
	FCNT

[66]
	HDT

[67]
	SiamFC

[10]
	MDNet

[55]
	Ours





	30 FPS no MB
	0.209
	0.232
	0.275
	0.277
	0.281
	0.321
	0.332
	0.339
	0.378
	0.386
	0.396
	0.418
	0.426



	30 FPS MB
	0.203
	0.222
	0.270
	0.261
	0.270
	0.310
	0.320
	0.331
	0.365
	0.368
	0.367
	0.395
	0.426



	240 FPS
	0.308
	0.318
	0.357
	0.416
	0.411
	0.421
	0.467
	0.448
	0.447
	0.453
	0.454
	0.450
	0.486










 





Table 3. Ablation study on the contribution of the proposed three decoupling-correlation modules (i.e., PFD, PPD, PLD) to the Success (Suc.) and Precision (Pre.) metrics. Notably, we perform this experiment by using the proposed SRS. The optimal Success and the optimal Precision are highlighted in red and blue, respectively.
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	Experiment ID
	PFD
	PPD
	PLD
	Suc./Pre.





	1
	✓
	
	
	62.7/86.4



	2
	
	✓
	
	60.3/85.1



	3
	
	
	✓
	58.6/80.6



	4
	✓
	✓
	
	63.0/86.6



	5
	✓
	
	✓
	62.9/86.0



	6
	
	✓
	✓
	60.9/83.1



	7
	✓
	✓
	✓
	63.2/87.2



	8
	
	
	
	58.8/79.7










 





Table 4. Comparison of the Success (Suc.) and Precision (Pre.) metrics of decoupling-correlation modules (i.e., PFD, PPD, PLD) designed for the classification branch, regression branch, and online queue branch on the OTB2015 dataset with 11 different attributes, including illumination variation (IV), scale variation (SV), occlusion (OCC), deformation (DEF), motion blur (MB), fast motion (FM), in-plane rotation (IPR), out-of-plane rotation (OPR), out-of-view (OV), background clutter (BC), and low resolution (LR). For each attribute, the optimal Success and the optimal Precision are highlighted in red and blue, respectively.
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	Overall
	IV
	SV
	OCC
	DEF
	MB
	FM
	IPR
	OPR
	OV
	BC
	LR





	PFD
	62.7/86.4
	63.6/87.9
	61.0/84.4
	57.8/78.9
	61.4/87.0
	60.2/81.6
	63.2/86.7
	63.2/88.7
	61.2/85.9
	51.5/73.2
	57.8/80.9
	67.0/97.6



	PPD
	60.3/85.1
	60.5/87.1
	59.0/82.8
	55.5/77.5
	59.0/85.7
	57.9/81.3
	59.8/84.1
	61.8/88.6
	58.2/84.0
	43.7/64.8
	56.4/83.6
	63.1/91.8



	PLD
	58.6/80.6
	60.4/82.9
	58.2/82.0
	54.6/73.6
	54.6/77.2
	55.8/76.3
	56.8/78.2
	60.8/85.2
	58.7/82.2
	52.9/74.2
	52.7/72.7
	63.4/94.5



	ALL
	63.2/87.2
	63.5/88.1
	62.0/85.5
	58.0/79.0
	61.6/86.9
	61.4/83.5
	63.5/87.4
	63.3/89.3
	62.3/87.5
	50.3/71.8
	58.5/82.6
	66.5/96.9



	Base
	58.8/79.7
	58.7/78.7
	59.5/80.3
	54.0/72.9
	54.3/75.0
	58.3/77.2
	62.7/83.2
	60.6/85.2
	59.2/81.4
	50.7/70.0
	53.6/73.3
	55.5/81.7










 





Table 5. Comparison of the Success (Suc.) and Precision (Pre.) metrics for the proposed Suppression-Ranking Strategy (SRS), sample balance loss (SBL), and classification-ranking loss (CRL), where Primary Screening Operation (PSO) is the crucial component of SRS. Notably, we conducted this experiment with the proposed decoupling-correlation modules. The optimal Success and the optimal Precision are highlighted in red and blue, respectively.
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	Experiment ID
	SBL
	CRL
	PSO
	Suc.
	Pre.





	1
	✓
	
	
	61.3
	83.6



	2
	
	✓
	
	62.3
	85.2



	3
	✓
	✓
	
	60.7
	82.3



	4
	✓
	
	✓
	63.2
	87.2



	5
	
	✓
	✓
	61.7
	84.8



	6
	✓
	✓
	✓
	61.5
	83.9



	7
	
	
	
	60.1
	83.2










 





Table 6. Comparison of the Success (Suc.) and Precision (Pre.) metrics for the proposed decoupling-correlation modules and Suppression-Ranking Strategy (SRS). The optimal Success and the optimal Precision are highlighted in red and blue, respectively.
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	Decoupled-Correlation Modules
	SRS
	Suc.
	Pre.





	✓
	
	60.1
	83.2



	
	✓
	58.8
	79.7



	✓
	✓
	63.2
	87.2



	
	
	57.4
	77.5










 





Table 7. Comparison of the Success (Suc.) and Precision (Pre.) metrics of the centerness branch in different stages (Stage 1 and Stage 2). The optimal Success and the optimal Precision are highlighted in red and blue, respectively.
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	Offline (St.1)
	Offline+Online (St.2)
	Suc.
	Pre.





	✓
	
	62.1
	86.3



	
	✓
	63.2
	87.2



	✓
	✓
	62.5
	86.4



	
	
	62.4
	86.6










 





Table 8. Comparison of the Success metric for various supervised and unsupervised trackers on five sequences from different benchmark datasets. “Unsupervised” indicates whether a tracker belongs to an unsupervised one. The best and second-best metrics are highlighted in red and blue, respectively.
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Tracker

	
SiamFC

	
MDNet

	
HDT

	
SRDCF

	
FCNT

	
GradNet

	
Mem-

Tracking

	
SiamRPN

	
SiamMask

	
SiamRPN

++

	
SiamDW

	
UDT

	
USOT

	
Ours




	
Unsupervised

	
No

	
No

	
No

	
No

	
No

	
No

	
No

	
No

	
No

	
No

	
No

	
Yes

	
Yes

	
Yes






	
Skating2-1

	
0.335

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
0.454

	
0.365

	
0.327

	
0.560

	
0.595




	
horse_running

	
0.495

	
0.508

	
0.492

	
0.031

	
0.492

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
0.679




	
person_scooter

	
0.279

	
0.266

	
0.276

	
0.400

	
0.277

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
0.697




	
INF_blackwidow

_1-Done

	
0.545

	
-

	
-

	
-

	
-

	
0.515

	
0.551

	
0.717

	
-

	
-

	
-

	
0.662

	
-

	
0.732




	
spider-14

	
0.063

	
-

	
-

	
-

	
-

	
-

	
-

	
-

	
0.401

	
0.605

	
0.463

	
-

	
0.641

	
0.631
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