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Abstract: Multichannel signals contain an abundance of fault characteristic information on equipment
and show greater potential for weak fault characteristics extraction and early fault detection. However,
how to effectively utilize the advantages of multichannel signals with their information richness
while eliminating interference components caused by strong background noise and information
redundancy to achieve accurate extraction of fault characteristics is still challenging for mechanical
fault diagnosis based on multichannel signals. To address this issue, an effective weak fault detection
framework for multichannel signals is proposed in this paper. Firstly, the advantages of a tensor on
characterizing fault information were displayed, and the low-rank property of multichannel fault
signals in a tensor domain is revealed through tensor singular value decomposition. Secondly, to
tackle weak fault characteristics extraction from multichannel signals under strong background noise,
an adaptive threshold function is introduced, and an adaptive low-rank tensor estimation model is
constructed. Thirdly, to further improve the accurate estimation of weak fault characteristics from
multichannel signals, a new sparsity metric-oriented parameter optimization strategy is provided for
the adaptive low-rank tensor estimation model. Finally, an effective multichannel weak fault detection
framework is formed for rolling bearings. Multichannel data from the repeatable simulation, the
publicly available XJTU-SY whole lifetime datasets and an accelerated fatigue test of rolling bearings
are used to validate the effectiveness and practicality of the proposed method. Excellent results are
obtained in multichannel weak fault detection with strong background noise, especially for early
fault detection.

Keywords: fault diagnosis; fault characteristics extraction; low rank; multichannel signals; rolling bearings

1. Introduction

With the enhancement of rotating equipment in complexity and reliability, prognostics
and health management of equipment attract widespread attention. As a crucial component
of rotating equipment, rolling bearings can cause the entire equipment to shut down and
even lead to serious safety accidents once they fail. Therefore, “timely” bearing weak fault
detection is quite important for the safe operation of high-end mechanical equipment. The
vibration signal contains abundant operation status information on mechanical equipment,
and early fault detection based on the vibration signal has been widely researched [1–4].

Early weak faults are usually represented as tiny changes in vibration signals, which
tend to be blended in a large amount of strong noise interference, making it difficult to ac-
curately extract and recognize. Therefore, to address these problems, some high-efficiency
signal processing techniques and advanced characteristics extraction methods have been
adopted to overcome signal weakness and strong background noise interference. Wang
et al. proposed different low-rank and sparse estimation models for weak fault character-
istics extraction of bearings under different conditions [5–7]. Zhao et al. [8] developed a
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high-concentration TFA technique, termed frequency-chirprate synchrosqueezing-based
scaling chirplet transform (FCSSCT) for analyzing nonstationary and close-spaced fault
frequencies of wind turbines. Li et al. [9] proposed a novel time-frequency ridge estima-
tion (TFRE) method for extracting weak fault characteristics of bearings under variable
speed conditions. Kumar et al. [10] proposed a dynamic degradation monitoring method
based on variational mode decomposition (VMD) and based on trigonometric entropy
measurements for early fault detection of rolling bearings. Zhang et al. [11] proposed a fast
nonlinear blind deconvolution algorithm for early fault diagnosis of rotating machinery.
Bin et al. [12] proposed a method combining wavelet packet decomposition (WPD) and
empirical mode decomposition (EMD) for rotating machinery early fault diagnosis. Li
et al. [13] proposed a new method for extracting the bearing fault characteristic frequency
based on improved singular value decomposition (ISVD). Pan et al. [14] proposed a newly
intelligent diagnosis method based on a semi-supervised matrixized graph embedding
machine (SMGEM), which can use a few labeled samples to obtain better identification
accuracy. Zhao et al. [15] proposed a novel frequency matching demodulation transform
(FMDT) technique extending the generalized demodulation transform for bearing weak
fault feature extraction and diagnosis under variable speeds. However, current signal
processing and characteristics extraction methods for early weak faults mainly focus on
dealing with single-channel signals.

With the popularity of multichannel/multisensory in the Industry 4.0 era, multichan-
nel signals, which contain an abundance of condition information on equipment, show
greater potential for weak fault characteristics extraction and early fault detection. Li
et al. [16] studied composite fault diagnosis based on multi-source signals, and the com-
pression sensing technique was utilized to process signals. Wu et al. [17] proposed a new
deep long-short-term memory model to fuse multisensory monitoring signals and improve
the prediction accuracy. Long et al. [18] researched the multi-sensor signals processing
method with an attention mechanism and improved AdaBoost for motor fault diagnosis. In
addition, to solve the multichannel and multidimensional signal processing problem, mul-
tidimensional signal processing technology has also been further developed. Multivariate
empirical mode decomposition (MEMD) can realize synchronous processing and adaptive
decomposition of multichannel signals [19]. Lv et al. [20] applied MEMD to synchronously
analyze multivariate signals for bearing fault diagnosis. Similarly, Rehman et al. [21]
extended the variational mode decomposition algorithm and proposed multivariate varia-
tional mode decomposition (MVMD) to process multivariate or multichannel data. Song
et al. [22] studied the multichannel mode extraction based on MVMD and self-adaptive
MVMD to realize the multichannel fault diagnosis. Zhang et al. [23] proposed a novel
weighted sparsity index based on multichannel fused graph spectra for machine health
monitoring. Lang et al. [24] proposed the direct MITD (DMITD) algorithm for the adaptive
processing of multi-loop data, which outperforms traditional techniques in capturing both
the regularity and evolution of the plant-wide oscillation from noisy signals in the nonlinear
and nonstationary process. Yan et al. [25] proposed a new approach based on multivariate
singular spectrum decomposition (MSSD) and improved Kolmogorov complexity (IKC),
which demonstrates good performance in extracting fault information and health condition
identification. In fact, in addition to containing more fault characteristic information, the
potential structural information between each channel can effectively assist in weak fault
characteristics extraction and fault diagnosis [26]. However, the current high-dimensional
signal processing methods tend to preprocess data into matrix or vector form. This prepro-
cessing destroys the potential structural information between channels for multichannel
data, weakening the inherent advantages of multichannel signals in characteristics extrac-
tion and fault diagnosis. Thus, how to effectively utilize the advantages of multichannel
signals with their information richness and explore the correlation features between multi-
channel structural information and fault characteristics synchronously has become the key
to achieving effective fault characteristics extraction for weak fault detection.
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Tensors, as a natural and direct form of data representation for high-dimensional
data, can maximize the preservation of data information and structure [27]. Recently,
tensor and tensor decomposition-related research work has been widely carried out in
various fields and has broad application prospects in pattern recognition [28], speech
processing, computer vision [29] and fault diagnosis. The structure correlation between
multichannel signals and the fault modes has a certain mapping relationship, which can
assist in the fault characteristics extraction from multichannel signals effectively. Based on
this assumption, the multichannel processing method based on tensor decomposition has
been widely researched in fault diagnosis. Hu et al. [30] proposed a tensor-based method
to realize the fault diagnosis of rotating equipment. To utilize multisensory signals for
the gear fault diagnosis, Cheng et al. [31] proposed a nearest neighbor convex hull tensor
classifier. Yuan et al. [32] proposed a novel multichannel signal denoising method based on
a high-order singular value decomposition. The multichannel signal processing methods
based on tensor decomposition can fully utilize the topological structure and correlation
between different channels and more effectively extract the structural correlation features
from high-dimensional datasets, which has been a new way for weak fault characteristics
extraction of multichannel signals.

Tensor singular value decomposition (TSVD), as one of the tensor decomposition
methods, has a promising application in signal characteristics extraction under multichan-
nel conditions. Zeng et al. [33] proposed a multispectral image denoising method based
on TSVD and tensor nuclear norm (TNN). Liu et al. [34] presented a tensor train-TSVD
algorithm for data reduction. Song et al. [35] proposed a transformed TSVD-based method
for tensor completion. TSVD-based methods have achieved excellent applications in image
denoising and data recovery, and TSVD is theoretically fully applicable to the processing
of mechanical fault signals. Ge et al. [36] studied tensor robust principal component anal-
ysis (TRPCA) based on TSVD and achieved good applications in bearing fault diagnosis.
Therefore, the TSVD-related method provides a promising way for multichannel signal
processing in the tensor domain. To deal with the weak fault characteristics extraction
from multichannel signals under strong background noise, an adaptive low-rank tensor
estimation model based on multichannel weak fault detection for bearings is investigated
in this paper. The major contributions consist of the following three aspects.

(1) To tackle weak fault characteristics extraction from multichannel signals under strong
background noise, an adaptive threshold function is introduced, and an adaptive
low-rank tensor estimation model is constructed.

(2) A new sparsity metric-oriented parameter optimization strategy is provided for the
adaptive low-rank tensor estimation model to further improve the estimation accuracy
of weak fault characteristics extracted from multichannel signals.

(3) The effectiveness and superiority of the proposed method were verified through
multichannel data from the repeatable simulation, the publicly available XJTU-SY
whole lifetime datasets and an accelerated fatigue test of rolling bearings.

The structure of this paper is arranged as follows. Section 2 introduces the tensor-
related theory and tensor characterization method. The proposed method is described
in Section 3. In Section 4, the effectiveness and superiority of the proposed method are
validated through multichannel simulation signals. The proposed method is also verified
for its superiority through public bearing accelerated fatigue life datasets, and laboratory
bearing accelerated fatigue test datasets in Section 5. Section 6 summarizes the main work
and significance of this paper.

2. Methodology
2.1. Tensor Related Theory

Tensors are the high-dimensional extensions of vectors and matrices, symbolled as
(A,B,C · · · ) in this paper. The order of a tensor represents its dimension. The most
commonly used tensor is the third-order tensor represented by the notation A ∈ Rn1×n2×n3 ,
where n1, n2, n3 represent the size of each order. When the index of one dimension is fixed,
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the obtained subset matrices are called slices. One third-order tensor has three different
slices, namely horizontal slices, lateral slices, and forward slices, represented sequentially
as A1 = A(h, :, :), A2 = A(:, l, :) and A3 = A(:, :, f ).

Tensor singular value decomposition (TSVD) provides a simple and feasible mode
decomposition approach for tensors [33]. For a third-order tensor A ∈ Rn1×n2×n3 , TSVD
can decompose it into the form of tensor products by

A = U ∗ S ∗VT (1)

where U ∈ Rn1×n1×n3 and V ∈ Rn2×n2×n3 are orthogonal tensors and S ∈ Rn1×n2×n3 is a
diagonal tensor as shown in Figure 1. Through applying a Fourier transform along the
3rd-dimensional direction of the tensor, TSVD can be computed efficiently via multiple
matrix SVD in the Fourier domain [29,37].
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The 1 norm of a tensor is defined as the sum of absolute values of all elements in the
tensor. The Frobenius norm of a tensor is defined as the square root of the sum of squares
of all elements in the tensor. Based on the above TSVD theory, the tensor nuclear norm is
defined as the sum of all singular values in the Fourier domain. For a third-order tensor
A ∈ Rn1×n2×n3 , the corresponding calculation formulae are as follows.

∥A∥1 = ∑
a,b,c

|A(a, b, c)| (2)
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√
∑
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A(a, b, c)2 (3)

∥A∥∗ = ∑
i

(
∑
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2.2. Tensor Construction of Multichannel Signals Based on Phase Space Reconstruction

The multichannel signal tensor in this paper will be constructed using the original
time-series signal. The employment of the original time-series signal preserves the integrity
of the raw data without losing the original information of the signal. Combined with the
tensor, which is the most direct form of high-dimensional data expression, the high-order
characterization of vibrational signals adopted in this paper can maximally retain the
correlation information and potential data structure embedded within the original time-
series data. In addition, according to chaos dynamics theory, the tensor characterization
based on phase space reconstruction can better display the dynamic characteristics of the
system and has been widely used in practice [38]. Therefore, the phase space reconstruction
method is utilized in this section to tensorize the multichannel signals.

Assume that a d-channel signal S = [sT
1 (t), · · · , sT

d (t)] is acquired; every channel signal
is si(t) = [si(1), si(2), · · · , si(N)], i = 1, · · · , d. Then, the observation tensor Z ∈ Rm×L×d

can be constructed based on phase space reconstruction as

Z(:, :, i) =


si(1) si(2) · · · si(L)

si(1 + τ) si(2 + τ) · · · si(L + τ)
...

...
. . .

...
si(1 + (m − 1)τ) si(2 + (m − 1)τ) · · · si(N)

 (5)
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where L denotes the basic window length of the observation tensor, τ represents the time
delay, N is the total length of signals, m denotes the embedding dimension, and d is the
number of channels. Obviously, they satisfy as

L = N − τ × (m − 1). (6)

Based on the characteristics of fault signals and expert knowledge, tensor construction of
multichannel signals based on phase space reconstruction can effectively utilize the diversity
of multichannel signals to enhance the representation of fault characteristics with reasonable
structural parameters. For example, as shown in Figure 2, it is a whole lifetime root mean
square (RMS) plot of a test bearing. In the figure, four representative states of the whole
lifetime are selected and their multichannel signals are represented as observation tensors.
Obviously, there are differences between multichannel signals, exhibiting diversity in both the
time domain and tensor domain. At the same time, multichannel signals have consistency
in characterizing the trend of fault development. And as the degree of fault increases, the
fault characteristics reflect a certain structural correlation in multichannel tensors. Therefore,
fault characteristics extraction based on multichannel signals has the advantages of data
diversity and completeness. The tensor representation based on phase space reconstruction
can effectively utilize the structural correlation between multichannel signals.
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During the early bearing fault stage, the fault characteristics are very weak. Although
multichannel signals contain richer fault characteristics, they are still submerged by strong
background noise. How to utilize the structural characteristics of multichannel signals in
the tensor domain to extract weak fault characteristic components is the key problem to
tackle within this paper.

3. Proposed Method
3.1. The Low-Rank Property of Multichannel Fault Signals

In this section, the simulated multichannel inner race fault signals of rolling bearings
are used to reveal the low-rank property of multichannel fault signals in the tensor do-
main. The detailed simulation parameters are described in Section 4. To display the fault
characteristics of multichannel signals, the bearing fault signals attached with Gaussian
white noise are simulated at first, in which the signal-to-noise ratio (SNR) is set to 20 dB.
The time-domain waveforms and frequency spectra of the simulated multichannel bearing
fault signals are shown in Figure 3. Signals from the three channels have certain differences
in the time domain and exhibit the same fault characteristics in the frequency domain. To
find the influences of strong background noise on fault signals in the tensor domain, the
noise-free fault signals and the noisy fault signals with an SNR of −20 dB were simulated.
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The simulated fault signals are transformed into the tensor domain through phase space
reconstruction and then processed by TSVD. The results are shown in Figures 4 and 5. It
can be observed that the observation tensor of the noise-free fault signals exhibits a certain
degree of low-rank structure in the high-dimensional domain, as shown in Figure 4a. And
the singular values in each frontal slice obtained by TSVD mainly gather in the first few
ranks in the Fourier domain. It can be concluded that the multichannel noise-free fault
signals have a low-rank property in the tensor domain. However, for the noisy fault signals
under strong background noise in Figure 5, the low-rank property of the fault signals
cannot be observed anymore and is almost all masked by strong background noise in both
the tensor domain and the Fourier domain.
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Figure 3. The simulated multichannel fault signals with an SNR of 20 dB: (a) time-domain waveforms;
(b) frequency spectra.
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Therefore, how to exploit the low-rank property of the multichannel fault signals in
the tensor domain to achieve accurate extraction of weak fault characteristics under strong
background noise is the key issue to tackle in this paper.

3.2. The Adaptive Low-Rank Tensor Estimation Model

For an observation tensor Z , assume that it consists of a fault characteristic component
X and a noise component G. For the multichannel fault signals that have a low-rank
property in the tensor domain, significantly different from random noise components, the
fault characteristic component X can be roughly extracted from strong background noise
by solving the following optimization problem.

argmin∥X ∥∗
X ,G

+ λ∥G∥1 s.t. Z = X + G (7)

where ∥X ∥∗ represents the tensor nuclear norm, and λ∥G∥1 is a regularization term
to balance the model against overfitting. The minimum nuclear norm constraint is an
extremely strong convex constraint in mathematics, which can strongly induce a low-rank
property of the estimated component X . Based on the tensor robust principal component
analysis (TRPCA), Equation (7) can be transformed into the following low-rank tensor
estimation model, relaxing the tensor nuclear norm constraints [29].

min
X ,G

n3

∑
i=1

n

∑
j=1

soft(σ(i)
j (X ), γ) + λ∥G∥1 s.t. Z = X + G (8)

where soft(σ, γ) = max(σ − γ, 0) represents the soft threshold function. The solution
to Equation (8) can be obtained through the alternating direction method of multipliers
(ADMMs) algorithm [39]. However, once a certain threshold is exceeded, the soft threshold
function utilized in this model reduces all singular spaces equally at each iteration. This
reduction strategy reduces the fault characteristic components significantly while weaken-
ing the noise, which is not conducive to weak fault characteristic extraction under strong
background noise.

It can be seen that singular values of the fault signals have significant low-rank
properties in the Fourier domain in Figure 4. In order to clearly observe the amplitude
proportion of the fault signal component in singular spaces, the noisy signals with an
SNR of 5 dB are simulated, as an example. All singular values obtained by TSVD are
arranged and displayed from largest to smallest, and the fault component is projected onto
the corresponding singular spaces, as shown in Figure 6. It can be observed that the fault
component is mainly distributed in the first few singular spaces, and as the singular value
decreases, the proportion of the fault component decreases rapidly and is subsequently cut
down to zero. Therefore, the threshold reduction strategies should be adaptively adjusted
with singular values. In order to better fit the fault characteristic component, a more robust
adaptive threshold function is introduced. Firstly, a threshold τ needs to be set. Secondly,
an inversely proportional function is introduced to fit the association of singular values
with reduction strategies. Thirdly, to ensure the non-convexity of the threshold function, a
parameter γ is added to control the shape of the function. Finally, an adaptive threshold
function is represented as

fτ,γ(σ) =

{
0 , σ ≤ τ
σ·
(
1 − ( τ

σ )
γ) , σ > τ

. (9)

Combined with this adaptive threshold function, an improved model, adaptive low-
rank tensor estimation model is constructed as follows.

min
X ,G

n3

∑
i=1

n

∑
j=1

fτ,γ(σ
(i)
j (X )) + λ∥G∥1 s.t. Z = X + G (10)
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where σ
(i)
j (X ) is the j-th singular value in the i-th slice of tensor X in the Fourier domain.
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3.3. MGISES-Oriented Parameter Optimization Strategy

To improve the fault characteristics extraction accuracy and maximize energy retention
of fault signals, it is necessary to optimize the parameters τ and γ in the adaptive low-rank
tensor estimation model. The fault of rolling bearings shows the impact characteristics in
the vibration signal, which can be utilized to induce the parameter optimization strategy of
the model for the accurate extraction of the fault characteristic components.

As an excellent sparsity metric, the Gini index (GI) is sensitive to the impact characteris-
tics of signals and frequently used for fault detection in rotating mechanical equipment [40].
Compared with other metrics, GI has a unique resistance to random disturbances, which
makes GI-based metrics less susceptible to random impulses caused by impacts on the
outside of the bearing housing or electromagnetic interference [41]. Thus, GI is ideally suit-
able for weak fault detection in rotating mechanical equipment under strong background
noise. Wang et al. proposed several GI-related sparsity metrics for machine condition
monitoring [42–44].

Based on the advantages of GI and considering the requirement of simultaneous
evaluation of multichannel signals, a new metric, multichannel GI of square envelope
spectrum (MGISES), is designed in this paper for the evaluation of the sparsity of fault
signals. For a vibration signal s = (s1, . . . , sN), its square envelope spectrum can be
obtained by SES = abs( f f t(|s|2)). Then, the GI of the square envelope spectrum (GISES)
can be defined as [45]

GISES = 1 − 2
N

∑
n=1

SES(n)
∥SES∥1

(
N − n + 0.5

N
). (11)

For a d-channel signal S = [sT
1 (t), sT

2 (t), . . . , sT
d (t)], MGISES is defined as the average GISES

of all channels as

MGISES =
1
d

d

∑
j=1

GISES(sT
j (t)). (12)

Then, the grid search algorithm [46] is used to search for the optimal parameters ac-
cording to MGISES, and an MGISES-oriented parameter optimization strategy is developed.
The detailed procedures of the MGISES-oriented parameter optimization are generalized
in Algorithm 1. According to the low-rank property of the fault signal, the second largest
singular value is chosen as the upper bound of the parameter τ. The parameter γ needs to
be greater than one to ensure non-convexity, and its upper bound is chosen to be 10. The
parameter optimization process and results of the simulated multichannel noisy signals
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in Figure 6 are displayed, as an example in Figure 7. It can be seen from Figure 7 that
the threshold function obtained based on the proposed parameter optimization strategy
excellently fits the real singular values of the fault component, maximizing signal energy
retention of the fault characteristics under strong background noise. In order to demon-
strate the influence of parameters on the threshold function, the functions with different
parameters are also drawn in Figure 7b for comparison.

Algorithm 1. MGISES-oriented parameter optimization

Input: γmin, γmax, τmin, τmax
1. Determine the resolution ∆γ and ∆τ

2. Calculate MGISES(i, j)
for i = 1:I

for j = 1:J
γ(i) = γmin + ∆γ × (i − 1), τ(i) = τmin + ∆τ × (j − 1)
Calculate MGISES(i, j) according to γ(i) and τ(j)
while γ(i) ≥ γmax&τ(j) ≥ τmax

break
end

end
end

Output: Parameters γ and τ with the maximum MGISES
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3.4. Solution of Adaptive Low-Rank Tensor Estimation Model
In this section, the ADMM algorithm will be used for Equation (10). Firstly, the

augmented Lagrangian function is constructed for Equation (10) as

Lµ(X ,G,Y) =
n3

∑
i=1

n

∑
j=1

fτ,γ(σ
(i)
j (X̂ )) + λ∥G∥1 + ⟨Y ,X + G −Z⟩+ µ

2
∥X + G −Z∥2

F (13)

where Y represents the Lagrange multiplier, and µ denotes the penalty coefficient. Accord-
ing to the ADMM framework, the optimization of Lµ(X ,G,Y) can be achieved iteratively
by following the procedure:

(1) Update X k+1: When fixing the variables Gk and Y k, the problem (13) can be
simplified as

X k+1 = argmin
X

n3
∑

i=1

n
∑

j=1
fτ,γ(σ

(i)
j (X̂ )) + ⟨Y k,X + Gk −Z⟩+ µ

2
∥X + Gk −Z∥2

F

= argmin
X

n3
∑

i=1

n
∑

j=1
fτ,γ(σ

(i)
j (X̂ )) +

µ

2
∥X − (−Gk +Z − Y k

µ
)∥

2

F

(14)
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(2) Update Gk+1: When fixing the variables X k and Y k, the problem can be simpli-
fied as

Gk+1 = argmin
G

λ∥G∥1 + ⟨Y k,X k+1 + G −Z⟩+ µ
2 ∥X k + G −Z∥2

F

= argmin
G

λ∥G∥1 +
µ
2 ∥G − (−X k+1 +Z − Y k

µ )∥
2

F

(15)

(3) Update Y k+1: When fixing the variables X k+1 and Gk+1, the problem can be
simplified as

Y k+1 = Y k + µ(X k+1 + Gk+1 −Z) (16)

Let M = Y/µ, the iteration process can be simplified to following three subproblems

X k+1 = argmin
X

n3

∑
i=1

n

∑
j=1

fτ,γ(σ
(i)
j (X̂ )) +

µ

2
∥X − (−Gk +Z −Mk)∥2

F (17)

Gk+1 = argmin
G

λ∥G∥1 +
µ

2
∥G − (−X k+1 +Z −Mk)∥2

F (18)

Mk+1 = Mk +X k+1 + Gk+1 −Z (19)

where (·)k represents the k-th iteration.
Problem (17) is the core procedure to achieve low-rank component extraction. Based

on TSVD, Equation (17) can be decomposed into n3 subproblems as

X̂ (i)
k+1 = argmin

X̂ (i)

n
∑

j=1
fτ,γ(σ

(i)
j (X̂ )) +

µ

2
∥X̂ (i) − (−Ĝ(i)

k + Ẑ (i) − M̂(i)
k )∥

2

F

= argmin
X̂ (i)

τγ

µ

n
∑

j=1

1

(σ
(i)
j (X̂ ))

γ−1 σ
(i)
j (X̂ ) +

1
2
∥X̂ (i) − (−Ĝ(i)

k + Ẑ (i) − M̂(i)
k )∥

2

F

(20)

which can be solved through

X̂ (i)
k+1 = D̂(i)

τ,γ(−Ĝ(i)
k + Ẑ (i) − M̂(i)

k ) (21)

where D̂(i)
τ,γ(·) = Û (i)

k diag{ fτ,γ(σ
(i)
j (·))}V̂ (i)T

k , and 1 ≤ j ≤ n is the singular value threshold
algorithm [47]. The essence of this operation is to adaptively reduce the magnitude of
all singular spaces at each iteration based on the proposed adaptive threshold function.
As illustrated in Figure 8, the smaller singular values are rapidly reduced to zero. For
the singular spaces containing fault components, the larger singular value is adaptively
reduced according to its own magnitude. Therefore, the reduction strategy eliminates
the noise component while avoiding a significant reduction in the useful singular space
amplitude, which effectively realizes the energy retention of the low-rank fault component.
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Based on the above derivation, the low-rank tensor estimation algorithm for solving
Equation (10) is obtained. The detailed procedures of the algorithm are shown in Algorithm 2.

Algorithm 2. Solve Equation (10) by ADMM

Input: tensor Z ∈ Rn1×n2×n3 , parameters λ, τ, γ, µ, ξ, maximum iterations N;
While convergence is not satisfied do

1. Update X k+1 by: X k+1 = argmin
X

n3

∑
i=1

n
∑

j=1
fτ,γ(σ

(i)
j (X̂ )) +

µ

2
∥X − (−Gk +Z −Mk)∥2

F;

2. Update Gk+1 by: Gk+1 = argmin
G

λ∥G∥1 +
µ
2 ∥G − (−X k+1 +Z −Mk)∥2

F;

3. Update Mk+1 by: Mk+1 = Mk +X k+1 + Gk+1 −Z ;
4. Check for convergence: ∥X k+1 −X k∥∞ ≤ ξ, ∥Gk+1 − Gk∥∞ ≤ ξ, ∥X k+1 + Gk+1 −Z∥∞ ≤ ξ

End
Output: X

3.5. Weak Fault Detection Framework Based on Multichannel Signals

To tackle the weak fault characteristics of exact extraction from multichannel signals under
strong background noise, an effective weak fault detection framework based on an adaptive
low-rank tensor estimation model is proposed in this paper. The flowchart of the proposed
framework is shown in Figure 9, which consists of the following three main procedures.
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(1) Tensor construction of multichannel signals. Firstly, the multichannel signals of
rolling bearings are sampled. Then, appropriate parameters of window length L and time
delay τ are selected based on fault signal characteristics. Next, the multichannel signals
are transformed into tensors based on phase space reconstruction. Then, the third-order
observation tensor Z is constructed based on multichannel signals.

(2) Low-rank fault characteristics extraction. Two hyper-parameters in the proposed
adaptive threshold function need to be optimized first. The MGISES-oriented parameter
optimization strategy is utilized to obtain the optimal parameters based on the observation
tensor Z . Then, an adaptive low-rank tensor estimation model can be constructed to
estimate the low-rank component. Next, the ADMM algorithm is used to obtain the
solution of this model. Finally, the low-rank tensor X representing the bearing fault
characteristics can be obtained.

(3) Signal reconstruction and fault detection. The low-rank characteristic tensor X is
reconstructed into multichannel signals by inverse phase space reconstruction. Envelope
spectrum analysis can reflect the characteristics of vibration signals more comprehensively
and intuitively. Therefore, the reconstructed multichannel signals are analyzed by envelope
spectrum analysis to achieve weak fault detection at last.

4. Simulation Analysis

To verify the effectiveness of the adaptive low-rank tensor estimation method pro-
posed in this paper, multichannel signals of rolling bearings with inner race fault and
strong background noise are simulated and processed in this section. In addition, some
comparative analysis is conducted on related algorithms as shown in Table 1. In order
to verify the advantages of the adaptive threshold function, traditional low-rank tensor
estimation is selected for comparison. To validate the effect of parameter optimization
oriented by different metrics, we compared our method with the Kurtosis-oriented method
and the Negative entropy-oriented method. To highlight the role that the tensor plays
in the method of this paper, we compared our method with four advanced multichannel
signal processing methods (i.e., MEMD, MVMD, MITD, and MSSD). MEMD and MVMD
are multichannel mode decomposition methods proposed based on EMD and VMD, re-
spectively, both of which can realize simultaneous decomposition of multi-dimensional
signals. MITD has been pioneered for the adaptive processing of multi-loop data, which
overcomes the problem of projection sensitivity. MSSD can extract adaptively multichannel
mode components from multivariable signals containing different channels.

Table 1. Comparative algorithms.

Method Algorithms Used Key Points of Comparisons

Method 1 Traditional low-rank tensor estimation method [29] Threshold function
Method 2 Kurtosis-oriented adaptive low-rank tensor estimation method Parameter optimization strategy
Method 3 Negative entropy-oriented adaptive low-rank tensor estimation method
Method 4 MEMD [20]

Tensor based method
Method 5 MVMD [21]
Method 6 MITD [24]
Method 7 MSSD [25]

4.1. Weak Fault Detection Based on the Proposed Method

In engineering practice, the sampled multichannel vibration signals of rolling bearings
not only contain fault impact components but also are affected by other rotating connections
and external noise. At the same time, there are certain differences between channels.
Therefore, 3-channel signals of bearings can be expressed as [36]

S=MY+N (22)

where Y represents the simulated signal consisting of three source signals, N denotes the
strong background noise, and M is a 3 × 3 random matrix.
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Y in (22) is composed of three source signals as

Y = [yT
1 (t), yT

2 (t), yT
3 (t)] (23)

y1(t) = p(t)∑I
i=0 mi(t) cos(2π fet − ni(t) + φi)

mi(t) = Eie−ζ(t−iT−ηi)u(t − iTc − ηi)

ni(t) = ∑J
j=1 Mij sin(2π f t + φij)

(24)

y2(t) = 0.01 cos(2π f2t + 20) (25)

y3(t) = 0.02 sin(2π f3t + 10). (26)

The fault signal of rolling bearings, recorded as y1(t) in Equation (24), can be viewed
as a superimposition of several pulses [48,49]. The functions mi(t) and ni(t) are modulation
components corresponding to amplitude and frequency, respectively. The function p(t) refers
to the modulation effect generated by the transmission from the fault location to the sensor
mounting location. For inner race fault, p(t) = P[1+ cos(2π frt)]. Ei,Mij and P are amplitudes,
which in this case take the values 0.25, 1, and 3, respectively. Tc is the period of transients. In
this paper, the bearing inner race fault signal is simulated with 10,010 sampling points and
10 kHz sampling frequency, respectively. The settings of the other parameters are shown in
Table 2. The functions y2(t) and y3(t) are two low-amplitude harmonic interfering signals
with the characteristic frequency of f 2 = 20 Hz and f 3 = 50 Hz, respectively.

Table 2. Parameters of the fault signal.

φi φij fe ζ ηi fr f

0 0 2000 Hz 800 0.02/f 15 Hz 200 Hz

Then, a 3-channel signal Y can be simulated by a random mixing matrix M, as follows

M =

0.7820 0.4191 0.3906
0.4904 0.1158 0.2848
0.8571 0.3243 0.1519

. (27)

Attached with Gaussian white noise N(N = {ni(t)}, i = 1, 2, 3), the time-domain
waveforms and frequency spectra of the simulated multichannel signals with an SNR of
−10 dB are plotted in Figure 10. It can be observed that the fault characteristic frequencies are
completely masked, rendering any useful fault-related information unreadable. In order to
exactly extract the bearing fault characteristics under strong background noise, the proposed
weak fault characteristics extraction method is applied to this simulated multichannel noisy
signals. The results are displayed in Figure 11. The inner race fault frequency and its harmonic
components can be clearly seen from the extracted signals characterizing the inner race fault,
and the interference of the background noise has been effectively removed.

4.2. Comparative Analysis

The results of fault characteristics extraction based on Method 1 are shown in Figure 12.
Almost no useful information about the fault characteristics can be observed from time-
domain waveforms and envelope spectra. Therefore, Method 1 cannot achieve effective
fault characteristics extraction under strong background noise. Different from the adaptive
low-rank tensor estimation model, Method 1 utilizes the soft threshold function to reduce
the noisy components during each iteration optimization. Once the singular values are big-
ger than a certain threshold, the reduction in singular spaces remains equal, independent of
the singular values. When processing signals with strong background noise, this procedure
undoubtedly would lead to a synchronous reduction in the characteristic components in
the dominant singular spaces, leading to poor fault characteristics extraction performance.
By comparing the results in Figures 11 and 12, the superiority of the proposed adaptive
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threshold function and adaptive low-rank tensor estimation model in dealing with strong
background noise can be further verified.
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0.7820 0.4191 0.3906
0.4904 0.1158 0.2848
0.8571 0.3243 0.1519

M
 
 =  
  

. (27)
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Figure 11. The results of the proposed method for signals with an SNR of −10 dB: (a) time-domain
waveforms; (b) envelope spectra.
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Figure 12. The results of Method 1 for signals with an SNR of −10 dB: (a) time-domain waveforms;
(b) envelope spectra.

The results of fault characteristics extraction based on Method 2 and Method 3 are
shown in Figure 13 and Figure 14, respectively. Obviously, Method 2 and Method 3 can
extract some fault characteristics related components, which is attributed to the low-rank
tensor estimation model proposed in this paper. However, their effectiveness is significantly
inferior to the proposed method in Figure 11. This is due to the fact that the proposed
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MGISES has a unique resistance to random disturbances and is less susceptible to extreme
values or outliers, so the proposed method is less susceptible to random impulses caused by
impacts on the outside of the bearing housing or electromagnetic interference. In contrast,
the two sparsity metrics, Kurtosis and Negative entropycrag, which are used as comparison
methods, have no such effect. Therefore, the oriented parameter optimization strategy is
more helpful for weak fault characteristics extraction of the proposed method under strong
background noise.
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Figure 13. The results of Method 2 for signals with an SNR of −10 dB: (a) time-domain waveforms;
(b) envelope spectra.
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Figure 14. The results of Method 3 for signals with an SNR of −10 dB: (a) time-domain waveforms;
(b) envelope spectra.

The results based on the other four methods (i.e., Method 4, Method 5, Method 6,
and Method 7) are displayed in Figure 15, by selecting the appropriate number of de-
composition layers and intrinsic mode functions (IMFs), respectively. From the results of
these four comparison methods in Figure 15, only the results of Method 5 vaguely show
fault-related information. There is almost no fault-related information in the results of
the other three methods. Both of them fail to realize useful noise reduction for signals
with strong background noise. For these four methods, not considering the inter-channel
correlation, they cannot fully exploit the correlation information between multichannels to
realize the noise reduction. This will result in information redundancy in multichannel sig-
nals, causing interference in fault characteristics extraction. Instead, the proposed method
is tensor-based, which fully utilizes the structural correlation between the multichannel
signals. It is thus verified once again that the tensor-based characteristics extraction method
is able to achieve better noise reduction results.
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Figure 15. The results for signals with an SNR of −10 dB based on: (a) Method 4; (b) Method 5;
(c) Method 6; (d) Method 7.

5. Experiment Verification

Early faults are usually very weak and masked by strong surrounding background
noise. Therefore, it is difficult to detect. Timely fault detection in the early fault stage could
undoubtedly provide more time and possibility, for preventive maintenance of equipment,
more reference basis for further life prediction, and effectively reduce maintenance costs
and machine downtime. The proposed method is applied for early fault detection in
real scenarios to further validate its superiority in multichannel weak fault characteristics
extraction under strong background noise. Two different bearing whole lifetime datasets,
the publicly available XJTU-SY bearing whole lifetime dataset from Xi’an Jiaotong Univer-
sity [50] and the rolling element bearing dataset of an accelerated fatigue test, are utilized
for validation.

5.1. Case 1: XJTU-SY Bearing Lifetime Dataset

The bearing accelerated fatigue testing platform of XJTU-SY is shown in Figure 16. The
testbed consists of an AC induction motor, hydraulic loading system, motor speed controller,
support bearings, and support shaft. The type of tested bearing is an LDK UER204. Datasets
of Bearing1_1 and Bearing1_3 are selected for further analysis, whose rotating speed and
radial force are 2100 rpm and 12 kN, respectively. The sampling frequency is 25.6 kHz.
A total of 1.28 s of data were recorded per minute. Two accelerometers were installed to
collect the vibration signals through two channels.

Figure 17 displays the root mean square (RMS) of the vibration signals throughout
the whole lifetime for both bearings. A distinct rise in the RMS value, especially when
followed by a continuous increase, usually indicates the occurrence of fault for bearings
as highlighted by the red rectangular box in Figure 17. The signals sampled around these
time points are further analyzed to study the state of the bearings. The envelope spectra
of the signal at 81 min in Bearing1_1 and 61 min in Bearing1_3 are displayed in Figure 18,
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from which the rotating frequency and the characteristic frequency of bearing outer race
fault can be clearly observed in both channels from these two bearings. It indicates that a
local fault has occurred in the outer race during the degradation processes.
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Figure 16. Bearing testing platform of XJTU-SY.

Sensors 2024, 24, 3762 18 of 29 
 

 
Figure 16. Bearing testing platform of XJTU-SY. 

Figure 17 displays the root mean square (RMS) of the vibration signals throughout 
the whole lifetime for both bearings. A distinct rise in the RMS value, especially when 
followed by a continuous increase, usually indicates the occurrence of fault for bearings 
as highlighted by the red rectangular box in Figure 17. The signals sampled around these 
time points are further analyzed to study the state of the bearings. The envelope spectra 
of the signal at 81 min in Bearing1_1 and 61 min in Bearing1_3 are displayed in Figure 18, 
from which the rotating frequency and the characteristic frequency of bearing outer race 
fault can be clearly observed in both channels from these two bearings. It indicates that a 
local fault has occurred in the outer race during the degradation processes. 

  
(a) (b) 

Figure 17. Root mean square of bearings in the whole lifetime: (a) Bearing1_1; (b) Bearing1_3. 

  
(a) (b) 

Figure 18. The envelope spectra of the sampled signals: (a) at 81 min in Bearing1_1; (b) at 61 min in 
Bearing1_3. 

0 20 40 60 80 100 120
Time(min)

0

2

4

6

8
RMS

Channel#1
Channel#2

77~80min

Early fault is detected(63min).

A
m

pl
itu

de

A
m

pl
itu

de

Figure 17. Root mean square of bearings in the whole lifetime: (a) Bearing1_1; (b) Bearing1_3.
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Figure 18. The envelope spectra of the sampled signals: (a) at 81 min in Bearing1_1; (b) at 61 min in
Bearing1_3.

Due to the low sensitivity of the RMS metrics to early faults, more detailed fault
information cannot be obtained from the RMS plots. Instead, the proposed method is
capable of exactly extracting early weak fault characteristics that are submerged by the
strong background noise. To detect the early fault as quickly as possible, the signals
sampled before the obvious fault stage are analyzed using the proposed method.

Firstly, a third-order tensor with the size of 138 × 245 × 2 is constructed by multi-
channel signals. Then, the observation tensor is processed through the MGISES-oriented
parameter optimization strategy, the weak fault characteristics extraction by the adap-
tive low-rank tensor estimation model, inverse phase space reconstruction, and envelope
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spectrum analysis of the denoised signals. The early faults can be detected at 63 min in
Bearing1_1 and 43 min in Bearing1_3 at the earliest. The envelope spectra of the original
signals are displayed in Figure 19. It is only possible to observe the rotating frequency of
the bearings, while almost all fault characteristic frequencies of both bearings and their
harmonics are drowned out by the strong background noise. Then, the envelope spectra of
the finally extracted fault characteristic signals are shown in Figure 20. It is observed that
the fault characteristic frequencies of both bearings and their harmonics can be distinctly
identified after noise reduction by the proposed method. It indicates that these two bearings
start to undergo a weak degradation phenomenon at this point, producing early faults.
After this moment, both bearings gradually began to show obvious faults. Finally, the
testing bearings run to failure. Then, it was found through disassembly and inspection that
these two bearings did indeed have outer race faults. Therefore, the early faults of both
bearings can be clearly and timely identified based on the proposed method.
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Figure 19. The envelope spectra of the sampled signals: (a) at 63 min in Bearing1_1; (b) at 43 min in
Bearing1_3.

Sensors 2024, 24, 3762 19 of 29 
 

Due to the low sensitivity of the RMS metrics to early faults, more detailed fault in-
formation cannot be obtained from the RMS plots. Instead, the proposed method is capa-
ble of exactly extracting early weak fault characteristics that are submerged by the strong 
background noise. To detect the early fault as quickly as possible, the signals sampled 
before the obvious fault stage are analyzed using the proposed method. 

Firstly, a third-order tensor with the size of 138 × 245 × 2 is constructed by multichan-
nel signals. Then, the observation tensor is processed through the MGISES-oriented pa-
rameter optimization strategy, the weak fault characteristics extraction by the adaptive 
low-rank tensor estimation model, inverse phase space reconstruction, and envelope spec-
trum analysis of the denoised signals. The early faults can be detected at 63 min in Bear-
ing1_1 and 43 min in Bearing1_3 at the earliest. The envelope spectra of the original sig-
nals are displayed in Figure 19. It is only possible to observe the rotating frequency of the 
bearings, while almost all fault characteristic frequencies of both bearings and their har-
monics are drowned out by the strong background noise. Then, the envelope spectra of 
the finally extracted fault characteristic signals are shown in Figure 20. It is observed that 
the fault characteristic frequencies of both bearings and their harmonics can be distinctly 
identified after noise reduction by the proposed method. It indicates that these two bear-
ings start to undergo a weak degradation phenomenon at this point, producing early 
faults. After this moment, both bearings gradually began to show obvious faults. Finally, 
the testing bearings run to failure. Then, it was found through disassembly and inspection 
that these two bearings did indeed have outer race faults. Therefore, the early faults of 
both bearings can be clearly and timely identified based on the proposed method. 

  
(a) (b) 

Figure 19. The envelope spectra of the sampled signals: (a) at 63 min in Bearing1_1; (b) at 43 min in 
Bearing1_3. 

  
(a) (b) 

Figure 20. The envelope spectra of the denoised signals by the proposed method: (a) at 63 min in 
Bearing1_1; (b) at 43 min in Bearing1_3. 

With the aim of validating the superiority of the “very early” detection of the pro-
posed method, the earliest time points at which faults can be clearly identified are also 

A
m

pl
itu

de

A
m

pl
itu

de

A
m

pl
itu

de

A
m

pl
itu

de

Figure 20. The envelope spectra of the denoised signals by the proposed method: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.

With the aim of validating the superiority of the “very early” detection of the proposed
method, the earliest time points at which faults can be clearly identified are also analyzed
by the proposed method for Bearing2_1 and Bearing3_1. The results are listed in Table 3.
Furthermore, early fault detection results from the relevant references are also listed in
Table 3 for comparison. It is obvious that the proposed method has a distinct advantage in
early fault detection.

Then, the signals sampled at 63 min in Bearing1_1 and 43 min in Bearing1_3 are also
processed by the methods in Table 1 for comparative analysis. Figure 21 shows the envelope
spectra of the denoised signals by Method 1. From Figure 21a, it can be found that only
the fault characteristic frequency in Channel#1 can be observed in the extracted signal
for Bearing1_1. In Figure 21b, the fault characteristic frequency and two times the fault
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characteristic frequency can be seen in both channels for Bearing1_3. However, obvious
background noise is still visible in the envelope spectra of both channel signals.

Table 3. Comparisons of early fault detection.

Bearing Dataset Whole Lifetime Detected Early Fault Points Results of Proposed Method

Bearing1_1 123 min 67 min [11] 63 min
Bearing1_3 158 min 59 min [51] 43 min
Bearing2_1 491 min 453 min [52] 434 min
Bearing3_1 2538 min 2368 min [53] 2321 min
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Figure 21. The envelope spectra of the denoised signals based on Method 1: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.

Figures 22 and 23 show the envelope spectra of the denoised signals by Method 2 and
Method 3. The fault characteristic frequency and its harmonic frequencies are clearly seen
in the signals denoised by Method 2 and Method 3, which are attributed to the utilization
of the fault characteristics extraction method based on the adaptive threshold function and
the adaptive low-rank tensor estimation model. However, compared to Figure 20, their
fault characteristics extraction capabilities, as well as their energy retention effects, are
relatively poor.

Figures 24–27 show the envelope spectra of the denoised signals of the two bearings
by the other four methods in Table 1 (i.e., Method 4, Method 5, Method 6, and Method 7)
through selecting the appropriate number of decomposition layers and intrinsic mode
functions (IMFs). The best noise reduction was achieved by Method 7. The results for the
two bearings show clear fault frequencies but still suffer from noise interference. The re-
maining three methods can see little fault-related information in the result plots. Compared
to Figure 20, these four methods are generally unable to effectively extract early weak fault
characteristics from strong background noise.
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Figure 22. The envelope spectra of the denoised signals based on Method 2: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.
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Figure 23. The envelope spectra of the denoised signals based on Method 3: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.
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Figure 24. The envelope spectra of the denoised signals based on Method 4: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.
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Figure 25. The envelope spectra of the denoised signals based on Method 5: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.

The proposed method can effectively utilize the structural correlation between multi-
channel signals to enhance the low-rank characteristics extraction ability. At the same time,
under the guidance of the sparsity metric, it can maintain superior fault characteristics
extraction ability in the presence of strong background noise. Therefore, for the “very early”
fault stage, the proposed method achieves much better performances compared with the
other four methods.
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Figure 26. The envelope spectra of the denoised signals based on Method 6: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.
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Figure 27. The envelope spectra of the denoised signals based on Method 7: (a) at 63 min in
Bearing1_1; (b) at 43 min in Bearing1_3.

5.2. Case 2: An Accelerated Fatigue Test of Rolling Element Bearings

To further verify the superiority of the proposed method in multichannel weak fault
characteristic extraction and early fault detection, an accelerated fatigue test was conducted
on the accelerated bearing life tester (ABLT-1A), as shown in Figure 28a. The experimental
platform consisted of a lubrication system, transmission system, data acquisition system,
AC motor, and loading system. Four bearings typed 6307 were synchronously installed
at four locations for the accelerated life test. To accelerate the bearing fatigue process,
a radial load of 12.744 kN was applied. The data acquisition system of the test bench
included three PCB348A acceleration sensors to collect vibration signals generated by four
bearings. The position of the sensors and the load are shown in Figure 28b. The type of
data acquisition card was NI PCI-6023E. The sampling frequency was 25.6 kHz, and 0.8 s
of data were recorded per minute. The corresponding parameters of the testing bearings
are provided in Table 4. During the test, the rotating speed of the shaft was 3000 rpm. The
fault characteristic frequencies of the bearings are calculated, as shown in Table 5.

Furthermore, the signals sampled from the three channels contain significant dif-
ferences. As seen from Figure 29, the signal from Channel#3 is more sensitive to the
degradation process and contains larger fluctuations caused by noise interference com-
pared with the other two channels. However, it has been found that signals from Channel#2
and Channel#3 contain much clearer fault frequency characteristics from Figure 30a. For
signals at 1871 min in Figure 30b, the amplitude at the rotating frequency is more pro-
nounced in Channel#1. However, peaks at the fault characteristic frequency only can be
visualized from the other two channels, although they are masked under strong interference
noise. Therefore, multichannel signals contain richer fault characteristic information and
can effectively assist the fault characteristics extraction under strong background noise.
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and can effectively assist the fault characteristics extraction under strong background 
noise. 

Figure 28. The accelerated bearing life tester (ABLT-1A): (a) physical drawing of the test bench;
(b) schematic diagram of the test bench structure.

Table 4. Corresponding parameters of the testing bearings.

Type Pitch Diameter Ball Diameter Ball Number Contact Angle (◦)

6307 58.5 (mm) 13.494 (mm) 8 0

Table 5. The fault characteristic frequencies of bearing 6307 (Hz).

Type fr fi fo fb fc

6307 50 246 153 102 19
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Figure 29. RMS of bearing in the whole lifetime.

Then, the 3-channel signals sampled at 1871 min are processed by the proposed
method to extract the early fault characteristics. The size of the constructed observation
tensor size is 196 × 114 × 3. Processed by the proposed method, the envelope spectra
of the final extracted fault signals are shown in Figure 31. To verify the superiority of
the proposed method, methods in Table 1 are also utilized to process these multichannel
signals. The final results are displayed in Figures 32 and 33.
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Figure 31. The envelope spectra of the final extracted fault signals based on the proposed method at
1871 min.
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Figure 32. The envelope spectra of the final extracted fault signals based on: (a) Method 1;
(b) Method 2; (c) Method 3.
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Figure 33. The envelope spectra of the final extracted fault signals based on: (a) Method 4;
(b) Method 5; (c) Method 6; (d) Method 7.

In Figure 31, the rotating frequency and its harmonics can be identified in the low-
frequency range. More importantly, significant inner race fault characteristic frequencies
and their harmonics can be distinctly observed without any background interference. It
indicates that the bearing starts to undergo a weak degradation phenomenon at this point,
producing an early fault. Therefore, the early fault can be detected at 1871 min with
the proposed method. Then, an early warning can be provided before the fault worsens.
Figure 30a confirms that a distinct inner race fault indeed occurs in the later stage of
the bearing lifetime. The proposed method achieves satisfying results on the early fault
characteristics extraction in the presence of strong background noise in this application.

From the results of the comparative methods in Figure 32a, Method 1 has a relatively
poor ability for fault characteristics extraction. As shown in Figure 32a, the fault charac-
teristics of the inner race fault are relatively obvious in Channel#1. However, the fault
characteristic frequency cannot be clearly observed in the other two channels. There are
still obvious interference components in the extracted signals. The envelope spectra of
the denoised signal by Method 2 and Method 3 are shown in Figure 32b,c, and it can be
found that there are obvious fault characteristic frequencies in all three channels. But the
amplitudes of the fault characteristic frequency in the extracted signals are much smaller
than that in Figure 31, which validates the important role of the proposed MGISES-oriented
parameter optimization strategy in energy retention. The results of the other four methods
in Table 1 (i.e., Method 4, Method 5, Method 6, and Method 7) are shown in Figure 33.
The results of Method 4 and Method 6 have fault-related information, but there is a large
amount of noise, which fails to achieve good noise reduction. The results of Method 5
and Method 7 have obvious fault-related information. However, they fail to maintain the
energy of the fault characteristics, and the noise still affects the extraction results.

In conclusion, the proposed method has achieved excellent performance in multi-
channel weak fault characteristics extraction under strong background noise. With the
advantage of multichannel synchronous processing based on tensor decomposition, it can
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effectively remove the interference of strong background noise. In addition, it can better
preserve the energy of fault characteristic components while removing strong background
noise interference.

6. Conclusions

In this study, a weak fault detection framework is proposed as an effective method for
multichannel signals under strong background noise. Firstly, the multichannel signals are
transformed into a tensor by phase space reconstruction, which has obvious advantages
in characterizing fault information for multichannel signals. And the low-rank property
of multichannel fault signals in the tensor domain is revealed. Secondly, an adaptive
threshold function is formulated according to the singular value distribution of the fault
component and an adaptive low-rank tensor estimation model is constructed for weak
fault characteristics extraction from multichannel signals under strong background noise.
Thirdly, a new sparsity metric-oriented parameter optimization strategy is provided for
the adaptive low-rank tensor estimation model to further improve the accurate estimation
of weak fault characteristics from multichannel signals. Finally, an effective weak fault
detection framework based on an adaptive low-rank tensor estimation model is formed for
multichannel signals under strong background noise.

It is demonstrated by simulated multichannel signals and experimental analysis that
the proposed method exhibits much better performance than other multichannel signal
processing methods. First, the proposed method is compared with the traditional tensor
estimation method. Results verify the superiority of the proposed adaptive threshold func-
tion and adaptive low-rank tensor estimation model in dealing with strong background
noise. Second, compared to the Kurtosis/Negative entropy-oriented adaptive low-rank
tensor estimation method, the proposed MGISES-oriented adaptive low-rank tensor es-
timation method is more helpful for weak fault characteristics extraction under strong
background noise. Third, compared to advanced multichannel signal analysis methods
(i.e., MEMD, MVMD, MITD, and MSSD), the proposed method verifies once again that the
tensor-based characteristics extraction method is able to achieve better fault characteristics
extraction results. In summary, this work can provide a reference for the research of mul-
tichannel/multisensory signal processing in the Industry 4.0 era. However, this method
is based on a sole low-rank assumption, which will encounter difficulties in handling
compound fault situations. In the future, to enrich and accelerate the development of
intelligent diagnosis for compound fault, more in-depth studies for mechanical equipment
not confined to bearings (e.g., gears, shafts, and other rotating parts) will be conducted on
multichannel signal processing and feature extraction.

Author Contributions: Conceptualization, H.J. and Y.W.; methodology, H.J. and Y.W.; software,
Y.W.; validation, Y.W.; formal analysis, H.J. and Y.W.; investigation, H.J. and Y.W.; data curation,
J.C.; writing—original draft preparation, H.J. and Y.W.; writing—review and editing, H.J. and Y.W.;
visualization, Y.W.; supervision, H.J., J.Y., Q.Z. and J.C.; funding acquisition, H.J., J.Y. and Q.Z. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (Nos.
52005335, 52375111, and 52205113) and the Shanghai Aerospace Science and Technology Innovation
Foundation (No. SAST2023-075).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data is unavailable due to privacy.

Conflicts of Interest: The authors declare no conflict of interest.



Sensors 2024, 24, 3762 26 of 27

References
1. Li, J.; Wang, Y.; Zi, Y.Y.; Jiang, S. A local weighted multi-instance multilabel network for fault diagnosis of rolling bearings using

encoder signal. IEEE Trans. Instrum. Meas. 2020, 69, 8580–8589.
2. Yuan, J.; Xu, C.; Zhao, Q.; Jiang, H.M.; Weng, Y.H. High-fidelity noise-reconstructed empirical mode decomposition for mechanical

multiple and weak fault extractions. ISA Trans. 2022, 129, 380–397. [CrossRef] [PubMed]
3. Li, H.; Liu, T.; Wu, X.; Li, S.B. Correlated SVD and its application in bearing fault diagnosis. IEEE Trans. Neur. Net. Lear. Syst. 2020,

34, 355–365. [CrossRef] [PubMed]
4. Pan, H.Y.; Xu, H.F.; Zheng, J.D.; Tong, J.Y. Non-parallel bounded support matrix machine and its application in roller bearing

fault diagnosis. Inform. Sci. 2023, 624, 395–415. [CrossRef]
5. Wang, R.; Fang, H.T.; Zhang, Y.L.; Yu, L.; Chen, J. Low-rank enforced fault feature extraction of rolling bearings in a complex

noisy environment: A perspective of statistical modeling of noises. IEEE Trans. Instrum. Meas. 2022, 71, 3510414. [CrossRef]
6. Wang, R.; Yu, L.J.; Fang, H.T.; Yu, L.; Chen, J.; Shen, C.Q. Cyclic correlation density decomposition based on a sparse and low-rank

model for weak fault feature extraction of rolling bearings. Measurement 2022, 198, 111393. [CrossRef]
7. Wang, R.; Fang, H.T.; Yu, L.J.; Yu, L.; Chen, J. Sparse and low-rank decomposition of the time-frequency representation for bearing

fault diagnosis under variable speed conditions. ISA Trans. 2022, 128, 579–598. [CrossRef]
8. Zhao, D.Z.; Wang, H.H.; Cui, L.L. Frequency-chirprate synchrosqueezing-based scaling chirplet transform for wind turbine

nonstationary fault feature time–frequency representation. Mech. Syst. Signal Process. 2024, 209, 111112. [CrossRef]
9. Li, Y.F.; Zhang, X.; Chen, Z.G.; Yang, Y.C.; Geng, C.Q.; Zuo, M.J. Time-frequency ridge estimation: An effective tool for gear and

bearing fault diagnosis at time-varying speeds. Mech. Syst. Signal Process. 2023, 189, 110108. [CrossRef]
10. Kumar, A.; Gandhi, C.P.; Vashishtha, G.; Kundu, P.; Tang, H.S.; Glowacz, A.; Shukla, R.K.; Xiang, J.W. VMD based trigonometric

entropy measure: A simple and effective tool for dynamic degradation monitoring of rolling element bearing. Meas. Sci. Technol.
2022, 33, 014005. [CrossRef]

11. Zhang, Z.; Wang, J.; Li, S.; Han, B.; Jiang, X. Fast nonlinear blind deconvolution for rotating machinery fault diagnosis. Mech. Syst.
Signal Process. 2023, 187, 109918. [CrossRef]

12. Bin, G.F.; Gao, J.J.; Li, X.J.; Dhillon, B.S. Early fault diagnosis of rotating machinery based on wavelet packets-Empirical mode
decomposition feature extraction and neural network. Mech. Syst. Signal Process. 2012, 27, 696–711. [CrossRef]

13. Li, H.; Liu, T.; Wu, X.; Chen, Q. A bearing fault diagnosis method based on enhanced Singular Value Decomposition. IEEE Trans.
Ind. Informat. 2021, 17, 3220–3230. [CrossRef]

14. Pan, H.Y.; Xu, H.F.; Zheng, J.D.; Shao, H.D.; Tong, J.Y. A semi-supervised matrixized graph embedding machine for roller bearing
fault diagnosis under few-labeled samples. IEEE Trans. Ind. Informat. 2024, 20, 854–863. [CrossRef]

15. Zhao, D.Z.; Cui, L.L.; Liu, D.D. Bearing weak fault feature extraction under time-varying speed conditions based on frequency
matching demodulation transform. IEEE/ASME Trans. Mech. 2023, 28, 1627–1637. [CrossRef]

16. Li, J.; Meng, Z.; Yin, N.; Pan, Z.Z.; Cao, L.X.; Fan, F.J. Multi-source feature extraction of rolling bearing compression measurement
signal based on independent component analysis. Measurement 2021, 172, 108908. [CrossRef]

17. Wu, J.; Hu, K.; Cheng, Y.W.; Zhu, H.P.; Shao, X.Y.; Wang, Y.H. Data-driven remaining useful life prediction via multiple sensor
signals and deep long short-term memory neural network. ISA Trans. 2020, 97, 241–250. [CrossRef] [PubMed]

18. Long, Z.; Zhang, X.F.; Zhang, L.; Qin, G.J.; Huang, S.D.; Song, D.Y.; Shao, H.D.; Wu, G.P. Motor fault diagnosis using attention
mechanism and improved adaboost driven by multi-sensor information. Measurement 2021, 170, 108718. [CrossRef]

19. Rehman, N.; Mandic, D.P. Multivariate empirical mode decomposition. Proc. R. Soc. London. Ser. A Math. Phys. Sci. 2010, 466,
1291–1302. [CrossRef]

20. Lv, Y.; Yuan, R.; Song, G.B. Multivariate empirical mode decomposition and its application to fault diagnosis of rolling bearing.
Mech. Syst. Signal Process. 2016, 81, 219–234. [CrossRef]

21. Rehman, N.U.; Aftab, H. Multivariate variational mode decomposition. IEEE Trans. Signal Process. 2019, 67, 6039–6052. [CrossRef]
22. Song, Q.Y.; Jiang, X.X.; Wang, S.; Guo, J.F.; Huang, W.G.; Zhu, Z.K. Self-adaptive multivariate variational mode decomposition

and its application for bearing fault diagnosis. IEEE Trans. Instrum. Meas. 2022, 71, 3503913. [CrossRef]
23. Zhang, K.F.; Yuan, J.; Jiang, H.M.; Zhao, Q. A novel weighted sparsity index based on multichannel fused graph spectra for

machine health monitoring. Mech. Syst. Signal Process. 2024, 215, 111417. [CrossRef]
24. Lang, X.; Zheng, Q.; Xie, L.; Horch, A.; Su, H.Y. Direct multivariate intrinsic time-scale decomposition for oscillation monitoring.

IEEE Trans. Contr. Syst. Technol. 2020, 28, 2608–2615. [CrossRef]
25. Yan, X.A.; Liu, Y.; Xu, Y.D.; Jia, M.P. Multichannel fault diagnosis of wind turbine driving system using multivariate singular

spectrum decomposition and improved Kolmogorov complexity. Renew. Energ. 2021, 170, 724–748. [CrossRef]
26. Guo, Y.M.; Hu, T.; Zhou, Y.F.; Zhao, K.K.; Zhang, Z.S. Multi-channel data fusion and intelligent fault diagnosis based on deep

learning. Meas. Sci. Technol. 2023, 34, 015115. [CrossRef]
27. Jiang, H.M.; Li, S.; Yan, H.; Yuan, J.; Zhao, Q.; Chen, J. Multi-channel signal synchronous processing for bearing early fault

diagnosis based on TRPCA. In Proceedings of the 2022 International Conference on Sensing, Measurement & Data Analytics in
the era of Artificial Intelligence (ICSMD), Harbin, China, 30 November–2 December 2022.

28. Zhong, H.; Qi, G.; Guan, W.; Hua, X. Application of non-negative tensor factorization for airport flight delay pattern recognition.
IEEE Access 2019, 7, 171724–171737. [CrossRef]

https://doi.org/10.1016/j.isatra.2022.02.017
https://www.ncbi.nlm.nih.gov/pubmed/35227463
https://doi.org/10.1109/TNNLS.2021.3094799
https://www.ncbi.nlm.nih.gov/pubmed/34403348
https://doi.org/10.1016/j.ins.2022.12.090
https://doi.org/10.1109/TIM.2022.3165281
https://doi.org/10.1016/j.measurement.2022.111393
https://doi.org/10.1016/j.isatra.2021.11.030
https://doi.org/10.1016/j.ymssp.2024.111112
https://doi.org/10.1016/j.ymssp.2023.110108
https://doi.org/10.1088/1361-6501/ac2fe8
https://doi.org/10.1016/j.ymssp.2022.109918
https://doi.org/10.1016/j.ymssp.2011.08.002
https://doi.org/10.1109/TII.2020.3001376
https://doi.org/10.1109/TII.2023.3265525
https://doi.org/10.1109/TMECH.2022.3215545
https://doi.org/10.1016/j.measurement.2020.108908
https://doi.org/10.1016/j.isatra.2019.07.004
https://www.ncbi.nlm.nih.gov/pubmed/31300159
https://doi.org/10.1016/j.measurement.2020.108718
https://doi.org/10.1098/rspa.2009.0502
https://doi.org/10.1016/j.ymssp.2016.03.010
https://doi.org/10.1109/TSP.2019.2951223
https://doi.org/10.1109/TIM.2021.3139660
https://doi.org/10.1016/j.ymssp.2024.111417
https://doi.org/10.1109/TCST.2019.2940374
https://doi.org/10.1016/j.renene.2021.02.011
https://doi.org/10.1088/1361-6501/ac8a64
https://doi.org/10.1109/ACCESS.2019.2955735


Sensors 2024, 24, 3762 27 of 27

29. Lu, C.Y.; Feng, J.S.; Chen, Y.D.; Liu, W.; Lin, Z.C.; Yan, S.C. Tensor robust principal component analysis with a new tensor nuclear
norm. IEEE Trans. Pattern Anal. Mach. Intell. 2020, 42, 925–938. [CrossRef] [PubMed]

30. Hu, C.F.; He, S.L.; Wang, Y.X. A classification method to detect faults in a rotating machinery based on kernelled support tensor
machine and multilinear principal component analysis. Appl. Intell. 2021, 51, 2609–2621. [CrossRef]

31. Cheng, Z.; Wang, R. Nearest neighbor convex hull tensor classification for gear intelligent fault diagnosis based on multi-sensor
signals. IEEE Access 2019, 7, 140781–140793. [CrossRef]

32. Yuan, J.; Song, Z.; Jiang, H.; Zhao, Q.; Zeng, Q.; Wei, Y. The Msegram: A useful multichannel feature synchronous extraction tool
for detecting rolling bearing faults. Mech. Syst. Signal Process. 2023, 187, 109923. [CrossRef]

33. Zeng, W.J.; Zhang, X.G.; Bai, Y.C. Method for multispectral images denoising based on tensor-singular value decomposition. J.
Appl. Remote Sens. 2017, 11, 1. [CrossRef]

34. Liu, D.B.; Yang, L.T.; Wang, P.M.; Zhao, R.N.; Zhang, Q.C. TT-TSVD: A multi-modal tensor train decomposition with its
application in convolutional neural networks for smart healthcare. Acm Trans. Multim. Comput. 2022, 18, 41. [CrossRef]

35. Song, G.J.; Ng, M.K.; Zhang, X.J. Tensor completion by multi-rank via unitary transformation. Appl. Comput. Harmon. Anal. 2023,
65, 348–373. [CrossRef]

36. Ge, M.; Lv, Y.; Ma, Y.B. Research on multichannel signals fault diagnosis for bearing via generalized non-convex tensor robust
principal component analysis and tensor singular value kurtosis. IEEE Access 2020, 8, 178425–178449. [CrossRef]

37. Martin, C.D.; Shafer, R.; Larue, B. An order-p tensor factorization with applications in imaging. Siam J. Sci. Comput. 2013, 35,
A474–A490. [CrossRef]

38. Kouchaki, S.; Sanei, S.; Arbon, E.L.; Dijk, D.J. Tensor based singular spectrum analysis for automatic scoring of sleep EEG. IEEE
Trans. Neural Syst. Rehabil. Eng. 2015, 23, 1–9. [CrossRef] [PubMed]

39. Boyd, S.; Parikh, N.; Chu, E.; Peleato, B.; Eckstein, J. Distributed optimization and statistical learning via the alternating direction
method of multipliers. Found. Trends. Mach. Learn. 2010, 3, 128. [CrossRef]

40. Miao, Y.H.; Zhao, M.; Hua, J.D. Research on sparsity indexes for fault diagnosis of rotating machinery. Measurement 2020, 158,
107733. [CrossRef]

41. Miao, Y.H.; Zhao, M.; Lin, J. Improvement of kurtosis-guided-grams via Gini index for bearing fault feature identification. Meas.
Sci. Technol. 2017, 28, 125001. [CrossRef]

42. Wang, D.; Peng, Z.K.; Xi, L.F. The sum of weighted normalized square envelope: A unified framework for kurtosis, negative
entropy, Gini index and smoothness index for machine health monitoring. Mech. Syst. Signal Process. 2020, 140, 106725. [CrossRef]

43. Wang, D.; Peng, Z.K.; Xi, L.F. Theoretical and experimental investigations on spectral Lp/Lq norm ratio and spectral gini index
for rotating machine health monitoring. IEEE Trans. Autom. Sci. Eng. 2021, 18, 1074–1086. [CrossRef]

44. Hou, B.C.; Wang, D.; Yan, T.T.; Wang, Y.; Peng, Z.K.; Tsui, K.L. Gini indices II and III: Two new sparsity measures and their
applications to machine condition monitoring. IEEE ASME Trans. Mechatron. 2022, 27, 1211–1222. [CrossRef]

45. Miao, Y.H.; Wang, J.J.; Zhang, B.Y.; Li, H. Practical framework of Gini index in the application of machinery fault feature extraction.
Mech. Syst. Signal Process. 2022, 165, 108333. [CrossRef]

46. Zhang, L.W.; Li, Y.S.; Gu, Y.J.; Yang, W.K. An efficient machine learning approach for indoor localization. China Commun. 2017, 14,
141–150. [CrossRef]

47. Cai, J.F.; Candès, E.J.; Shen, Z.W. A singular value thresholding algorithm for matrix completion. Siam. J. Optimiz. 2010, 20,
1956–1982. [CrossRef]

48. Randall, R.B.; Antoni, J.; Chobsaard, S. The relationship between spectral correlation and envelope analysis in the diagnostics of
bearing faults and other cyclostationary machine signals. Mech. Syst. Signal Process. 2001, 15, 945–962. [CrossRef]

49. Liang, M.; Bozchalooi, I.S. An energy operator approach to joint application of amplitude and frequency-demodulations for
bearing fault detection. Mech. Syst. Signal Process. 2010, 24, 1473–1494. [CrossRef]

50. Wang, B.; Lei, Y.G.; Li, N.P.; Li, N.B. A hybrid prognostics approach for estimating remaining useful life of rolling element
bearings. IEEE Trans. Rel. 2020, 69, 401–412. [CrossRef]

51. Chen, B.; Cheng, Y.; Zhang, W.; Gu, F. Investigations on improved Gini indices for bearing fault feature characterization and
condition monitoring. Mech. Syst. Signal Process. 2022, 176, 109165. [CrossRef]

52. Li, B.; Li, C.; Liu, J. Incipient detection of bearing fault using impulse feature enhanced weighted sparse representation. Tribol. Int.
2023, 184, 108467. [CrossRef]

53. Liang, L.; Liu, C.; Wang, J. Periodicity measure of cyclo-stationary impulses based on low sparsity of Gini index and its application
to bearing diagnosis. ISA Trans. 2023, 138, 611–627. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1109/TPAMI.2019.2891760
https://www.ncbi.nlm.nih.gov/pubmed/30629495
https://doi.org/10.1007/s10489-020-02011-9
https://doi.org/10.1109/ACCESS.2019.2943497
https://doi.org/10.1016/j.ymssp.2022.109923
https://doi.org/10.1117/1.JRS.11.035019
https://doi.org/10.1145/3491223
https://doi.org/10.1016/j.acha.2023.03.007
https://doi.org/10.1109/ACCESS.2020.3027029
https://doi.org/10.1137/110841229
https://doi.org/10.1109/TNSRE.2014.2329557
https://www.ncbi.nlm.nih.gov/pubmed/24951703
https://doi.org/10.1561/2200000016
https://doi.org/10.1016/j.measurement.2020.107733
https://doi.org/10.1088/1361-6501/aa8a57
https://doi.org/10.1016/j.ymssp.2020.106725
https://doi.org/10.1109/TASE.2020.2994741
https://doi.org/10.1109/TMECH.2021.3100532
https://doi.org/10.1016/j.ymssp.2021.108333
https://doi.org/10.1109/CC.2017.8233657
https://doi.org/10.1137/080738970
https://doi.org/10.1006/mssp.2001.1415
https://doi.org/10.1016/j.ymssp.2009.12.007
https://doi.org/10.1109/TR.2018.2882682
https://doi.org/10.1016/j.ymssp.2022.109165
https://doi.org/10.1016/j.triboint.2023.108467
https://doi.org/10.1016/j.isatra.2023.02.017
https://www.ncbi.nlm.nih.gov/pubmed/36849290

	Introduction 
	Methodology 
	Tensor Related Theory 
	Tensor Construction of Multichannel Signals Based on Phase Space Reconstruction 

	Proposed Method 
	The Low-Rank Property of Multichannel Fault Signals 
	The Adaptive Low-Rank Tensor Estimation Model 
	MGISES-Oriented Parameter Optimization Strategy 
	Solution of Adaptive Low-Rank Tensor Estimation Model 
	Weak Fault Detection Framework Based on Multichannel Signals 

	Simulation Analysis 
	Weak Fault Detection Based on the Proposed Method 
	Comparative Analysis 

	Experiment Verification 
	Case 1: XJTU-SY Bearing Lifetime Dataset 
	Case 2: An Accelerated Fatigue Test of Rolling Element Bearings 

	Conclusions 
	References

