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Abstract: Radar signal intra-pulse modulation recognition can be addressed with convolutional
neural networks (CNNs) and time–frequency images (TFIs). However, current CNNs have high
computational complexity and do not perform well in low-signal-to-noise ratio (SNR) scenarios. In
this paper, we propose a lightweight CNN known as the cross-scale aware network (CSANet) to
recognize intra-pulse modulation based on three types of TFIs. The cross-scale aware (CSA) module,
designed as a residual and parallel architecture, comprises a depthwise dilated convolution group
(DDConv Group), a cross-channel interaction (CCI) mechanism, and spatial information focus (SIF).
DDConv Group produces multiple-scale features with a dynamic receptive field, CCI fuses the
features and mitigates noise in multiple channels, and SIF is aware of the cross-scale details of TFI
structures. Furthermore, we develop a novel time–frequency fusion (TFF) feature based on three types
of TFIs by employing image preprocessing techniques, i.e., adaptive binarization, morphological
processing, and feature fusion. Experiments demonstrate that CSANet achieves higher accuracy
with our TFF compared to other TFIs. Meanwhile, CSANet outperforms cutting-edge networks
across twelve radar signal datasets, providing an efficient solution for high-precision recognition in
low-SNR scenarios.

Keywords: intra-pulse modulation recognition; convolutional neural network (CNN); time–frequency
images (TFIs); cross-scale aware (CSA)

1. Introduction

Radar signal modulation recognition can be classified into two categories: inter-pulse
modulation recognition and intra-pulse modulation recognition [1]. Early studies focused
on inter-pulse characteristics for signal recognition [2–5]. With the advancement of radar
technology and the increasing complexity of radar systems, traditional inter-pulse feature
analysis becomes insufficient [6]. In recent years, intra-pulse feature analysis has attracted
growing attention and has become a valuable tool in the field of radar signal recognition,
offering significant advantages in terms of recognition efficiency and accuracy [7].

The traditional way of intra-pulse modulation recognition is based on manual feature
design and pattern matching. This approach has some shortcomings, e.g., the complexity
of feature extraction, the limitation to single signal recognition, the inadequacy in terms of
efficiency, and the poor performance under low-SNR conditions [8]. With the advancement
of deep learning (DL), signal recognition based on neural networks has become a promising
solution for intra-pulse modulation recognition, as it offers the potential for intelligently
recognizing complex, multi-class radar signals [9–13].

Generally, intra-pulse modulation recognition based on DL uses either the signal
sequences or the signal time–frequency images (TFIs) as its input. Employing the signal
sequence as input means extracting the intra-pulse characteristics using the designed
network. For instance, ref. [14] proposes a modified convolutional neural network that uses
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the signal sequence as input. Ref. [15] designs its algorithm by combining a convolutional
neural network (CNN) with a long short-term memory (LSTM) network, which also adopts
signal sequences as input. In [16], an omni-dimensional dynamic-convolution-layer-based
network (OD-CNN) with a focal loss function is designed and applied to classify radar
intra-pulse modulations based on signal sequences.

In contrast, using the TFIs as input implies the signal is preprocessed before the
network. In [17], the Choi–Williams distribution (CWD) is employed as an input to an
improved deep residual network (ResNet). Ref. [18] transforms the radar signal’s bicubic
interpolation Wigner–Ville distribution (WVD) matrix into a square matrix. This matrix is
then utilized to train a CNN for signal recognition.

However, there are two primary challenges to improving the performance of intra-
pulse modulation recognition using TFIs and CNNs. The first challenge is the severe
contamination of TFIs at low SNRs. Reference [19] employs an improved convolutional
denoising autoencoder (CDAE) to de-noise TFIs and then utilizes a CNN to identify
10 radar signals at a −6 dB SNR, achieving a recognition rate exceeding 88%. However,
this approach requires an additional noise estimation network and does not extend its
application to lower-SNR scenarios.

The second challenge lies in the limitations of CNNs to effectively extract features [20],
particularly due to the local characteristics of convolutional layers, which makes it difficult
for them to capture global information [21]. To overcome this, some researchers have
proposed increasing the number of layers within CNNs, allowing for the extraction of
more complex features [22]. However, adding more layers introduces redundancy into the
network and, consequently, increases computational time and complexity.

This paper proposes to design a lightweight CNN that makes use of multiple TFIs
jointly. The key challenge is how to extract signal features comprehensively under low
SNRs, since the contextual information carried by the TFIs differs in amount, range, etc.,
for various modulation types of radar signals. A transformer is able to address contextual
information, but it generally requires a large number of network parameters [23]. In this
paper, to solve this problem, we use a combination of three different types of TFIs. They
have more nonchiasmatic information, which complements the defects between them.
A series of meticulous preprocessing techniques are used for noise reduction and image
sizing. Then, channel fusion technology is utilized to fuse TFIs to form a time–frequency
fusion feature (TFF) as the object of deep neural network learning.

In this paper, we propose a lightweight cross-scale aware network (CSANet) to recog-
nize the modes of intra-pulse modulation based on TFIs; it consists of cross-scale aware
(CSA) modules, convolution layers, and fully connected layers. The CSA module employs
spatial and channel attention mechanisms on feature blocks across different scales and has
a residual structure to avoid the problems of exploding and vanishing gradients. Fur-
thermore, to ensure the network remains lightweight and computationally efficient, we
consider multiple aspects to design the CSA module, including depthwise convolution, a
parallel branch architecture, and channel size adjustment. Experiments demonstrate that
the CSA module can direct the attention of the CNN towards global features while also
recognizing the time–frequency structure of radar signals.

2. Signal Model and System Overview
2.1. Signal Model

Intra-pulse modulation modes of radar signals mainly include frequency modulation,
phase modulation, combined modulation, etc. [24]. Table 1 shows the 12 typical modulation
modes of radar signals that are used in this paper, where A, T, and fc denote the amplitude,
pulse width, and carrier frequency, respectively, B is the bandwidth, k is the slope of
the frequency modulation, φ is the primary phase, ∆ f denotes the frequency interval,
c is a random code that controls the frequency modulation, N is the number of codes,
Ts is the width of a code, and M is the count of sub-pulses within one group. Further,
gT(t) = 1/

√
Trec(t/T), where the rectangular function rec(t′) = 1, and t′ ∈ [0, 1].
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Considering a noisy environment, we model the received signal as

y(t) = x(t) + n(t) (1)

where y(t) is the received signal, x(t) is the radar signal, and n(t) is the additive noise,
which is usually considered as white Gaussian noise.

Table 1. The formulas of typical radar signals.

Modulation Formula

CW (Continuous Wave) x(t) = Arec(t/T)ej2π fct

LFM (Linear Frequency Modulation) x(t) = Arec(t/T)ej[2π( fct+πkt2+φ)]

NLFM (Nonlinear Frequency Modulation) x(t) = Arec(t/T)ej2π
∫ t

0− T−1( f )dt

T( f ) = T
∫ f
−∞ W(u)du/

∫ B/2
−B/2 W(v)dv,

W( f ) = 0.63 + 0.46 cos(2π f /B), f ∈ [− B
2 , B

2 ]

BPSK (Binary Phase Shift Keying) x(t) = A ∑N
i=1 ej(2π fct+φ)gTs (t − iTs)

φ = 0, π

QPSK (Quadrature Phase Shift Keying) x(t) = A ∑N
i=1 ej(2π fct+φ)gTs (t − iTs)

φ = 0, 1π
2 , π, 3π

2

FSK (Frequency Shift Keying) x(t) = A ∑N
i=1 ej2π( fc+c∆ f )tgTs (t − iTs)

c = 0, 1

4FSK (Four-Frequency Shift Keying) x(t) = A ∑N
i=1 ej2π( fc+c∆ f )tgTs (t − iTs)

c = 0, 1, 2, 3

FRANK x(t) = A ∑N
i=1 ej(2π fct+φi,j)gTs (t − iTs)

φi,j =
2π
M (i − 1)(j − 1), i, j = 1, 2, . . . , M

P1 x(t) = A ∑N
i=1 ej(2π fct+φi,j)gTs (t − iTs)

φi,j =
−π
M [M − (2i − 1)][(j − 1)M + (j − 1)]

i, j = 1, 2, . . . , M

P2 x(t) = A ∑N
i=1 ej(2π fct+φi,j)gTs (t − iTs)

φi,j =
π

2M [M + 1 − 2i)][M + 1 − 2j)]
i, j = 1, 2, . . . , M

P3 x(t) = A ∑N
i=1 ej(2π fct+φi)gTs (t − iTs)

φi =
π
M (i − 1)2, i = 1, 2, . . . , M

P4 x(t) = A ∑N
i=1 ej(2π fct+φi)gTs (t − iTs)

φi =
π
M (i − 1)2 − π(i − 1), i = 1, 2, . . . , M

2.2. System Overview

In this paper, we design an intra-pulse modulation recognition system for radar signals
that consists of feature extraction and a CSANet classifier, as illustrated in Figure 1. Our
system contains three primary steps:

(1) Time–frequency analysis: Initially, we apply time–frequency analysis techniques to
the radar signals to obtain the TFIs. Specifically, this paper utilizes three distinct types of
time–frequency features: FSST (Fourier synchrosqueezed transform) [25], SPWVD (smoothed
pseudo Wigner–Ville distribution) [26], and HHT (Hilbert–Huang transform) [27].
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(2) Image preprocessing: Subsequently, image preprocessing approaches, including
binarization and cubic interpolation clipping, are conducted on the TFIs. Then, the obtained
time–frequency features are fused into the TFF feature.

(3) Feature fusion and model training: Finally, we construct TFF feature datasets from
various signals and scenarios, which are divided into training and test sets for the CSANet.
The CSANet is applied to recognize the 12 types of radar signals.

In the following, Section 3 presents time–frequency analysis and the feature extraction
process, and Section 4 details the architecture of our CSANet.

Radar signal

Smoothed pseudo 

Wigner-Ville 

distribution

Fourier 

synchrosqueezed 

transform

Hilbert-Huang 

transform

CSANet

TFF

Training set

Feature extraction Classifier

Image 

preprocessing

TFF 

Test set
Classification

Figure 1. Structure diagram of the recognition system.

3. Time–Frequency Analysis and Feature Extraction

This section discusses time–frequency analysis techniques and the feature extraction
process. Sections 3.1–3.3 introduce three time–frequency analysis techniques, respectively.
Section 3.4 presents the methods of TFI preprocessing and TFI fusion.

3.1. Cohen Class Time–Frequency Distribution

As a typical case of a quadratic time–frequency distribution, a Cohen class time–
frequency distribution typically employs a kernel function to smooth the quadratic function
of signals [28]. This process requires a balance between time–frequency resolution and a
cross-term. The Cohen class time–frequency distribution can be formulated as

C(t, f ) =
1

4π2

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞
x
(

u +
τ

2

)
x∗
(

u − τ

2

)
ϕ(τ, v)e−j2π(tv−uv+ f τ) dudτdv (2)

where t, f , τ, v, and u denote the time, frequency, time delay, frequency shift, and center of
the correlation function, respectively, and ϕ(τ, v) represents the kernel function. Different
kernel functions lead to different kinds of Cohen class time–frequency distributions.

The Cohen class time–frequency distribution is equivalent to the Wigner–Ville distri-
bution (WVD) when ϕ(τ, v) = 1. The WVD is characterized by its high time–frequency
resolution. However, when the signal comprises multiple components, the WVD can
produce cross-terms. Interference among the signal’s components can result in the mix-
ing of their characteristics, potentially obscuring the distinct features of the individual
components [29].

A smoothed pseudo-Wigner–Ville distribution (SPWVD) suppresses the cross-term
interference by smoothing the WVD with two window functions. One window function
operates in the time domain, while the other is applied in the frequency domain. A SPWVD
can be formulated as

SPWVD(t, f ) =
∫ +∞

−∞
h(τ)

∫ +∞

−∞
g(u − τ)x(u +

τ

2
)x∗(u − τ

2
)e−j2πtdudτ (3)

where h(τ) and g(u) are the smoothing window functions.
The SPWVD effectively seeks a balance between the high time–frequency resolution

and the suppression of cross-term interference. Figure 2 shows the SPWVD of radar signals
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with various modulation modes when SNR = 10 dB. As can be seen, each modulation mode
exhibits distinctive behavior.

CW LFM NLFM BPSK QPSK FSK

4FSK FRANK P1 P2 P3 P4

Figure 2. SPWVD of various radar signals for SNR = 10 dB.

3.2. Fourier Synchrosqueezed Transform (FSST)

The short-time Fourier transform (STFT) is formulated as

STFT(t, f ) =
∫ +∞

−∞
x(τ)η∗(τ − t)e−j2π f τdτ (4)

where (·)∗ denotes the conjugate of a complex number, and η denotes the window function.
Based on the STFT, the FSST is formed by a synchronous compression transform, defined as

Tf (t, ω) =
1

η∗(0)

∫ +∞

−∞
STFT(t, f )δ[ω − ω̂ f (t, f )]d f (5)

where ω represents the frequency of the correction function, and δ is the impulse response.
The term ω̂ f (t, f ) is the local instantaneous frequency, given by

ω̂ f (t, f ) = Re
(

1
j2π

∂tSTFT(t, f )
STFT(t, f )

)
(6)

where ∂t denotes the partial derivative, and Re(·) denotes the real part. FSST compresses
the time–frequency curve along the frequency dimension, thereby concentrating the signal
energy in the time–frequency domain. This concentration effectively minimizes the noise’s
impact. One example is presented in Figure 3.

CW LFM NLFM BPSK QPSK FSK

4FSK FRANK P1 P2 P3 P4

Figure 3. FSSTs of various radar signals for SNR = 10 dB.

3.3. Hilbert–Huang Transform (HHT)

HHT combines the Hilbert transform and adaptive signal decomposition to form a
time–frequency feature. For instance, the empirical mode decomposition (EMD) or the
variational mode decomposition (VMD) is employed to decompose radar signals into a
collection of sub-signals, i.e., intrinsic mode functions (IMFs) [30]. Subsequently, the Hilbert
method is utilized to derive time–frequency characteristics. Unlike EMD, VMD is a non-
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iterative signal processing technique. By iteratively searching for the optimal solution of
the variational modes, VMD refines the optimal central frequencies and bandwidths of
the IMFs adaptively. Therefore, VMD is much more robust to sampling and noise than
EMD [31].

VMD processing includes two steps. Firstly, based on the input signal x(t), the set of
IMFs uk is calculated by the decomposition algorithms [32]. Then, for each IMF, its Hilbert
transform is calculated as

di(t) =
1
π

∫ +∞

−∞

ui(τ)

t − τ
dτ. (7)

Hence, the instantaneous frequency is

ωi(t) = d
(

di(t)
ui(t)

)
/dt. (8)

Figure 4 shows one example of an HHT.

CW LFM NLFM BPSK QPSK FSK

4FSK FRANK P1 P2 P3 P4

Figure 4. HHTs of various radar signals for SNR = 10 dB.

3.4. Time–Frequency Feature Preprocessing and Fusion

Using the FSST, SPWVD, and HHT methods, we obtain three types of time–frequency
images. It is necessary to preprocess these images for more accurate identification. At present,
there are two types of methods: image reconstruction based on neural networks and denoising
based on traditional signal processing technology. However, some methods may not perform
well under low-SNR conditions. For example, we employ CDAE to process SPWVD, and we
use different noise variances to train the CDAE to reconstruct images [19]. The results are
shown in Figure 5.

Original

Reconstructed

Variance = 1 

Reconstructed

Variance = 2

Figure 5. SPWVD of NLFM signal reconstructed based on CDAE; SNR = −8 dB.

We introduce an image preprocessing step designed to reduce the impact of noise
and the computational complexity for deep neural networks. As depicted in Figure 6,
the preprocessing process encompasses the following steps: (a) converting the original



Sensors 2024, 24, 5344 7 of 17

TFIs to grayscale, (b) applying adaptive threshold binarization [33], (c) employing mor-
phological operations to fill in missing points and remove noise-induced outliers, and
(d) employing bicubic interpolation to resize the images to 256 × 256 pixels to make them
suitable for input into the CSANet mode. This series of preprocessing filters out a lot of
noise and mainly preserves the outline of the time–frequency ridge, which is the key to
radar signal recognition [34].

Figure 6. SPWVD image preprocessing of the NLFM signal for SNR = −8 dB.

Given that SPWVD, FSST, and HHT are based on different principles and show differ-
ent time–frequency distributions, the use of feature fusion to enhance feature extraction
performance, especially at low SNRs, is a promising approach. SPWVD belongs to the
Cohen class of time–frequency distributions and is a quadratic, nonlinear time–frequency
distribution with high time–frequency resolution, but it is susceptible to the influence of
cross-terms. FSST is a linear time–frequency distribution based on the time window, which
enhances the time–frequency concentration of STFT through the synchronous compression
operator. However, due to the fixed window and basis function in the analysis, it performs
poorly in matching multi-component and time-varying signals. HHT consists of two steps:
variational mode decomposition (VMD) and Hilbert amplitude spectrum analysis (HAS).
It is fully adaptive and is capable of processing nonlinear and non-stationary data, but it
suffers from the issue of mode aliasing. These three types of time–frequency distributions
each have their advantages and belong to different categories, possessing non-cross infor-
mation. Therefore, combining these three types of time–frequency analyses can enhance
the robustness of the integrated features.

After the preprocessing of three classes of time–frequency images, we construct the
TFF as a multi-channel two-dimensional image by concatenating the images along the
channel dimension. Although image fusion increases the computational load for both
the time–frequency analysis and the initial layer of the neural network, the TFF has been
demonstrated to effectively enhance recognition performance.

4. Cross-Scale Aware Network (CSANet)

After feature extraction, we need to design a network to recognize the type of radar
signal modulation. CNN, as a classical type of neural network proposed by Yann Le-
Cun [35], has been widely used for radar signal modulation recognition. To improve the
accuracy of signal modulation recognition under low SNRs, complex deep CNNs have
been employed in recent years. For instance, ResNet, which uses the residual structure
and easily constructs networks with dozens or even hundreds of layers [36], performs
well in recognizing radar signals. However, there is a need for further improvement in
recognition accuracy. Additionally, complex networks often face difficulties when applied
to lightweight platforms due to their computational demands.

In this paper, we design CSANet, which offers high recognition accuracy and low
computational complexity. The CSANet architecture is presented in Figure 7a. CSANet
extracts the TFF image features using four convolution (Conv) layers, two maximum
pooling (MP) layers, and three CSA modules. Then, the extracted features are flattened and
connected to a linear layer, and classification results are obtained. The CSA module is an
essential component of the proposed CSANet. The following details the operation process
of the CSA module and its constituent components.
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(a)

(b)

Input

1×1Conv

1×1Conv

Output

DDC

(c)

F1(·) Wi,CH

Input

YCH



(d)
Input

YSP

CGAP

CGMP

F2(·)

Wi,SP

Cat



(e)

Output

W1

1-Z Z

SIF-Output CCI-Output



W2



(f)

Figure 7. The overall architecture of CSANet: (a) CSANet. (b) CSA modules. (c) DDConv Group
module. (d) CCI module. (e) SIF module. (f) GFU module. Multi-scale features are extracted from
CSA by DDConv Group, then channel attention is applied by CCI and spatial attention is applied by
SIF, and finally, fusion is performed by GFU.

4.1. CSA Module

Figure 7b depicts the operation process of the CSA module. As can be seen, the CSA
module employs residual connections and conducts multi-branch feature extraction using
the DDConv Group with a parallel structure. It then fuses multiple time–frequency dis-
tributions through a cross-channel interaction (CCI) and recognizes the time–frequency
structural characteristics of radar signals by spatial information focus (SIF). Finally, it
integrates the information through a nonlinear gated fusion unit (GFU).

4.2. Depthwise Dilated Convolution Group (DDConv Group)

Figure 7c shows the structure of the DDConv Group, where DDC represents the
depthwise dilated convolution. The expansion rates of the four branches are 1, 3, 5 and
8, respectively. The DDConv Group is used to extract multi-scale features. Instead of the



Sensors 2024, 24, 5344 9 of 17

commonly used depthwise separable convolution, we utilize a 3 × 3 depthwise convolution;
each channel operates with an independent convolution kernel, which significantly reduces
the computational requirements. The 1 × 1 convolution in the depthwise separable convo-
lution can reduce the dimensions and carryout channel flow, but dimensionality reduction
is not conducive to feature retention. Therefore, we complete the work of channel flow by
our designed CCI. Meanwhile, through different receptive fields, SIF can capture the global
dependence in the feature information and has advantages over modulated signals with
complex time–frequency energy distributions, e.g., polyphase coding and multi-frequency
coding signals.

4.3. Cross-Channel Interaction (CCI)

Channel attention is one of the attention mechanism types. An example of channel
attention is the squeeze-and-excitation network (SENet) [37]. Generally, channel attention
compresses the input feature map from the channel direction, generating weights for each
channel to represent the importance of the current channel. In this way, the model can
focus on the more important channels, thereby improving performance.

Our designed CCI module aims to strength the integration of TFF characteristics,
extract non-overlapping information from three time–frequency distributions, and suppress
the noisy channels. CCI applies the channel attention mechanism to each scale of the feature
branch. For the DDConv Group, it provides the multi-scale feature X i ∈ RC×H×W to the
CCI, where i = [0, 1, 2, 3] denote different scale feature blocks.

Figure 7d depicts the operation process of the CCI. First, a global feature representation
is obtained through a spatial global average pooling (SGAP), which works by averaging
the two-dimensional feature map of each channel. Then, 1 × 1 convolution (Conv) is used
to model the inter-channel relationships. The sigmoid activation function is employed
to generate the channel descriptor, and the softmax function is utilized to obtain the
representation weight, which is given by

W i,CH = softmax{sigmoid[Conv(SGAP(X i))]} ∈ RC×1×1 (9)

where softmax{sigmoid[Conv(SGAP(·))]} is defined as F1(·). By performing element-
wise multiplication of the weights and descriptors, we have the multi-scale fusion feature
YCH ∈ RC×H×W as

YCH =
3

∑
i=0

W i,CH ⊙ X i (10)

where ⊙ denotes the Hadamard product.

4.4. Spatial Information Focus (SIF)

Channel attention focuses on the differences in features in different channels, while
spatial attention emphasizes the information in different locations of the image [38]. Ba-
sically, spatial attention learns a spatial transformation matrix that is used to transform
the input feature map into a new feature map wherein key information is highlighted and
irrelevant information is suppressed. This mechanism helps the model to focus more on
important spatial locations within the image, thereby enhancing the performance of the
network model.

In this paper, SIF is designed as a parallel branch to CCI. While CCI pools spatial
information at different scales to compute the channel attention descriptor, SIF requires
pooling in the channel dimension. Therefore, to avoid losing information, SIF fuses the
multi-scale features X i ∈ RC×H×W in the channel dimension and then outputs [XF ∈
R4C×H×W ]. Figure 7e shows the operation process of SIF.

Considering that the channel dimension is a one-dimensional feature and has fewer
parameters during global pooling, we design SIF with CGAP (channel global average



Sensors 2024, 24, 5344 10 of 17

pooling) and CGMP (channel global maximum pooling) to obtain global features and then
fuse them in the channel dimension, given by

X A= CGAP(XF) ∈ R1×H×W ,
X M= CGMP(XF) ∈ R1×H×W ,
X AM = Cat(X A, X M) ∈ R2×H×W

(11)

where Cat(·) denotes the feature map fusion in the channel dimension. A 7 × 7 convolution
is used to map the dual-channel X AM into four channels, corresponding to the four scales
of the input. The sigmoid activation function is employed to generate the spatial weight
representation:

WSP = sigmoid(Conv(X AM)) ∈ R4×H×W (12)

where sigmoid(Conv(·)) is defined as F2(·). Then, the weights W i,SP ∈ R1×H×W are
from WSP ∈ R4×H×W and are used to compute the multi-scale spatially fused feature
YSP ∈ RC×H×W , given by

YSP =
3

∑
i=0

W i,SP ⊙ X i. (13)

4.5. Gated Fusion Unit (GFU)

The gated fusion unit (GFU), as depicted in Figure 7f, generates adaptive weights
to fuse the outputs of the CCI and SIF branches by the Sigmoid activation function in
order to restore the original scale size and improve the feature representation. Given
YCH ∈ RC×H×W and YSP ∈ RC×H×W , the representative weights Z ∈ RC×H×W are
calculated as

Z = sigmoid(YCHW1 + YSPW2) (14)

where W1, W2 ∈ RC×C are the learnable parameters during CSANet training. Then,
the cross-scale aware feature is achieved by

YCSA = Z ⊙ YCH + (1 − Z)⊙ YSP. (15)

5. Experimental Results

The dataset simulates 12 modulation types of radar signals, as shown in Table 1.
The parameters of the signals are set as in Table 2. The sampling frequency is 200 MHz, and
the signal length is 10 µs. The SNR is set as [−14,−12, · · · , 8] dB. Therefore, for every type
of modulation at each SNR point, we construct 350 training samples, 150 validation samples,
and 150 test samples. Moreover, our dataset contains 54,600, 23,400, and 23,400 samples for
training, validating, and testing, respectively. The experiments are performed using the
PyTorch 2.2.1 framework and an NVIDIA GeForce RTX 4060 laptop GPU.

Table 2. Simulation parameters for radar signals in Table 1.

Modulation Parameters and Their Ranges

CW fc ∈ [45, 55] MHz
LFM fc ∈ [45, 55] MHz, B ∈ [15, 25] MHz

NLFM fc ∈ [45, 55] MHz, B ∈ [15, 25] MHz
BPSK fc ∈ [45, 55] MHz, N = 13
QPSK fc ∈ [45, 55] MHz, N = 28
FSK fc ∈ [45, 55] MHz, ∆ f ∈ [10, 20], N = 13

4FSK fc ∈ [45, 55] MHz, ∆ f ∈ [5, 15], N = 16
FRANK fc ∈ [45, 55] MHz, N = 50, M = 7

P1 fc ∈ [45, 55] MHz, N = 50, M = 7
P2 fc ∈ [45, 55] MHz, N = 50, M = 7
P3 fc ∈ [45, 55] MHz, N = 50, M = 50
P4 fc ∈ [45, 55] MHz, N = 50, M = 50
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In addition, in order to ensure the comparability and statistical significance of the
experimental results, the experimental parameters are uniformly set as follows: the initial
learning rate is 0.01, the batch size is 50, the optimization algorithm is stochastic gradient
descent, the number of epochs is 50, and the loss function is cross-entropy loss. Through
careful adjustment of datasets and parameters, the loss value of each network can reach the
convergence state after 50 rounds of training so as to ensure the correct evaluation of the
performance of the proposed algorithm under different SNR and parameter conditions.

5.1. Accuracy Analysis of CSANet and Other Networks

First, we evaluate the recognition performance of CSANet. For comparison, we simu-
late five algorithms that are based on the TFIs-CNN methodology, including CNNQu [39],
CNNHuang [32], ResNet50 [36], MobileNetV3 [40], and ShuffleNetV2 [41]. To demonstrate
the effectiveness of the TFF, we also generate TFIs, i.e., SPWVD, FSST, or HHT, as the input
of networks. The experimental results are shown in Figure 8.
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Figure 8. Accuracy evaluation: (a) CNNQu, (b) CNNHuang, (c) ResNet50, (d) MobileNetV3, (e) Shuf-
fleNetV2 (b), and (f) CSANet.

As can be seen, the accuracy of ResNet50, MobileNetV3, ShuffleNetV2, and CSANet
is higher when TFF is used as the learning object, while for CNNQu and CNNHuang,
the accuracy is higher by inputting FSST. This demonstrates that TFF is superior to the
time–frequency enhancement methods [25–27].

Overall, CSANet-TFF consistently achieves the highest accuracy across all SNR levels.
Notably, at a low SNR of −14 dB, CSANet-TFF attains the highest accuracy of 83.62%,
which exceeds the second-highest accuracy of ResNet50-TFF by 8.74%. At SNR = −12 dB,
the accuracy of CSANet-TFF is 93.27%, outperforming other networks. Generally, CSANet-
TFF excels in low-SNR scenarios. Moreover, CSANet consistently achieves the highest
accuracy with SPWVD, FSST, HHT, or TFF as inputs, demonstrating that it outperforms
existing advanced methods [32,36,39–41]. This superiority is attributed to CSANet’s abil-
ity to perceive the time–frequency structures of radar signals through the CSA module.
The DDConv Group and SIF mechanisms within the module are specifically designed
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to identify time–frequency ridge features, while CCI is designed to suppress redundant
channels caused by noise, particularly in low-SNR conditions.

Furthermore, we compare the network across several metrics, including spatial com-
plexity, computational complexity, and actual running time. These comparisons are based
on parameters (Params), floating-point operations (FLOPs), and network inference time
(Runtime), with the results presented in Table 3. As can be seen, CNNQu and CNNHuang
exhibit lower FLOPs but higher Params compared to CSANet. However, as illustrated
in Figure 8, their accuracy is significantly lower than that of CSANet, particularly at low
SNRs. CSANet has a more lightweight architecture, with reduced FLOPs and Params
compared to ResNet50. Moreover, CSANet’s Params are approximately 1/10 of those
of MobileNetV3 and ShuffleNetV2. Therefore, our proposed CSANet is proven to be a
lightweight network with high accuracy. The inference time of the network is often affected
by the hardware resources. Here, we calculate the time for different networks to classify
a single sample, which provides a reference for the actual deployment of the network.
Experimental results show that CSANet can achieve a shorter time than [36,40,41], which
has practical application significance.

Table 3. Computational complexity analysis.

Network CNNQu CNNHuang ResNet50 MobileNetV3 ShuffleNetV2 CSANet

FLOPs/G 0.0334 0.0371 4.1317 0.3118 0.4034 0.3386
Params/M 2.5539 21.0068 23.5326 4.2200 2.4930 0.2152

Runtime/ms 4.8750 5.0065 35.6344 18.1344 10.1563 7.6219

5.2. Ablation Study

This paper designs the CSA module that enables the CSANet to recognize intra-pulse
modulation of radar signals. Here, we conduct an ablation study by adding the CSA
modules one by one into the CSANet. When one CSA module is added, we employ
3 × 3 convolutions with a stride of two for further feature mapping and downsampling so
as to minimize the data redundancy and forge an efficient architecture for CSANet. When
the number of CSA modules grows, CSANet keeps its overall structure and adjusts the
parameter number of the “Linear” layer accordingly. Furthermore, ablation experiments are
carried out on the internal modules. SIF and GFU are removed, and the remaining modules
are named D-CCI. CCI and GFU are removed, and the remaining modules are named
D-SIF. We use D-CCI and D-SIF to replace three CSA modules in CSANet. In addition, we
contrast CBAM [42], which has a dual-channel and spatial attention mechanism, with some
similarities to CSA. In the experiment, we use a CBAM module to replace three CSA
modules in CSANet. Using the TFF features as learning objects, the results of the ablation
experiments are illustrated in Table 4.

Table 4. Accuracies of different CSANet architectures.

Network SNR = −14 dB SNR = −12 dB SNR = −10 dB FLOPs

D-SIF 60.79% 84.53% 94.21% 0.2142 G
D-CCI 76.91% 90.96% 95.40% 0.2546 G
CBAM 57.73% 83.48% 92.91% 0.1823 G

CSA = 1 66.90% 87.11% 97.25% 0.2127 G
CSA = 2 77.14% 92.04% 97.24% 0.3134 G
CSA = 3 83.62% 93.99% 98.23% 0.3386 G
CSA = 4 75.91% 92.38% 96.94% 0.3449 G

CBAM is less effective although it exerts both spatial and channel attention, reflecting
the importance of multi-scale features. At the same time, D-SIF and D-CCI also have
lower recognition accuracies than the CSA = 3 architectures, but they require slightly less
computational effort. D-CCI demonstrates superior performance due to the utilization of
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integrated features, which encompass comprehensive and even redundant information.
Therefore, the suppression of channel redundancy is critical. CSANet’s accuracy increases
when the CSA number grows from one to three, but it declines when the CSA number
reaches four. Due to the deployment of convolutional layers for downsampling following
each CSA to enhance network efficiency, an increased number of CSA modules may lead to
greater information loss. When the number of CSA modules is less than three, the informa-
tion loss predominantly consists of redundant data caused by noise. Conversely, when the
number of CSA modules exceeds four, there is a consequential loss of useful information.

5.3. Signal Confusion Analysis

This section analyzes the confusion matrix of the CSANet results in order to provide
insights into the model’s performance on different modulation types. Figure 9 depicts
the confusion matrices of CSANet based on three methods: SPWVD, FSST, and TFF at
SNR = −12 dB. HHT is ignored since its performance is the worst.

In Figure 9, the vertical axis lists the true labels, while the horizontal axis lists the
predicted labels. The diagonal elements represent the number of samples correctly pre-
dicted, the other elements represent the number of samples incorrectly classified, and
the darker the color, the more samples. In Figure 9, three time–frequency features and
twelve modulation types show excellent discrimination. It is relatively easy to confuse
BPSK versus CW and FRANK versus P3. In addition, at very low SNRs, most of the sig-
nals are misinterpreted as 4FSK signals because their time–frequency graphs are irregular
and scattered.

(a) CSANet-SPWVD (b) CSANet-FSST (c) CSANet-TFF

Figure 9. CSANet confusion matrix for SNR = −12 dB: (a) SPWVD. (b) FSST. (c) TFF.

Figure 10 shows the accuracy of CSANet for the recognition of twelve modulations
based on SPWVD, FSST, and TFF. As can be seen, the FSST’s accuracy varies significantly
across different signal types. The FSST performs well in recognizing LFM, NLFM, FSK,
and P4, but it performs poorly in recognizing FRANK, P3, and FSK4, even for high SNRs.
Hence, the FSST’s performance is sensitive to the modulation type. SPWVD and TFF are
robust in recognition of various signals. The recognition accuracies of NLFM, LFM, P4,
and P2 are generally higher, and the time–frequency ridges of NLFM and LFM are simpler.
P2 and P4 have two ridges at the edges of their time–frequency maps, as shown in Figure 2.
Moreover, P2 has phase mutations and P4 does not, and they are also distinguished from
each other. Specifically, CSANet-TFF achieves over 94.73% accuracy at SNR = −10 dB for
every signal.
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Figure 10. Accuracy of each signal: (a) SPWVD. (b) FSST. (c) TFF. The figure illustrates the accuracy of
CSANet in identifying signal types using three different sets of time–frequency features to compare
the classification effect.

5.4. Class Activation Mapping (CAM) Analysis

CAM is widely used for explaining the predictions of DL models [43]. CAM helps
researchers understand how a DL model can choose the predicted class by mapping the
class activation back to the significant region of the image. Figure 11 shows the CAM
analysis results of CSANet and ResNet50 with TFF features, where the brighter regions are
more important. The CAM analysis aids in understanding the adaptive receptive field of
CSANet. We extract the feature maps before the Linear layer for visualization analysis.

As can be seen from Figure 11, the receptive field of CSANet shows a higher degree
of concentration than that of ResNet50. For CSANet, the focus area adaptively adjusts in
size, shape, and position, corresponding to the characteristics of varying signals, which
is due to the DDConv Group and the SIF modules. Combined with the DDConv Group,
which employs convolution kernels of varying dilation ratios, SIF can extract features with
different ranges and precision.

Figure 11. CAMs of CSANet and ResNet50 (SNR = −6 dB).



Sensors 2024, 24, 5344 15 of 17

6. Conclusions

In this paper, we propose CSANet, a lightweight and accurate model for recognizing
intra-pulse modulation in radar signals. We design TFF using three types of TFIs, i.e.,
SPWVD, FSST, and HHT. In our experiments with 12 radar signal types, CSANet using TFF
achieves accuracies of 83.62%, 93.99%, and 98.23% at SNR levels of −14, −12, and −10 dB,
respectively.

CSANet’s high precision is mainly attributed to the CSA module, which is specifically
designed to effectively address the characteristics of time–frequency ridges, including large
spans, narrow curves, and sharp changes. Our solution is to develop a cross-scale strategy
that correlates information across different scales and benefits the identification of key
features. In the CSA module, the DDConv Group employs multiple dilated convolutions to
extract multi-scale feature blocks. Two parallel branches are developed by jointly employing
the channel and spatial attention mechanisms to highlight discriminative features and
mitigate channel redundancies across various scales.

In terms of network complexity, we employ depthwise dilated convolutions to make
the CSA lightweight. Compared to [32] with 21.01 M Params and [39] with 2.55 M Params,
CSANet has only 0.22 M Params. Therefore, CSANet is a promising tool for accurate
recognition of radar signals, especially in low-SNR conditions.
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Abbreviations
The following abbreviations are used in this manuscript:

CNN Convolutional neural network
TFIs Ttime–frequency images
SNR Signal-to-noise ratio
CSANet Cross-scale aware network
CSA Cross-scale aware
TFF Ttime–frequency fusion
WVD Wigner–Ville distribution
MFRMF Multi-feature random matching fusion
OD-CNN Omni-dimensional dynamic convolution
CW Continuous wave
LFM Linear frequency modulation
NLFM Nonlinear frequency modulation
BPSK Binary phase shift keying
QPSK Quadrature phase shift keying
FSK Frequency shift keying



Sensors 2024, 24, 5344 16 of 17

4FSK Four-frequency shift keying
FSST Fourier synchrosqueezed transform
SPWVD Smoothed pseudo-Wigner–Ville distribution
HHT Hilbert–Huang transform
CWD Choi–Williams distribution
STFT Short-time Fourier transform
EMD Empirical mode decomposition
IMFs Intrinsic mode functions
VMD Variational mode decomposition
ResNet Residual network
DDConv Group Depthwise dilated convolution group
CCI Cross-channel interaction
SIF Spatial information focus
GFU Gated fusion unit
Conv Convolution
MP Maximum pooling
AP Average pooling
GMP Global maximum pooling
GAP Global average pooling
CAM Class activation mapping
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24. Pieniężny, A.; Konatowski, S. Intrapulse analysis of radar signal. Comput. Methods Exp. Meas. XIV 2009, 48, 259.
25. Oberlin, T.; Meignen, S.; Perrier, V. The Fourier-based synchrosqueezing transform. In Proceedings of the 2014 IEEE International

Conference on Acoustics, Speech and Signal Processing (ICASSP), Florence, Italy, 4–9 May 2014; pp. 315–319.
26. Toole, J.M.O.; Boashash, B. Fast and memory-efficient algorithms for computing quadratic time–frequency distributions. Appl.

Comput. Harmon. Anal. 2013, 35, 350–358. [CrossRef]
27. Huang, N.E.; Wu, Z.; Long, S.R. On instantaneous frequency. Adv. Adapt. Data Anal. 2009, 1, 177–229. [CrossRef]
28. Cohen, L. Time-frequency distributions-a review. Proc. IEEE 1989, 77, 941–981. [CrossRef]
29. Faisal, K.N.; Mir, H.S.; Sharma, R.R. Human Activity Recognition from FMCW Radar Signals Utilizing Cross-Terms Free WVD.

IEEE Internet Things J. 2024, 11, 14383–14394. [CrossRef]
30. Huang, N.E.; Shen, Z.; Long, S.R. The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary

time series analysis. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 1998, 454, 903–995. [CrossRef]
31. Dragomiretskiy, K.; Zosso, D. Variational mode decomposition. IEEE Trans. Signal Process. 2013, 62, 531–544. [CrossRef]
32. Huang, H.; Li, Y.; Liu, J. LPI waveform recognition using adaptive feature construction and convolutional neural networks. IEEE

Aerosp. Electron. Syst. Mag. 2023, 38, 14–26. [CrossRef]
33. Tang, P. A digitalization-based image edge detection algorithm in intelligent recognition of 5G smart grid. Expert Syst. Appl. 2023,

233, 120919. [CrossRef]
34. Yu, Z.Y.; Tang, J.L. Radar signal intra-pulse modulation recognition based on contour extraction. In Proceedings of the

IGARSS 2020—2020 IEEE International Geoscience and Remote Sensing Symposium, Las Vegas, NV, USA, 26 September
2020; pp. 2783–2786.

35. Lecun, Y.; Bottou, L. Gradient-based learning applied to document recognition. Proc. IEEE 1998, 86, 2278–2324. [CrossRef]
36. He, K.; Zhang, X.; Ren, S. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer

Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 26 June 2016; pp. 770–778.
37. Hu, J.; Shen, L.; Sun, G. Squeeze-and-excitation networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern

Recognition (CVPR), Salt Lake City, UT, USA, 19–21 June 2018; pp. 7132–7141.
38. Li, Y.; Hou, Q.; Zheng, Z. Large selective kernel network for remote sensing object detection. In Proceedings of the IEEE/CVF

International Conference on Computer Vision (ICCV), Paris, France, 2–6 October 2023; pp. 16794–16805.
39. Qu, Z.; Mao, X.; Deng, Z. Radar signal intra-pulse modulation recognition based on convolutional neural network. IEEE Access

2018, 6, 43874–43884. [CrossRef]
40. Howard, A.; Sandler, M.; Chu, G. Searching for MobileNetV3. In Proceedings of the IEEE/CVF International Conference on

Computer Vision (ICCV), Seoul, Republic of Korea, 27 October 2019; pp. 1314–1324.
41. Ma, N.; Zhang, X.; Zheng, H.T. ShuffleNet v2: Practical guidelines for efficient CNN architecture design. In Proceedings of the

European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 116–131.
42. Woo, S.; Park, J.; Lee, J.Y. Cbam: Convolutional block attention module. In Proceedings of the European Conference on Computer

Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 3–19.
43. Baehrens, D.; Schroeter, T.; Harmeling, S. How to explain individual classification decisions. J. Mach. Learn. Res. 2010, 11,

1803–1831.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1109/TAES.2023.3307665
http://dx.doi.org/10.1016/j.dsp.2022.103396
http://dx.doi.org/10.1007/s11760-023-02528-9
http://www.ncbi.nlm.nih.gov/pubmed/37362231
http://dx.doi.org/10.1016/j.acha.2013.01.003
http://dx.doi.org/10.1142/S1793536909000096
http://dx.doi.org/10.1109/5.30749
http://dx.doi.org/10.1109/JIOT.2023.3344100
http://dx.doi.org/10.1098/rspa.1998.0193
http://dx.doi.org/10.1109/TSP.2013.2288675
http://dx.doi.org/10.1109/MAES.2023.3238704
http://dx.doi.org/10.1016/j.eswa.2023.120919
http://dx.doi.org/10.1109/5.726791
http://dx.doi.org/10.1109/ACCESS.2018.2864347

	Introduction
	Signal Model and System Overview
	Signal Model
	System Overview

	Time–Frequency Analysis and Feature Extraction
	Cohen Class Time–Frequency Distribution
	Fourier Synchrosqueezed Transform (FSST)
	Hilbert–Huang Transform (HHT)
	Time–Frequency Feature Preprocessing and Fusion

	Cross-Scale Aware Network (CSANet)
	CSA Module
	Depthwise Dilated Convolution Group (DDConv Group)
	Cross-Channel Interaction (CCI)
	Spatial Information Focus (SIF)
	Gated Fusion Unit (GFU)

	Experimental Results 
	Accuracy Analysis of CSANet and Other Networks
	Ablation Study
	Signal Confusion Analysis
	Class Activation Mapping (CAM) Analysis

	Conclusions
	References

