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Abstract: In this research, two estimation algorithms for extracting cross-lingual news pairs based1

on machine learning from financial news articles have been proposed. Every second, innumerable2

text data, including all kinds news, reports, messages, reviews, comments, and tweets have been3

generated on the Internet, which is written not only in English but also in other languages such as4

Chinese, Japanese, French and so on. By taking advantage of multi-lingual text resources provided5

by the Thomson Reuters News, we developed two estimation algorithms for extracting cross-lingual6

news pairs from multilingual text resources. In our first method, we propose a novel structure that7

uses the word information and the machine learning method effectively in this task. Simultaneously,8

we developed a bidirectional LSTM based method to calculate cross-lingual semantic text similarity9

for long text and short text respectively. Thus, when an important news article is published, users10

can read similar news articles that are written in their native language using our method.11

Keywords: Text Similarity; Text Mining; Machine Learning; SVM; Neural Network; LSTM12

1. Introduction13

Text similarity, as its name suggests, refers to how similar the given text query is similar to the14

others, where we normally tend to consider mainly on their semantic characteristics, that is, how close15

(i.e. similar) their meanings are. Here, the text could be in the form of character level, word level,16

sentence level, paragraph level, or even longer, document level. In this paper, we mainly discuss the17

text with the form of sentences (i.e. short text) and documents (i.e. long text).18

The objective of this research could be summarized in three key points. The fundamental objective19

is to develop algorithms for estimation of semantic similarity for the given two pieces of text written in20

different languages, applicable for both long text and short text, by taking advantage the untapped vast21

of text resources from Thomson Reuters economics news reports. Secondly, as a practical application22

and a verification of our model, we are aiming at developing a cross-lingual recommendation system23

and test benchmark, where it could provide several most-related (for example, 10 results) pieces of24

Japanese or English text when given an English (or Japanese) article. Thirdly, we excavate cross-lingual25

resources from the enormous database of Thomson Reuters News and build an effective cross-lingual26

system by taking advantage of this un-developed treasure.27
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2. Related Work and Theories28

In spite of the length of the text, most of the state-of-the-art methods implemented based on the29

word embedding methods recently and thus we discuss it in detail in a separate section. To solve30

semantic text similarity problems, one of the most typical and inspiring methods is Siamese LSTM31

structure, which is considered as both basis and a competitive baseline of this research.32

2.1. Embedding Techniques for Words and Documents33

Word embedding techniques, also known as distributed word representation, is one of the most34

basic concepts and application prevalent nowadays. Word embedding could be further extended to35

perform on even documents. The embedding techniques capturing both the semantic and syntactic36

information and converting them into meaningful feature vectors which help to train accurate models37

for natural language processing (NLP) tasks [1].38

Word embedding can be implemented for both monolingual and multilingual task. There are39

several successful papers working on the monolingual word embedding such as the continuous bag40

of words models and skip-gram models [2], monolingual document embedding such as doc2vec41

[3], cross-lingual word embedding [4], as well as cross-lingual document embedding model such as42

Bilingual Bag-of-Words without Word Alignments (BilBOWA) [5]. Through embedding model, each43

word, phrase or document would be converted into a fixed length vector representation, where the44

similarity between each of two words, phrases, or documents could be derived by calculating the cosine45

distance of their vector representations. Methods are distinctly different for the text data with different46

length when solving text similarity problem[3]. In respective with the length of the text, textual47

similarity task could be further categorized into two sub-tasks. Prevalent methods for cross-lingual48

document (i.e. long text) similarity could be categorized into four aspects [6], Dictionary-based49

approaches[7], Probabilistic topic model based approaches[8], Matrix factorization based approaches[9],50

and Monolingual approaches.51

2.2. Text Similarities Using Siamese LSTM52

A neural network based Siamese recurrent architectures are recently proved to be one of the53

most effective ways for learning semantic text similarity on the sentence level. Mueller, in his work,54

implements a Siamese recurrent structure called Manhattan LSTM (MaLSTM) [10], which is practically55

used as the estimation of relativeness (i.e. similarity) when given any two sentences in English. This56

structure using Long Short-Term Memory (LSTM)[11] have state-of-the-art performance on both57

semantic relatednesses scoring task and entailment classification using the SICK database, one of the58

NLP challenges provided by SemEval[12]. This model could identify how two sentences are similar to59

each other by trying to “understand" their true meaning on a deeper aspect, like the sentence pairs60

“He is smart" and “A truly wise man" as the figure demonstrates. They have no common word with61

different length, but they are indeed highly relevant to each other in terms of their implications, which62

a human cannot recognize without more consideration and logical analysis, suggesting the difficulty63

of this challenge.64

In our work, we developed a new recurrent structure inspired by MaLSTM, by modifying the65

Siamese (i.e. symmetric) LSTM modules to an “unbalanced" ones, and add a full-connect neural66

network layer following the output of LSTM modules, which is more flexible and effective over text67

similarity task.68

3. Methods for Extracting Cross-lingual News Pairs69

In this section, we will introduce all fundamental and necessary methods applied in our research.70

There are mainly three aspects to be elaborated, including methods we applied regarding to the71

foundation of natural language processing, such as word embedding and TF-IDF. The we explained72
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two applied methods, one of which is classical methods learning, SVM (Support Vector Machine). The73

other one is neural network method, LSTM(Long-Short Term Memory).74

3.1. Distribution Representation75

The most traditional and naive way to consider words as features is to treat words as discrete76

symbols or numbers. This results in a discrete representation of each word and hinders the77

establishment of relations among these features. In contrast, vector space models consider (embedded)78

words in a continuous vector space, in which words with similar meanings are separated by small79

distances. There are two main categories for continuous word embedding: count-based (such80

as latent semantic analysis) models and predictive-based methods (such as neural probabilistic81

language models). The count-based models focus on the co-occurrence of the considered word82

and its neighboring words, whereas the predictive-based models predict a word based on its neighbors83

using embedding vectors [13]. In this research, we implement a predictive-based model that is known84

as word2vec; it is based on the skip-gram or continuous bag-of-words model [2].85

We train each word from the training text sequence w1, w2, w3, ..., wT to maximize the objective
function

1
T

T

∑
t=1

∑
−c≤j≤c,j 6=0

log p(wt+j|wt) (1)

wherein c is the so-called “window size,” which determines how much context information is to be
considered for each of the training words. More specifically, we define p(wt+j|wt) using a softmax
function:

p(wO|wI) =
exp(vwO

TvwI )

∑W
w=1 exp(vwTvwI )

(2)

wherein W is the size of the vocabulary (i.e., the number of disparate words to be considered), and v is86

the vector representations for either the word w, the input word wI , or the output word wO.87

However, the calculation of equation2 2 is impractical because the computational cost for88

calculating the gradient of log p(wt+j|wt) is proportional to W, which consists as many as 105 to89

107 terms. In practical, to train the model (i.e., optimize the cost function) in a more computationally90

efficient manner, we use Noise Contrastive Estimation for approximation during training, as described91

in [2].92

Finally, vector representations with fixed dimension (e.g., 200) can be extracted from the trained93

model. These word vectors have some outstanding attributes. Because we train our model for each94

word using its neighboring words, and words with similar meaning usually tend to have similar95

context, we can calculate the similarity among words using the cosine distance.96

3.2. Term Frequency-Inversed Document Frequency (TF-IDF)97

TF-IDF is one of the classical weighting models for words, which uses text representations. It is
widely used in the natural language processing domain wherein it is commonly applied for weighting
words or document features, such as in one-hot bag-of-words representation. The term frequency
stands for the number of times a considered word occurs in a specific document, while the document
frequency is the number of documents in the corpus that include the word. The inverse document
frequency term for a specific word can be expressed as

id f = log
N

1 + d f
(3)

wherein N is the total number of documents in the corpus. Combining these two concepts, the TF-IDF98

weight is the product of the TF and the IDF. This scheme loses semantic information for words; thus, so99

it usually cannot achieve satisfactory performance. However, it measures the weights and importance100
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of each word inside documents and among other documents according to a reasonable definition. In101

this study, we apply TF-IDF to weight words during document embedding.102

3.3. TF-IDF Weighting for Word Vectors103

Although there are several ways to form vector representations for documents (i.e., document
embedding), we have experimentally discovered that the most effective strategy is to use the TF-IDF
weighted sum of the word vectors that are present in each document as features. First, we calculate
two TF-IDF weighting models, namely TF-IDFjp and TF-IDFen, for each word from English training
documents and Japanese training documents. Second, for each Japanese document, the weighted sum
document representation can be derived as

Ji =
Ni

∑
m=0

ti,m ·wi,m (4)

wherein Ni refers to the number of words in this Japanese document (i.e., Japanese document i),104

and ti,m stands for the Japanese TF-IDF weight for the m-th word in document i with respect to the105

considered word. The final term wi,m is the word vector of the m-th word in document i, that is, the106

vector representation for this considered word.107

We apply the same weighting scheme to the English documents. The vector representation for
English document i can be expressed as

Ei =
Ni

∑
m=0

ti,m ·wi,m (5)

wherein all the definitions of the above variables are the same as those in the Japanese processing case,108

except the texts are in English.109

3.4. Feature Engineering110

The selection of features is possibly the most significant and tricky step, in particular, for classical111

machine learning algorithms such as SVM. This is called “feature engineering” because sometimes112

the choice of features can greatly affect the results. Fortunately, as one of the most exciting results113

in this research, we discover that satisfactory results can be generated using the joint cross-lingual114

document vector that is based on TF-IDF weighted word2vec as a training feature for the SVM model.115

Although both SVM and TF-IDF weighted word vectors are common in the text mining domain, to116

the best of our knowledge, this is the first time that the effectiveness of using joint cross-lingual text117

feature vectors as input for SVM on the cross-lingual text similarity problem has been proved.118

More specifically, for the vector representation of a Japanese document Ji and an English document
Ej, the joint feature are defined by

fi,j = (Ji, Ej) (6)

Via feature engineering, we prepare our training datasets S, which contain a subset S1 of instances
for which the similarity scores are all equal to 1:

S1 = {(f1,1, 1), ..., (fN,N, 1)} (7)

and another subset S0 of instances for which the similarity scores are all equal to 0:

S0 = {(f1,o, 0), ...(fQ,P, 0)} (8)

wherein N is the total number of cross-lingual training pairs with similarity of 1 (i.e., similar pairs)119

for training and o is an arbitrary number that belongs to (1, N) and is not equal to 1, such that f1,o is120
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the set of dissimilar pairs with similarity of 0 (i.e., the pairs are totally unrelated). Moreover, note that121

Q, P ∈ (1, N) and Q 6= N.122

Hence, our final training data S is
S = S1 ∪ S0 (9)

3.5. The SVM-based method123

SVM is one of the most popular methods for solving both classification and regression tasks. It is124

originally purposed in 1990s and gradually proved to be effective in many fields including Natural125

language processing (NLP), pattern recognition and so on [14][15][16].TF-IDF and SVM are useful126

for tasks in the field of natural language processing. Therefore, we employ TF-IDF and SVM in our127

method as core technologies. Additionally, we propose a novel structure that uses TF-IDF and SVM128

effectively for this task. An overview of the structure is illustrated in Figure 1.129

The system mainly contains three processing models. As our our training datasets S only contains130

the data with label 0 or 1, the classification training objective of SVM is very similar to classification131

using Triplet Loss, which is proved quite effective in embedding and classification tasks.[17] The132

training procedures normally include the following steps:133

1. Use the cross-lingual training data in the form of pre-trained word vectors as input, which is134

discussed in detail in section 3.1.135

2. Weight the word vectors for each of language models using TF-IDF, as introduced in section 3.2136

and section 3.3.137

3. Train the proposed model using SVM with Platt’s probability estimation for the connected138

cross-lingual document features, each of which are the naive join of two weighted word sum139

vectors in English and Japanese. This is explained in section 3.4.140

Figure 1. Illustration of our SVM-based method

3.6. A Bidirectional LSTM Based Method141

We implement the two independent modules of bi-directional LSTM recurrent neural networks142

on both English input and Japanese input respectively and the overview of this structure is shown143

in the figure 2. We use the cross-lingual training data in the form of pre-trained word vectors as144

input. Feed the word vector sequentially to LSTM modules. This is discussed in detail in the section145

3.1. Furthermore, as a limitation of our LSTM modules, we have uniform length of data as input,146

denoted as “maxlen". The residue of the parts of sequence longer than maxlen will be abandoned,147

while those input sequence shorter than “maxlen" will be padded with a predefined value (i.e. a148

word) such as “null" at the tail so that all the input data could be same in length. The two bi-LSTM149

modules are responsible for English sequence and Japanese Sequence respectively. They generate four150

hidden layer outputs and we concatenate them into a joint feature. Details is elaborated in the 3.6.1.151

The joined feature is further fed into a densely-connected neural network of 1 depth, resulting in 1152
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dimension output y ∈ [0, 1] as the final similarity score of the two inputs cross-lingual data, by means153

of regression. In general, LSTM-based model pay more attention on the order information of the input154

sequence, which might significant determine the real meaning of the a sentence written in natural155

languages.156

3.6.1. The bi-LSTM Layer157

In this research, we take advantage of bi-LSTM (bi-directional long short-term memory), to
enhance the ordinary RNN performance considering both forward and backward information and
solve the problem of the long-term dependencies. The updates rules of LSTM for each sequential input
x1, x2, ..., xt, ..., xT could be express as:

it = sigmoid(Wixt + Uiht−1 + bi) (10)

ft = sigmoid(W f xt + U f ht−1 + b f ) (11)

c̃t = tanh(Wcxt + Ucht−1 + bc) (12)

ct = it � c̃t + ft � ct−1 (13)

ot = sigmoid(Woxt + Uoht−1 + bo) (14)

ht = ot � tanh(ct) (15)

where ht−1 is the hidden layer value of the previous states and the sigmoid and tanh functions in the
above equations are also used as activation functions:

sigmoid(x) =
1

1 + exp(−x)
(16)

tanh(x) =
2

1 + exp(−2x)
− 1 (17)

The weights (i.e. parameters) we need to train include Wi, W f , Wc, Wo, Ui, U f , Uc, Uo and bias vectors
bi, b f , bc, bo. A more thorough exposition of the LSTM model and its variants is provided by Graves
(2012)[18] and Greff et al. (2015)[19]. In this layer, we use the cross-lingual training data in the form of
pre-trained word vectors as input, which is discussed in detail in section 3.1. There are four LSTM
modules, constructing two bi-LSTM structures, where we only consider the final output (i.e. final
value of the hidden layer) of each LSTM modules: LSTM-a read Japanese text forwardly. The value of
hidden layer is denoted as h(a)

i where i is the i-th input of the sequence, while LSTM-b read backwardly

denoted as h(b)
i . Symmetrically, LSTM-c and LSTM-d are used to read English text, denoted as h(c)

i

and h(d)
i . As the results, we obtain four feature vectors derived from hidden layer values of the four

LSTM modules, keeping all necessary information regarding to the cross-lingual inputs. We then
merge these four features by concatenating them directly:

xi,j = (h(a)
L , h(b)

L , h(c)
L , h(d)

L ) (18)

where i and j refer to the document number of the input text for Japanese and English respectively, and158

vector h(a,b,c,d)
L refers to the final status (i.e. the value) of the hidden layers of the LSTM module after159

feeding the last (or the first word, if backwardly) word.160
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Figure 2. Illustration of LSTM-based method

3.6.2. Dense Layer161

We use the most basic component of basic full-dense Neural Network layer as the top layer. The
function of this layer could be expressed as:

yi,j = f (wTxi,j + b) (19)

Here, the function f is also known as “activation" function, and b is the one dimension bias for the
neural network and w is the weight (i.e. the parameters to be trained) of the neural network. In this
project, we mainly apply the softplus [20] function as activation function in the dense layer :

f (x) = ln[1 + exp(x)] (20)

As for the optimization, although we are handling a classification problem, based on the experiment
results, we find that, instead of using ordinary cross-entropy cost, it performs better if we use Quadratic
cost (i.e. mean square error) as the cost function, which could be described as:

C =
N

∑
v=1

(ytrue,v − ypred,v)
2 (21)

where N is the total number of the training data, while ytrue,v and ypred,v refer to the true similarity and
the predicted similarity respectively. In practice, the stochastic gradient descent (SGD) is implemented
by means of the back-propagation scheme. After computing the outputs and errors based on the cost
function J, which is usually equal to the negative log of the maximum likelihood function, we update
parameters by the gradient descent method, expressed as:

w← w− ε∇w J(w) (22)

where ε is known as “learning rate", defining the update speed of the hyper-parameters w. However,162

the training process might fail due to either improper initialization regarding weights or the improper163

learning rate value set. Practically, based on the results of the experiments, the best performance is164

achieved by applying the Adam optimizer [21] to perform the parameter updates.165

4. Experiments and Results166

4.1. Evaluation Methods167

We use mainly two categories of the evaluations, TOP-N benchmark based on ranks, and168

traditional criteria for classification such as precision, recall as well as the F1-value. As the applications169
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of this project is to suggest the users several cross-lingual (For instance, English) alternatives news170

when the user provides a Japanese article as a query, we make the system pick up 1, 5 and 10 of171

the most similar Japanese alternatives during the evaluation process. The figure 3 illustrates the172

relationship and evaluation procedures for ranks, TOP-N index.For a given Japanese text (i.e.the query)173

Jx, calculate the similarity score between Jx and all English text of test data sets (E1, E2, ..., Ex, ..., EM)174

to derive a list of scores Lx = (Sx,1, Sx,2, ..., Sx,x, ..., Sx,M) , where the corner mark M is the total number175

of English documents to be considered, and Ex is the true similar article for with similarity score of 1.176

Then sort this list in the order from large to small and find out the rank (i.e. position, index) of the177

score Sx,x inside this sorted list noted as Rx, the rank for the query document Jx. Repeat this process178

recursively for N Japanese articles (J1, J2, ..., JN), result in a list of ranks R = (R1, R2, ..., RN) regarding179

the collections of Jx. Then we take the number of query documents with ranks smaller than N as180

TOP-N. In other words, TOP-1 refers to the number of query documents with rank equal to 1 and181

TOP-5 refers to the number of a query with rank equal and smaller than 5.182

Figure 3. Illustration of an evaluation procedures using ranks and TOP-N index

4.2. Baseline: Siamese LSTM with Google-translation183

As Siamese LSTM is one of the deep learning-based models with the art-of-state performance on184

the semantic text similarity problems. In this research, we make this model be a baseline by extending185

this model from monolingual domain to cross-lingual domain with the help of the Google Translation186

services. We first translate all Japanese text into English version on both test and training data by187

using the google translate service 1 . Then we implement the Siamese LSTM model as described188

in the original paper for Siamese LSTM [10] with the help of the open source code on the Github 2.189

The illustration of this baseline method regarding a two cross-lingual input, we first translate the190

Japanese input into an English sentence using Google Translation service. Then, we can consider the191

cross-lingual task as monolingual one using so that we can apply the Siamese LSTM model for training192

as a baseline.193

4.3. Datasets and Pre-processing194

Thomson Reuters news 3 is a worldwide news agency providing worldwide news in multiple195

languages. Most of the reports are originally written in English and translated and edited into other196

languages including Chinese, Japanese and so on. These multi-lingual texts are expected to be highly197

potential resources for tasks related the multi-lingual natural languages processing. In this research,198

we use 60,000 news articles in 2014 from Thomson Reuters News related to the economics. The199

1 Google Translation Web API could be accessed from https://github.com/aditya1503/Siamese-LSTM
2 The open source code for Siamese LSTM can be accessed from https://github.com/aditya1503/Siamese-LSTM
3 Official websites of Thomson Reuters: http://www.reuters.com/
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Table 1. Example of similarity relationship for Japanese words (translated)

Toyota Sony
TOP word Similarity word Similarity
1 Honda 0.612 PlayStation 0.612
2 Toyota corp 0.546 Entertainment 0.546
3 Hyundai corp 0.536 SonyBigChance 0.536
4 Chrysler 0.524 Game console 0.524
5 Nissan 0.519 Nexus 0.519
6 motor 0.511 X-BOX 0.511
7 LEXUS 0.506 spring 0.506
8 Acura 0.493 Windows 0.493
9 Mazda 0.492 Compatibility 0.492
10 Ford 0.486 application software 0.486

preprocessing of text, we convert raw data to normalized ones, which could be further used to train200

word2vec models for both English and Japanese text respectively. We train Japanese word2vec model201

and English word2vec model separately using news articles with same contents in 2014. In our202

experiment, we use the model of Continuous Bag of Words (CBOW), with fixed 200 dimensions of203

word embedding. Other parameters are set using default value used in Gensim package 4.204

Table 2. Example of similarity relationship for English words

lexus lenovo
TOP word Similarity word Similarity
1 acura 0.636 huawei 0.636
2 corolla 0.588 zte 0.588
3 camry 0.571 xiaomi 0.571
4 2002-2005 0.570 dell 0.570
5 sentra 0.541 handset 0.541
6 prius 0.539 smartphone 0.539
7 2003-2005 0.537 hannstar 0.537
8 sedan 0.533 thinkpad 0.533
9 mazda 0.530 tcl 0.530
10 altima 0.524 medison 0.524

As discussed in the section 3.1, the word2vec could build relationships among words based205

on their original context. We could find several most similar words when given a query word by206

calculating their cosine similarity. The table 2 and 1 demonstrate examples to find the most similar207

words when given a word query in English and in Japanese respectively. All these results suggest the208

effectiveness of word2vec algorithms and successful of the training processes.209

4.4. Experiments on Text Datasets210

4.4.1. Training Data211

On Short Text, we firstly pick up 4000 pairs of parallel Japanese-English cross-lingual news titles212

from the database with the period from the January to February of 2014, all of which are labeled with213

a similarity score of 1. To provide balance training data, we also generated 4000 pairs of un-parallel214

4 To see more specific of the configuration of word2vec model, see the documentation of Word2Vec class from
https://radimrehurek.com/gensim/models/word2vec.html
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Japanese-English cross-lingual news titles by a random combination. In order to simplify our model215

and experiments, we use the assumption that the similarity the random combination of Japanese text216

and English text is 0. Then on Long Text, similar to the data preparation of experiments for short217

text introduced, we prepare 4000 parallel (i.e. similarity = 1) Japanese-English news articles and 4000218

un-parallel (i.e. similarity = 0) ones for training data through random combination.219

4.4.2. Test Data220

On Short Text, in order to evaluate our model more comprehensively, we have prepared two sets221

of independent test data. TEST-1S contains 1000 pairs of parallel Japanese-English news titles, selected222

and split from the same period of training data, from January 2014 to middle of February in 2014.223

Similar, TEST-2S contains title pairs with time stamps of December 2014. On Long Text, similar to the224

case of short test evaluation, we have prepared two sets of independent test data. For training data,225

we prepared similar dataset as short text experiments. TEST-1L and TEST-2L contain 1000 pairs of226

parallel Japanese-English news long articles respectively.227

4.4.3. Ranks and TOP-N228

Table 3 also summarizes and compares our two purposed models, LSTM-based model and229

SVM-based model respectively in terms of TOP-N benchmark regarding LONG text scenario and230

SHORT text scenario.231

First, we could notice that both our purposed, LSTM-based model and SVM-based model,232

outperform the baseline in terms of all three TOP-N criteria. In terms of TOP-N, the LSTM-based233

model obtains around twice the performance of the baseline (511 vs. 243) on short test data, while234

LSTM-based model also has twice the performance of the baseline (685 vs. 302) on long test data,235

suggesting the effectiveness and efficiency of our purposed models.Furthermore, we may also easily236

notice that SVM-based method outperforms the LSTM-based methods in terms of TOP-N criteria, in237

case of long text, around 50%. In contrast, the LSTM-based model has a TOP-10 score around 10%238

higher than that of the SVM-based model on both two test datasets.239

The dominant performance of the SVM-based model on long test data maintains also in terms240

of TOP-1 and TOP-5, twice the score compared to LSTM-based model for TOP-5 and three times the241

score for the TOP-1 benchmark. On the other hand, although the LSTM-based model still performs242

better than SVM-based with respect to TOP-5, as for TOP-5 LSTM-based model failed to be in the243

lead anymore. We are going to discuss these results and purpose possible hypothesis and provide244

explanations in the section 5. The performance of successful recommendation numbers from our245

bi-LSTM based model is twice of the baseline.246

5. Discussion247

5.1. Comparison of the baseline and the LSTM-based model248

The performance of the LSTM-based model is twice of the baseline, even though they are both249

based on LSTM structures. The differences, which are also the innovations for this purposed method,250

compared to the baseline, include the using of bi-LSTM, independent LSTM modules as well as using251

the fully connected neural network as the final layer.252

First, the baseline method could calculate the similarity of two sentences, no matter whether there253

are different types of word arrangement for the two input, or there are different words used referring254

to the same meaning, which proves the effectiveness of encoding (i.e. embedding) ability for input255

text. However, the baseline model has the “Siamese LSTM structure", which means, in other words,256

the two LSTM instances always share the same parameters during the training. This might be effective257

for a monolingual case, but not good enough on the cross-lingual case. Thus, the LSTM instances258

used in our purposed model are all independently holding their own unique parameters. In addition,259

the bi-directional structure also helps to encode the feature of each input text more comprehensively.260
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Table 3. Summary of in terms of TOP-N benchmark

TOP-10

SHORT LONG
TEST-1S TEST-2S TEST-1L TEST-1L

LSTM 511 495 456 432
SVM 453 422 685 654
baseline 243 - 302 -

TOP-5

SHORT LONG
TEST-1S TEST-2S TEST-1L TEST-1L

LSTM 339 338 284 278
SVM 324 295 520 491
baseline 134 - 192 -

TOP-1

SHORT LONG
TEST-1S TEST-2S TEST-1L TEST-1L

LSTM 90 106 61 58
SVM 101 96 128 179
baseline 39 - 50 -

Finally, instead of using cosine similarity as the final layer in the baseline method, we used the fully261

connected neural network as output, making the output layer adjust (i.e. train) its parameters so as to262

learn precise patterns from the features generated by LSTMs. We believe these three modifications263

improve the final results for our LSTM-based model.264

5.2. Comparison of the LSTM-based model and SVM-based model265

The experiments above leave us an interesting question about why LSTM-based model and266

SVM-base model performs differently regarding to the length of the target text we train and test. We267

explain this question in two aspects.268

5.2.1. From the point of view of the SVM-based model269

Since the SVM-based methods use the TF-IDF weighting which is a classical and an effective270

method for NLP fields to extract the most important and representative features for each of document271

comprehensively, it could accurately identify the most significant feature, a few key words, from a272

very long and complex article containing hundreds of words, in both Japanese and English, and then273

finally feed them into SVM classifier to get the similarity estimation universally. However, due to the274

attributes of TF-IDF algorithms, shorten the length of each document is, less information could the275

TF-IDF extract. This is because if there is only a fewer words in one document, every word could be276

either unique or common regarding to other documents, resulting in the failure of TF-IDF. This might277

be the reason why SVM-based model performs well on long datasets but becomes poor on shorter278

data sets.279

5.2.2. From the point of view of the LSTM-based model280

On the other hand, the LSTM is good at understand sentences by means of grasping the order281

information of each words, since for any natural languages, not only words themselves but also the282

order of words, to some extends, define the true meaning of a sentence. Especially as for short text, the283

slight change of the order could alter the meaning of the sentences significantly and thus LSTM-based284

model outperformance the LSTM model around 10% on short datasets. However, LSTM is not good at285
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extracting the key idea of longer documents since although LSTM solves the problem of memorizing286

long text (i.e. solve of the problem of gradient vanishing and gradient explosion), it could tell the287

importance of each word as TF-IDF does. That might be the possible reason why it fails to perform288

effectively on a long text.289

6. Conclusion290

We developed a bi-LSTM-based model to calculate cross-lingual similarities given a pair of English291

and Japanese articles. Instead of using a translation module or a dictionary to translate from one to292

another language, our model has outstanding performance with short text. Furthermore, we modify293

and implement a popular Siamese LSTM model as the baseline and we found both of our models294

outperform the baseline. For practical testing, we defined the concept of “TOP-N" and “ranks" to test295

the overall performance of the model, with visualized results. We also make a comparative study296

based on the results of the experiments that bi-LSTM based obtains better performance on short text297

data such as news title and alert message, which is averagely shorter than 20 words, a contrast to298

the normal news articles with more than 200 words in average. As the results, both models obtained299

satisfactory performance with over half of the test documents of 1000 holding ranks lower than 10300

(i.e. TOP-10). As a high-performance cross-lingual news calculating system, we expect that it could301

achieve optimal performance by taking advantages of both two models as a complete system.302
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