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Abstract

:

Activity in the mining industry is based on the profitability principle similar to other business sectors. In the case of stone pits, gravel and sand quarries, it presents a very complex task, mainly due to the fact that the economy of localities is influenced greatly by natural conditions, which cannot be changed. The presented contribution deals with the problem of how mining companies, realizing the surface extraction of construction materials, could be profitable in the future. The main research method of this contribution presents regression and correlation analyses with the goal of determining parameters with a decisive influence on the future economic development of the locality. A complex system of stone pit, gravel and sand quarries demanded discriminant analysis to evaluate individual localities with the goal of dividing them into profitable and not profitable localities. The results of the contribution divide localities of quarry mining among profitable or not profitable, serving for predicting the future development of the company, based on discriminant analysis. The results of maximally possible measures respect assumptions, enabling the correct application of such multivariate statistical methods. A further orientation of the research in an area of model creation for predicting the future development of the company is possible in the application of logistic regression and neuron nets.
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1. Introduction


In the 1990s, the extraction of raw materials in Eastern Europe was connected with the decreasing production and liquidation of mining capacities. The main reason pertained to economic results and decreasing donations from the state. The other characteristics of this period were privatization processes connected with the restructuring of the mining industry. The extraction of construction materials increased due to the support of foreign capital. However, the public attitude to mining worsened and new mining projects became difficult to realize. Thus, economically strong companies could provide their development mainly by the acquisition of operation localities. The reason for development was not only an effort to evaluate the capital of the company, but also the limited life cycle of the mining organization. The volume of mined stocks and mining intensity determined this. To decide on the acquisition of mining capacity, extraordinary importance is given to the estimation of future economic results. Profit in the future is influenced not only by a single decision of an acquisition but also by the price of the acquisition.



In recent decades in Eastern Europe, there was a rapid development of transport and transport infrastructure as well. To construct or reconstruct highways, speedways, railways and airports, there is a need for a high volume of mined and crushed aggregate. Aggregate is used directly as a filler to concrete or asphalt mixture to the surface layer of roads.



In the past, quarries had been part of construction companies, operating only as supplementary operations. Presently, they present individual companies since they are relatively individual units, managed in the frame of the organizations or corporations. In most cases, in all European countries, the ownership of such mining units underwent private investor management, which expects an evaluation of investment and analyzes the necessity of new investments in detail (Lyandres and Zhdanov 2013). It is given maximal emphasis to the economy of the quarry. Due to the growing demands of quality, the need for high investment in machinery is given, but it brings high depreciation. There is also the need to provide sufficient sales, which is dependent on the competition, but mostly on the price of the product (regarding the distance of the construction from the mining locality). The price of transport plays an important role and, frequently, it could increase the total price of the aggregate. It depends on the total geology of the locality (external natural conditions). Aggregate is only available in some, mostly mountainous, localities, mostly in the Czech Republic and Slovakia. A dense net of open pits causes the impossibility to build a big capacity of a quarry; therefore, the decreasing cost of technology depreciation per ton of aggregate is complicated. Lowland localities are mostly without aggregate sources, obtained by drilling in the quarry, but partially aggregate could be mined from the deposit at sand and gravel plants. Crushed aggregate must be imported from distance localities to communications, where mined aggregate could not be used. Such localities could be found, for example, in Poland, where stocks of crushed aggregate appear in the southwest part. In other regions, road construction depends on aggregate import.



However, the extraction of raw materials presents a very specific business, and as any mining activity, it is influenced by internal natural conditions, such as quality of aggregate, storage conditions, hydrogeology, antifreezing, etc. To record long-term positive economic results in the quarry, a certain number of positive factors must be given. Such factors, connected with natural conditions, have decisive importance, since people do mostly not influence them. However, additionally, there is a whole row of parameters connected with natural conditions influencing the profitability of mining.



The goal of the contribution is to determine how mining companies, realizing surface extraction of construction materials, could be profitable in the future. In the contribution, we deal with a mining company that produces aggregate to gross and production of rare aggregate. The need to make an analysis of the risks of mining company failure results from the situation in the mining industry, when a number of companies registered bankruptcies, needing to be revitalized and restructuralized. In the company, we selected and determined the factors that have a decisive influence on future economic development. These factors had been used as a base for managerial decisions during new acquisitions.




2. Literature Review


The initial summary studies aiming to create a model for predicting the future development of the company appeared in the 1930s. These studies dealt with the analysis of rate indexes in successful and unsuccessful companies. Moreover, Fitzpatrick (1932) tried to identify rate indexes that could be used for predicting the future development of organizations. Smith and Winakor (1935) analyzed accounting reports of unsuccessful organizations and determined indexes with values close to possible bankruptcy. Beaver (1966) conducted research in an area of rate indexes for predicting the future development of the organization with the aim of proving the utility of rate indexes for bankruptcy prediction, confirming that successful companies record the better values of rate indexes than unsuccessful companies do. The mentioned studies show the ability of rate indexes to predict decline and find an index or group of indexes with values close to bankruptcy (Balcaen and Ooghe 2006). However, their results are not clear, since any study emphasizing different indexes and individual indexes are analyzed individually without mutual relations.



Altman (1968) overcame the limitations of a single approach. He included several rate indexes to the prediction model of one index and used the results of previous studies. The index solves the most important rate indexes for the analysis of potential bankruptcy estimation, in which weights are added to the chosen indexes (Atiya 2001). Altman used multivariable discriminant analysis for the construction of the multivariable model for bankruptcy prediction. In recent research, Altman (2013) and Altman et al. (2014) revised his model and, lately, Altman et al. (1977), with the use of discriminant analysis, deduced the second generation of a model for bankruptcy prediction. Altman acknowledged shortages of the model based on linear discriminant analysis (Altman 1981), mostly due to not realizing an assumption of the multivariable distribution of discriminants in any class and compliance of class covariance matrixes. The inability to fill the assumption of multivariable normality leads to the use of other discrimination functions to describe data distribution (Eisenbeis 1977; Mensah 1984). Ohlson (1980) used logistic regression analysis for the creation of a model to predict bankruptcy. From the beginning of the 1990s, neural networks were used for model construction to predict bankruptcy (Odom and Sharda 1990; Tam 1991).



Interesting results are concluded by Bhimani et al. (2010), who analyzed the relationship between chosen indexes and bankruptcy probability according to the data of joint-stock companies in Portugal.



In most classical-model cases, estimation is based on noncasual sample selection, and their structure is different from the companies’ structure in practice. Examples of studies based on the noncasual selection of samples are: Altman (1968); Ohlson (1980); Zavgren (1983); Geng et al. (2015).



Chava and Jarrow (2008), as well as Shumway (2001), found that academic models of Altman, etc., could not be used properly in industrial conditions; however, Shumway’s model provided a more accurate prediction, most likely due to the limited number of bankruptcies in the databases previously available, due to the analyzed subjects that are from the postcommunist country. Hazard and other similar models cannot be used and mostly academic Altman or IN, or bonity index models, can be used for the evaluation of industrial companies.



Presently, we can observe a number of tendencies and connect the application of prediction models during bankruptcy prediction (Štefko et al. 2020). Sun et al. (2014) dealt especially with three development tendencies: the transition from single analysis to multivariable prediction; the transition from classical statistical methods to methods of machine learning, which are based on artificial intelligence; and the intensive connection of hybrid and ensemble classificatory (Mihalovič 2018). In practice, there exists a prevailing method of discrimination analysis and logistic regression (Aziz and Dar 2006).



In the past 30 years, various methods arose using mostly programming and artificial intelligence during the prognosis of the financial situation of the companies. Moreover, mathematical programming has obtained increasing attention. Methods for the prediction of financial health development were used by Freed and Glover (1981), Glover (1990), Koehler and Erenguc (1990), Gass and Assad (2005) and Kwak et al. (2011). The most known and most used method from the higher mentioned is neuron nets.



The presented contribution is limited to prediction in the mining industry. Studies from other sectors (Sun et al. 2019) are closely connected with mining (Borlea and Achim 2014), such as the metallurgical industry, energetic industry (Bobinaite 2015), tourism industry (Andrawis et al. 2011) and the technology sector (Anagnostopoulos and Rizeq 2019). However, the mining industry (especially quarry operations) in the literature has received attention.



There is also a need to evaluate companies with regard to different conditions in different regions and countries. In this connection, Aziz and Dar (2006) provided methods applicable across different countries and found models seem to be generally comparable with little differences in conditions of use. According to Agarwal and Taffler (2008), there is little difference in the predictive ability of prediction methods in the UK. Similar research can be orientated to differences in other countries, such as in the research of Fedorova et al. (2013), Kristof and Virag (2020), Pisula (2020), Kovacova et al. (2019), etc. Due to the aforementioned studies, this paper contributes to the literature in the area of evaluation of the mining industry, in addition to its connection with other industries, and compares the possibility of mining conditions in various regions and countries.




3. Material and Methods


This contribution analyzes mining organization, producing crushed and extracted aggregate for the construction of railways, roads, concrete plants, asphalt mixture for the regulation of waters, etc. The analyzed organization belongs to a multinational joint-stock company.



Data of the research are from the database of basic financial reports from successful and unsuccessful companies. Obtained data were adjusted for the calculation of discriminant analysis. The calculation was made in Microsoft Excel due to the broad availability. We also used the statistical SAS Enterprise Guide. However, the module for discriminant analysis offered only a linear variant. Moreover, the calculation in Excel enabled a detailed understanding of the problematic and more exact adaptation to the research aim.



To detect symptoms of company bankruptcy, the following research questions were determined:




	
We assumed that a negative value of the economic result of the company is a symptom of the company’s bankruptcy.



	
We assumed that a negative value of net working capital is a symptom of bankruptcy.








The research questions result from several years of research, as well as a number of theoretical bases mentioned in the frame of the publication.



During the research, we resulted from the research of Syamni et al. (2018) that used different prediction models in mining companies. The evaluated bankruptcy prediction model in mining can be used as one of the approaches to measure the movement of the market with energy and raw materials, as well as provide competitiveness of the mining companies.



Equipment for aggregate processing in the analyzed company presents a technological link that is rather demanding on investment, projected to the conditions of any raw material. We used a file of 70 localities from several countries in Middle and Eastern Europe. To verify the analysis, we used the next 12 localities, appearing in the Czech Republic, Slovakia, Poland, Hungary, Austria, Croatia and Romania. All localities belong to worldwide corporations; they are managed by the same principles according to a single strategy. All organizations produce aggregate for transport construction. The localities are managed by cost managerial accounting, which reports them as single operation units. Therefore, it is possible to use the sample for a mutual finding of dependence and decisive factors and parameters. In a sample with 70 localities, 35 localities recorded a loss in 2017. A corporation had owned the localities, included in the research file and economic results had been evaluated during the common economic year.



Discriminant analysis enables the evaluation of differences between two or more groups of objects that are characterized by a certain number of signs. According to mentioned evaluation, it is possible to classify analyzed objects into classes. In the case of discriminant analysis using the prediction of future development, companies act as objects, which are classified into two classes, mainly groups of healthy and unhealthy companies (Csikósová et al. 2018). A certain number of quantitative indexes, so-called discriminants, characterizes any company.



The choice of discriminants significantly influences the prediction ability of a result model. Data for calculation of discriminants could be obtained according to accounting reports (balance sheet, loss and profit statement), from which financial rate indexes are calculated (Csikósová et al. 2019).



Choosing the discriminants can be done in two ways. The first uses a rather net mathematical approach when choosing a big number of different rate indexes when we do not know which of them are effective for the classification of the company to the group of healthy or unhealthy companies. During the selection of effective discriminants, we search it by adding or removing discriminants. The value of Malahabisov distance DM2 will change among medium values in both classes. In individual steps of adding or removing discriminants to or from the model, it is possible to use various decision criteria (for example, the Wilk criteria λ).



The second approach of discriminants choice is based on skills, knowledge and intuition of solvers (subjective choice) when the selection of individual discriminants is supported by a theoretical model of solved task. The model of discriminant analysis is created by a linear combination of variables: discriminants that enable the best resolution between successful and unsuccessful companies. Therefore, the most popular method is the linear discriminant analysis, which is used in the contribution. The linear discrimination function presents the following equation:


Di = dlXil + d2Xi2 + ⋯ + dmXim



(1)




where:




	
n—Number of companies in the class;



	
m—Number of discriminants;



	
Di—Discrimination score for i-company;



	
Xij—Value of discriminant in i-company (j = 1, … m);



	
dj—Coefficient of linear discrimination function, correspondent to;



	
j—Discriminant (for j = 1, … m).








Several characteristics of the company (discriminants) are, by this method, combined to one multivariable score Di, which has a value between −∞ and ∞. It presents an indicator of the financial health of the company. Its low value speaks about a bad financial situation. Correct application of linear discriminant analysis demands the following assumptions:




	
Discriminants report multivariable normality of distribution;



	
Class of healthy companies and companies, threatened by bankruptcy, have the same covariance matrix.









4. Results


In 2017, localities recorded extraordinary events (new operations, new openings, complex construction of new technology, etc.). These were discarded from the sample because, according to such extraordinary events, the research results could be skewed. Relevant costs were chosen from the localities and the costs were processed into the input tables for the groups of profitable (Table 1) and unprofitable localities (Table 2).



Differences between average values of profitable and unprofitable quarries are statistically important at the 5% level of importance for variables: rate of costs of stocks on total costs, sales per one ton of aggregate, sale of aggregate, Los Angeles test and period of quarry ownership (Meloun and Militký 2004). It means profitable quarries are averagely higher because they have a longer period of ownership, more qualitative production and higher prices, and the land was purchased in the past at lower prices. The average values of analyzed indexes are given in Table 3.



The mentioned comparison provides guidance on what parameters each profitable locality has. The profitable locality should be the biggest (from the perspective of the annual volume of production and sale). It depends obviously on sale. A large volume of aggregate is not possible to stock, not only from the perspective of binding in the stocks but also due to the worsening quality of aggregate due to being stocked for longer than half a year. The quality of raw material in the analysis was made by the Los Angeles test, which should be less than 20%. It presents one of the basic characteristics of the rock that cannot be improved by the adjustment process. Parameters of the rock must be compared not only with applied norms and legislation in a given country where the quarry appears but also with surrounding deposits. In most cases, the weak or strong side of rock characteristics appears in all deposits in a given locality. Profitable localities have also a lower variable cost per one ton of aggregate, a longer period of ownership in concern, a lower rate of cost per property and area of stock in relation to total costs.



A less important difference is the rate of fixed costs on the total cost and the rate of personal and supplement costs on total costs. In all cases, the costs were lower in profitable quarries, except for personal costs, where the difference is small. Profitable quarries also have higher sales per one ton of aggregate, since they sell more qualitative production. Ten parameters that are further used in the analysis were considered relevant and relatively available.



At the sample with 35 profitable and unprofitable localities, correlation and regression analysis were applied. Variables presented the dependence of the economic results on the chosen indexes.



The correlation was processed for the group of profitable and unprofitable localities. At the 5% level of importance for the file with 35 localities, there is a statistically important dependence in the case when the correlation coefficient achieves absolute values higher than 0.3246. In the case of 10 considered variables in a group of profitable localities, the strongest dependence with the correlation coefficient of 0.7438 is at the dependence of the economic results on an annually sold volume in tons. Other dependencies confirm known facts, but they are under the level of statistical importance (see Table 4).



For unprofitable localities, the strongest dependence of the economic results on the time of locality ownership is when the correlation coefficient is 0.3538. Next, statistically important dependence can be found at the dependence of the economic results on an annual sale of aggregate in tons, where there is an indirect rate with the correlation coefficient of −0.3368, which means the more tons the locality sells per year, the higher the expected loss. This fact is very dangerous. For the managerial decision, it means to minimize variable costs at unprofitable localities. For the group of localities, which in spite of a high volume of production, recorded a loss. This is similar in localities that sold a high volume of nonqualitative cheap embankments for construction in a given year. Other correlation coefficients are statistically unimportant (see Table 4).



Linear discriminant analysis was applied in the file with n localities, which was divided into two groups: profitable localities (1 n) and unprofitable localities (2 n). Any locality is characterized by the values of m discriminants. The goal is to find a linear discrimination function by which it is possible to rank the next locality, characterized by higher mentioned discriminants to the group of profitable localities or to the group of unprofitable localities.



The average values of discriminants lead to results—individual coefficient of discriminant analysis and calculation of optimal limit value. Coefficient of discrimination functions a1 to a10 are mentioned in Table 5.



By using discriminants for individual localities in a basic file by the following equation, it is possible to obtain the value of the discrimination function.


fi = ∑ aj·xij, j = 1 − n



(2)








5. Discussion


According to the analysis, we can state that correlation analysis presents methods for the evaluation of localities with limited utility. Predicting the economic results of the locality according to dependence on a single index is quite problematic. Real dependencies are more complex for using pair regression and correlation analysis. A number of factors that influence each other in mutual relations influencing the future economic success of the localities are:




	
A prevailing majority of correlations are statistically unimportant.



	
Pair correlations are an insufficient method for the classification of the quarry from the perspective of future economic results.



	
There is therefore a need to use a more sophisticated method. Dependence of yet described 10 parameters had been evaluated by discrimination multivariable analysis with the aim to follow up the dependence of individual parameters among themselves.



	
The use of the control sample proved the suitability of the mentioned method used for the classification of localities from the perspective of their future economic results. The mentioned 10 parameters properly described influences, considerable for economic results of the locality in the future.








The method of locality classification among profitable or unprofitable was applied by the support of managerial decisions. It is used mostly for existing localities that have recorded losses for a long time. It is necessary to decide if the locality can gradually overcome the losses and record profit by various measurements. There is also the possibility to leave the locality in a period of zero for the economic results in the case it has, at the same time, influenced the market position and weakened competition while some big construction in the surrounding area is expected. The locality could be retained in planned loss when this loss is not basic for the economy as a whole and the loss could bring synergic effects (for example increasing sales and profits in another locality).



While the locality is in loss, it is necessary to make measurements that could change the situation to a profitable one. During the planning of such measurements, the mentioned method for the classification of localities by discriminant analysis presents a support tool for the decision if the planned changes and measurements provide the practice demanded effect by the way of improving the economic results.



Again, here, we present the results from the input data, table of sales and fixed and variable costs that were simulated for the future planned state of the locality. It is necessary to estimate the future volume of production and its average price with regard to the competition and total market development. It is also necessary to consider cost burdens resulting from the purchase price of the locality (space of stocks, costs of property, new costs, increasing investments, construction of new technological link, construction of new driveway). The influence of natural conditions reflects economic conditions, as well as the value of the Los Angeles test. During the time of ownership in concern, it is necessary to consider 4–5 years after the acquisition with the aim to avoid the distortion of the resulting discrimination function by this parameter, which could be misleading in the case of acquisition. The resulting value of the discriminant function is compared with the optimal limit value to give an answer for whether the investment is interesting at a given purchase price or not. It must also be discussed over planned sales and costs to evaluate if operation localities could be better and differently managed.



An input parameter for discriminant analysis must be modified for the economic year, which could be typical and maintained for the given locality. It is not proper to use the year for a managerial decision since it is influenced by extraordinary negative circumstances (loss of license, zero sales that can be assumed only for a limited period, extraordinary fixed costs in one given year, other extraordinary circumstances, construction of a new technological link in a given year, etc.) For the decision, it is also not proper to use the year that is influenced by positive realities that we know they appear only extraordinary in the analyzed year or in several years.



This means mainly extra high sales due to the influence of big construction lines in the immediate surroundings of the locality. At the managerial decision, it is necessary to consider the average year, while the locality is not used only for a short-term period of construction, which is not the case of our analyzed localities.



The situation that is found by prediction models must be solved by proper bankruptcy solutions, for example, by liquidation and reorganization. Companies in asset-heavy industries, such as mining, oil and hotel industries), tend to be reorganized (He et al. 2020).



During the prediction, emphasis must be given to the industry, country and term of the prediction (Andrawis et al. 2011). The used indexes can be appropriately combined to discover the probability of proper prediction (Kourentzes et al. 2019).



The presented contribution is limited to prediction in quarries in the mining industry. There is still space for the application of prediction methods in other mining activities from the perspective of different models (Atiya 2020) and different sectors (Bauer and Agarwal 2014; Ho et al. 2013), as well as artificial intelligence, which could increase competition. Moreover, future research can be orientated to a detailed analysis of individual index development, entering prediction models and influencing possible bankruptcy (Kieschnick et al. 2013).



The concept of multivariate normality was overcome in recent applications of statistical multivariate modeling techniques. A copula approach or notion of weak dependence can be utilized instead (Gijbels et al. 2017; Maciak et al. 2020; Pešta and Wendler 2020).




6. Conclusions


According to the differences in the correlation analysis results, we conclude that there is a dependence of the economic results on the annual sale of aggregate in tons. Clearly, this is related to the strongest dependence. At the profitable localities, there was proportional dependence; the higher the volume of the annual sale, the better the economic results. At the unprofitable localities, there was the influence of a big volume of nonqualitative materials from the top of the quarry, supplied to the construction in the area of quarries for loss prices. In case of elimination of such localities from the unprofitable group, this dependence should have an analogical process as in profitable localities. There is also a dependence of the economic results on the period of locality ownership. This dependence is the second strongest. It records the same rate in profitable and unprofitable localities. Period, during which it is possible to influence the management of the quarry, it positively influences the achieved economic results.



To apply the mentioned method properly, it is necessary to simulate operative economic results by variable and fixed costs, mentioned in the contribution with aim-planned measurements that will be included. According to such modified input parameters (which reflect yet planned changes), discriminant analysis is used and the results of the discriminant function are provided in comparison with the optimal limit value to the effectiveness of these measurements in practice. Research questions were confirmed since the results of discriminant analysis were found significant in relation to the bankruptcy probability.



Results of the discriminant analysis could also be used for planned changes in profitable localities. The input parameters and influences of planned measurements are simulated. By this calculation, we achieve the probable impact of these measurements in the practice. Using such a method of classification is proper also during the purchase of new localities for the estimation of locality potential.



The suggested methods for locality classification from the perspective of their future economic results have important contributions for the practice, and they present a significant support tool for the decision-making process. It considers long-term trends that are very important in the area for the business. It means the process of classification based on mathematical methods and discriminant analysis minimizes subjective evaluation and intuition of individuals, which has frequently been used for managerial decisions. The further orientation of the research in the area of model creation for predicting the future development of the company is possible in the application of logistic regression and neuron nets.



Prediction ability of discriminant models is significantly influenced by several factors. It means mainly the choice of independent indexes or discriminants. The choice of discriminants for this contribution has been theoretically supported by the opinion that reasons for the failure of the company, which can lead also to bankruptcy, are damages in the process of capital flow. According to the theoretical model, there were typical reflections of capital shortages in the company in the corresponding financial reports and, consequently, in corresponding rate indexes. Some rate indexes corresponded to the experiences with financial reports of unsuccessful companies excluded from the analysis. This means mostly indexes with values that are illogical from an economical perspective. The choice of proper rate indexes was also empirically supported by the testing of the statistical importance of the differences between medium values of indexes of successful and unsuccessful companies.



It can be concluded that results for the prediction of future development of the company based on discriminant analysis, respect as much as possible the assumptions, enabling correct application of this multivariable statistical method.



The advantage of the model is that it results from the economic environment of the country, and during the estimation of future development of the concrete company, it is possible to determine the values of discriminants from standard financial reports.



Contributions can be viewed as a further attempt to create a model for the estimation of future development of the company based on discriminant analysis. However, it is necessary to regard that any model can reflect economic reality in all contexts. Therefore, it is not possible to view the results of the model application dogmatically.
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Table 1. Input table of profitable localities.






Table 1. Input table of profitable localities.





	Locality
	Rate of Fix Cost on Total cost (%)
	Rate of Wages on Total Costs (%)
	Rate of Stocks Costs on Total Costs (%)
	Rate of Supply Costs on Total Costs (%)
	Rate of Fixed Assets Costs on Total Costs (%)
	Sales on 1 Ton of Aggregate (Eur/ton)
	Sale of Aggregate (Tons)
	Variable Costs per 1 Ton (Eur)
	Los Angeles Test (%)
	Period of Locality Ownership (Years)





	1
	0.41
	0.19
	0.00
	0.25
	0.06
	10.18
	217,841
	3.32
	12.90
	17



	2
	0.45
	0.20
	0.00
	0.15
	0.02
	5.95
	175,617
	2.55
	19.00
	17



	3
	0.31
	0.06
	0.01
	0.29
	0.02
	7.05
	1,064,687
	3.46
	16.10
	17



	4
	0.38
	0.29
	0.00
	0.10
	0.03
	8.27
	48,880
	4.02
	19.40
	17



	5
	0.36
	0.18
	0.00
	0.32
	0.06
	6.29
	89,729
	3.47
	15.60
	17



	6
	0.30
	0.07
	0.00
	0.35
	0.03
	5.44
	1,307,878
	2.64
	16.50
	17



	7
	0.47
	0.17
	0.00
	0.26
	0.03
	6.72
	175,095
	3.06
	18.90
	17



	8
	0.43
	0.22
	0.00
	0.19
	0.10
	6.63
	24,422
	4.78
	16.60
	17



	9
	0.40
	0.18
	0.00
	0.13
	0.02
	8.84
	143,402
	3.50
	12.50
	17



	10
	0.36
	0.11
	0.00
	0.23
	0.04
	6.43
	131,193
	3.59
	16.90
	17



	11
	0.40
	0.11
	0.02
	0.08
	0.03
	6.65
	246,381
	3.16
	17.90
	17



	12
	0.41
	0.21
	0.00
	0.02
	0.03
	7.22
	64,856
	3.42
	23.00
	17



	13
	0.37
	0.11
	0.00
	0.14
	0.04
	6.53
	153,329
	3.73
	19.20
	17



	14
	0.46
	0.30
	0.00
	0.01
	0.04
	6.92
	74,809
	3.40
	19.20
	17



	15
	0.45
	0.25
	0.00
	0.02
	0.04
	7.59
	125,925
	3.16
	16.40
	17



	16
	0.41
	0.15
	0.03
	0.09
	0.04
	6.24
	199,413
	3.40
	23.80
	8



	17
	0.49
	0.15
	0.01
	0.03
	0.02
	8.07
	402,465
	2.51
	16.60
	4



	18
	0.41
	0.25
	0.02
	0.05
	0.03
	6.63
	92,302
	3.64
	17.60
	12



	19
	0.38
	0.10
	0.08
	0.28
	0.01
	6.83
	336,432
	3.83
	18.90
	4



	20
	0.37
	0.18
	0.00
	0.08
	0.02
	9.06
	237,114
	3.75
	13.30
	6



	21
	0.58
	0.19
	0.01
	0.03
	0.03
	5.55
	234,952
	1.63
	37.00
	6



	22
	0.46
	0.11
	0.00
	0.07
	0.03
	8.25
	371,913
	2.64
	13.90
	6



	23
	0.35
	0.13
	0.04
	0.29
	0.04
	8.67
	170,649
	4.12
	21.10
	1



	24
	0.36
	0.07
	0.05
	0.21
	0.00
	7.07
	1,706,360
	3.52
	22.75
	8



	25
	0.43
	0.12
	0.20
	0.06
	0.01
	4.61
	246,040
	1.88
	35.00
	25



	26
	0.58
	0.23
	0.10
	0.08
	0.01
	10.94
	500,407
	2.91
	16.00
	15



	27
	0.55
	0.27
	0.15
	0.13
	0.10
	7.07
	416,928
	2.19
	24.00
	25



	28
	0.58
	0.32
	0.03
	0.02
	0.05
	6.77
	464,397
	4.59
	14.00
	2



	29
	0.25
	0.03
	0.00
	0.52
	0.00
	2.32
	212,307
	1.93
	22.00
	25



	30
	0.48
	0.24
	0.03
	0.12
	0.06
	7.21
	98,564
	3.75
	15.00
	25



	31
	0.43
	0.20
	0.00
	0.21
	0.02
	5.84
	1,969,777
	2.15
	15.00
	15



	32
	0.45
	0.26
	0.01
	0.30
	0.02
	4.96
	669,401
	1.96
	20.00
	25



	33
	0.57
	0.11
	0.00
	0.07
	0.02
	8.63
	1,335,755
	3.94
	20.00
	15



	34
	0.75
	0.05
	0.00
	0.08
	0.00
	7.08
	3,269,696
	1.57
	18.00
	25



	35
	0.40
	0.10
	0.02
	0.10
	0.02
	6.38
	927,227
	3.59
	18.00
	9
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Table 2. Input table for unprofitable localities.






Table 2. Input table for unprofitable localities.





	Locality
	Rate of Fix Cost on Total Cost (%)
	Rate of Wages on Total Costs (%)
	Rate of Stocks Costs on Total Costs (%)
	Rate of Supply Costs on Total Costs (%)
	Rate of Fixed Assets Costs on Total Costs (%)
	Sales on 1 Ton of Aggregate (Eur per ton)
	Sale of Aggregate (Tons)
	Variable Costs per 1 Ton (Eur)
	Los Angeles Test (%)
	Period of Locality Ownership (Years)





	36
	0.43
	0.15
	0.07
	0.04
	0.00
	3.81
	293,112
	3.42
	18.90
	1



	37
	0.25
	0.18
	0.04
	0.24
	0.00
	2.45
	86,074
	5.79
	19.20
	1



	38
	0.46
	0.17
	0.03
	0.27
	0.09
	8.15
	84,053
	3.69
	29.40
	8



	39
	0.40
	0.19
	0.01
	0.11
	0.02
	6.34
	52,946
	3.32
	16.70
	17



	40
	0.41
	0.27
	0.00
	0.01
	0.06
	7.08
	71,226
	4.23
	19.30
	17



	41
	0.63
	0.10
	0.00
	0.02
	0.06
	9.24
	162,129
	3.27
	9.20
	4



	42
	0.53
	0.14
	0.00
	0.06
	0.03
	6.42
	49,539
	3.67
	7.80
	4



	43
	0.30
	0.11
	0.07
	0.37
	0.00
	6.10
	116,129
	4.76
	16.10
	1



	44
	0.43
	0.33
	0.08
	0.04
	0.00
	1.98
	157,043
	3.64
	100.00
	1



	45
	0.60
	0.16
	0.00
	0.13
	0.00
	2.53
	54,214
	6.78
	100.00
	1



	46
	0.80
	0.07
	0.28
	0.09
	0.17
	6.59
	17,322
	1.86
	19.30
	1



	47
	0.66
	0.34
	0.27
	0.04
	0.08
	4.51
	216,107
	1.18
	24.20
	1



	48
	0.47
	0.21
	0.14
	0.39
	0.12
	3.32
	92,273
	2.19
	100.00
	1



	49
	0.34
	0.15
	0.10
	0.25
	0.02
	7.00
	139,741
	4.65
	24.30
	1



	50
	0.24
	0.04
	0.08
	0.59
	0.05
	7.25
	152,905
	5.77
	15.70
	1



	51
	0.35
	0.04
	0.00
	0.43
	0.17
	5.11
	32,576
	3.64
	13.80
	1



	52
	0.64
	0.15
	0.20
	0.06
	0.10
	9.31
	74,446
	4.03
	26.70
	2



	53
	0.74
	0.01
	0.00
	0.04
	0.55
	2.55
	5,791
	4.90
	13.90
	3



	54
	0.32
	0.12
	0.00
	0.21
	0.04
	4.45
	60,482
	3.05
	0.00
	6



	55
	0.49
	0.13
	0.14
	0.04
	0.04
	3.60
	439,199
	2.01
	55.00
	6



	56
	0.50
	0.22
	0.06
	0.05
	0.03
	5.82
	433,876
	2.66
	32.50
	2



	57
	0.59
	0.19
	0.05
	0.12
	0.09
	6.54
	207,516
	3.10
	20.00
	2



	58
	0.65
	0.16
	0.16
	0.03
	0.03
	7.11
	177,723
	2.61
	100.00
	2



	59
	0.54
	0.15
	0.12
	0.14
	0.01
	3.55
	121,240
	3.03
	25.00
	5



	60
	0.60
	0.20
	0.03
	0.01
	0.04
	12.05
	77,250
	2.82
	28.00
	5



	61
	0.45
	0.39
	0.05
	0.13
	0.02
	7.93
	152,517
	4.05
	24.00
	3



	62
	0.26
	0.08
	0.13
	0.65
	0.00
	6.28
	68,175
	4.67
	100.00
	3



	63
	0.65
	0.37
	0.27
	0.03
	0.08
	6.06
	567,897
	2.13
	20.00
	2



	64
	0.54
	0.27
	0.15
	0.18
	0.02
	8.31
	180,917
	2.94
	20.00
	25



	65
	0.46
	0.10
	0.10
	0.18
	0.03
	7.48
	166,184
	3.82
	16.00
	9



	66
	0.57
	0.13
	0.20
	0,15
	0.01
	3.56
	78,333
	2.80
	30.00
	3



	67
	0.38
	0.06
	0.08
	0.42
	0.03
	5.45
	105,303
	3.31
	20.00
	3



	68
	0.53
	0.11
	0.05
	0.10
	0.01
	5.81
	275,746
	3.47
	25.00
	4



	69
	0.12
	0.03
	0.00
	0.01
	0.00
	4.22
	192,807
	2.22
	24.50
	3



	70
	0.85
	0.32
	0.10
	0.02
	0.07
	5.28
	21,393
	1.25
	100.00
	4
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Table 3. Average values of indexes.






Table 3. Average values of indexes.





	Average Values of Indexes
	Profitable Localities
	Unprofitable Localities





	Rate of fixed costs on total costs
	0.436
	0.491



	Rate of wages on total costs
	0.169
	0.167



	Rate of stocks costs on total costs
	0.024
	0.087



	Rate of supply costs on total costs
	0.153
	0.161



	Rate of fixed assets costs on total costs
	0.032
	0.059



	Sales per 1 ton of aggregate (€/1 t)
	6.997
	5.807



	Sale of aggregate (thousand tons)
	511.604
	148.119



	Variable costs per 1 ton of aggregate (€/1 t)
	3.165
	3.449



	Los Angeles test (%)
	18.916
	37.557



	Period of locality ownership (years)
	14.743
	4.371
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Table 4. Correlation coefficient for profitable and unprofitable localities.






Table 4. Correlation coefficient for profitable and unprofitable localities.





	Correlation of Economic Result
	Correlation Coefficient for Profitable Localities
	Correlation Coefficient for Unprofitable Localities





	Rate of fixed costs on total costs
	0.0985
	−0.1001



	Rate of wages on total costs wages on total costs
	−0.0097
	−0.1241



	Rate of stocks costs on total costs
	−0.1976
	−0.0061



	Rate of supply costs on total costs
	−0.0388
	0.2075



	Rate of fixed assets costs on total costs
	−0.1092
	0.1793



	Sales per 1 ton of aggregate (€/1 t)
	0.2051
	0.2267



	Sale of aggregate (thousand tons)
	0.7483
	−0.3368



	Variable costs per 1 ton of aggregate (€/1 t)
	−0.1381
	−0.1614



	Los Angeles test (%)
	−0.1881
	0.0215



	Period of locality ownership (years)
	0.2970
	0.3538
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Table 5. Results of discriminant analysis application.






Table 5. Results of discriminant analysis application.





	
Results of Discriminant Analysis Application




	
Variable (Discriminant)

	
Coefficient of Discrimination Function






	
Rate of fixed costs on total costs

	
a1 = −5.213




	
Rate of wages on total costs

	
a2 = 2.850




	
Rate of stocks costs on total costs

	
a 3 = −13.648




	
Rate of supply costs on total costs

	
a4 = −1.688




	
Rate of fixed assets costs on total costs

	
a5 = 0.711




	
Sales per 1 ton of aggregate (€/1 t)

	
a6 = 0.312




	
Sale of aggregate (thousand tons)

	
a7 = 0.002




	
Variable costs per 1 ton of aggregate (€/1 t)

	
a8 = −0.378




	
Los Angeles test (%)

	
a9 = −0.016




	
Period of locality ownership (years)

	
a10 = 0.236




	
Optimal Limit Value

	
C = 0.133726
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