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Abstract: Financial institutions are currently undergoing a significant shift from traditional robo-
advisors to more advanced generative artificial intelligence (GenAI) technologies. This transformation
has motivated us to investigate the factors influencing consumer responses to GenAI-driven financial
advice. Despite extensive research on the adoption of robo-advisors, there is a gap in our understand-
ing of the specific contributors to, and differences in, consumer attitudes and reactions to GenAI-based
financial guidance. This study aims to address this gap by analyzing the impact of personalized
investment suggestions, human-like empathy, and the continuous improvement of GenAI-provided
financial advice on its authenticity as perceived by consumers, their utilitarian attitude toward the
use of GenAI for financial advice, and their reactions to GenAI-generated financial suggestions. A
comprehensive research model was developed based on service-dominant logic (SDL) and Artificial
Intelligence Device Use Acceptance (AIDUA) frameworks. The model was subsequently employed
in a structural equation modeling (SEM) analysis of survey data from 822 mobile banking users. The
findings indicate that personalized investment suggestions, human-like empathy, and the continuous
improvement of GenAI’s recommendations positively influence consumers’ perception of its authen-
ticity. Moreover, we discovered a positive correlation between utilitarian attitudes and perceived
authenticity, which ultimately influences consumers’ responses to GenAI’s financial advisory solu-
tions. This is manifested as either a willingness to engage or resistance to communication. This study
contributes to the research on GenAI-powered financial services and underscores the significance of
integrating GenAI financial guidance into the routine operations of financial institutions. Our work
builds upon previous research on robo-advisors, offering practical insights for financial institutions
seeking to leverage GenAI-driven technologies to enhance their services and customer experiences.

Keywords: GenAI financial advice; consumer perceptions; service-dominant logic (SDL); Artificial
Intelligence Device Use Acceptance (AIDUA); perceived authenticity

1. Introduction

The financial sector is undergoing a profound transformation with the advent of
sophisticated technologies such as robo-advisors and generative artificial intelligence
(GenAI) platforms like ChatGPT. This technological revolution has fundamentally altered
how individuals manage their finances and receive financial advice. While robo-advisors
provide algorithm-based asset management services with minimal human intervention
(Sironi 2016), GenAI technologies have significantly advanced these services by offering
personalized, conversational financial advice, which represents a new frontier in digital
financial services (Dewasiri et al. 2024).

Previous research has thoroughly examined the impact of robo-advisors, focusing
on key factors such as behavioral biases, trust, perceived risk, and user attitudes in the
adoption and effectiveness of automated financial advisory systems (Brenner and Meyll
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2020; Bhatia et al. 2022; Xia et al. 2023). However, these studies have largely overlooked
the specific influence of GenAI technologies, particularly in terms of how their distinct
attributes reshape user experiences in financial contexts. The gap identified by prior
research (Fui-Hoon Nah et al. 2023) suggests a need for future studies to explore how
GenAI technologies, with their conversational nature and capacity for continuous learning,
influence consumer perceptions of financial advice services. Addressing this gap, our study
builds on the suggestions of previous research to advance our understanding of how GenAI
platforms affect consumer attitudes and behaviors.

To address this research gap, this study focuses on the unique attributes of GenAI,
such as its personalized investment suggestions, human-like empathy, and ability to con-
tinuously learn and improve. These features have the potential to significantly influence
consumers’ perceptions of the authenticity and reliability of financial advice (Pelau et al.
2021). Building on the gaps identified in earlier studies, we integrate service-dominant
logic (SDL) and AI Device Use Acceptance (AIDUA) frameworks to explore the role these
attributes play in shaping consumer trust in and acceptance of GenAI-based financial advi-
sory services (Vargo and Lusch 2004; Gursoy et al. 2019). We employ structural equation
modeling to analyze data from 822 mobile banking users, providing a comprehensive exam-
ination of the factors that drive the adoption and effectiveness of GenAI in financial advice.

Our research aims to address four principal questions:
How do GenAI’s attributes influence consumers’ perceptions of authenticity in using

GenAI for financial advice?
What is the relationship between perceived authenticity and utilitarian attitudes

towards GenAI financial advice?
How do utilitarian attitudes affect consumers’ responses to GenAI financial advice?
How does AI literacy moderate the impact of GenAI’s attributes on perceived authen-

ticity?
This study contributes to both theory and practice by addressing the research gaps

identified in prior studies. It offers a deeper understanding of how consumers perceive
the authenticity of GenAI financial advice and provides practical insights for designing,
implementing, and educating users about GenAI-powered financial services. By investigat-
ing the impact of GenAI attributes on perceived authenticity and subsequent consumer
attitudes and behaviors, this research not only fills a significant gap in the literature but also
offers practical guidance for developing effective GenAI-based financial advisory services.

This paper is organized as follows: Section 2 presents a literature review and the
theoretical framework, focusing on the evolution of financial advisory services and the
unique attributes of GenAI. Section 3 develops the research hypotheses and model, inte-
grating service-dominant logic (SDL) and AI Device Use Acceptance (AIDUA) frameworks.
Section 4 outlines the research methodology, including the data collection and the de-
velopment of the measurement. Section 5 discusses the data analysis and the results of
the structural model. Finally, Section 6 provides the conclusion, academic and practical
implications, and suggestions for future research directions.

2. Literature Review and Theoretical Framework
2.1. Evolution of Financial Advisory Services: From Robo-Advisors to GenAI

The landscape of financial advisory services has dramatically transformed over the
past decade, with the emergence of robo-advisors representing a crucial turning point. Robo-
advisors emerged as a response to the demand for cost-effective and accessible financial
planning tools, disrupting the traditional finance industry by providing standardized
investment solutions to a wider audience (Huang and Rust 2018). These platforms use
algorithms to build portfolios, reducing the need for human financial planners and lowering
the overall cost of investment advice (Brenner and Meyll 2020; Roh et al. 2023; Chou et al.
2023). However, as technology rapidly advances, the limitations of robo-advisors are
becoming more evident. These limitations include a lack of customization, an inability to
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empathize with consumers, and a limited capacity to learn from past data. As a result,
there is a growing need for a shift toward more sophisticated tools (Ullah et al. 2024).

The transition from robo-advisors to GenAI represents the next stage in the evolution
of financial advisory services. GenAI platforms represent a significant technological leap,
delivering interactive and personalized financial advice through advanced natural language
processing (NLP) and machine learning (ML) capabilities (Roumeliotis and Tselikas 2023).
In contrast to their robo-advisor predecessors, GenAI tools are capable of engaging in
dynamic human–machine interactions, simulating human-like conversations, and offering
tailored investment suggestions that adapt to changes in users’ financial situations and the
market conditions (Javaid et al. 2023; Oehler and Horn 2024).

The development of GenAI has been significantly advanced by substantial progress
in NLP, which has enabled these systems to understand, interpret, and generate human
language with increasing accuracy. These advancements not only increase the effectiveness
of AI advisors but also enable them to engage in empathetic conversations, thereby im-
proving the consumer experience (Aldunate et al. 2022). The capacity of GenAI to process
complex inquiries and execute transactions through seamless conversations represents a
paradigm shift in how consumers manage their investments, offering a more engaging and
personalized advisory experience (Ko and Lee 2024).

As we continue to examine the capabilities and consequences of GenAI in finance,
it becomes evident that these advancements not only indicate progress within financial
institutions but also foreshadow profound changes in the nature of financial advisory
services. The implications for customer engagement, service delivery, and the role of AI
advisors are significant. GenAI holds immense potential to redefine the financial services
industry (B. Chen et al. 2023). It is imperative that both financial institutions and consumers
comprehend this evolutionary trajectory if they are to effectively leverage these technologies
and navigate the new landscape of investment advice.

2.2. GenAI’s Attributes: Personalized Investment Suggestion, Human-like Empathy, and
Continuous Improvement

A notable feature of GenAI in financial services is its ability to provide personalized
recommendations. Personalization is a key factor in consumer satisfaction and the contin-
ued use of technology-based services (Srinivasan et al. 2002; Tam and Ho 2005). Unlike
robo-advisors, which typically deliver standardized recommendations using limited al-
gorithms, GenAI tools can analyze extensive consumer input and specific data, including
financial goals, risk tolerance, investment preferences, and even emotional cues, to tai-
lor their recommendations to individual needs (Ali and Aysan 2023). This high level of
personalization in GenAI-driven services enhances the relevance and effectiveness of the
investment advice, potentially leading to better financial outcomes for consumers (Ko and
Lee 2024).

In addition to personalization, the continuous improvement of GenAI is another criti-
cal attribute, enabled by the machine learning algorithms embedded into GenAI systems.
These systems can learn and adapt through interactions with consumers, thereby enhancing
their ability to provide accurate and contextual investment advice over time (Ashta and
Herrmann 2021). This self-learning and improvement function is of paramount importance
in a dynamic financial market where consumer needs and the market conditions are in a
constant state of flux. Empirical studies have shown that AI systems capable of continuous
learning and adaptation are more likely to gain user trust and be perceived as authentic
(Vo et al. 2024).

Finally, while the analytical capabilities of GenAI have been widely recognized, the
role of its human-like empathy has also garnered increasing attention (Nazir and Wang
2023). The incorporation of emotional intelligence into GenAI enables it to recognize and
respond to consumers’ emotional cues, thereby elevating its interactions beyond mere
mechanical responses and providing support that aligns with consumers’ emotional states.
The integration of AI tools with human-like empathy can enhance consumer engagement
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and trust, as emotional connection is an important component of successful consulting
relationships (Pelau et al. 2021).

The combination of personalized investment suggestions, human-like empathy, and
continuous improvement in GenAI represents a compelling value proposition for con-
sumers. These attributes are combined to create a user experience that mirrors interaction
with a human advisor while harnessing the effectiveness and efficiency of GenAI technol-
ogy. GenAI’s approach is notably different from the “one size fits all” model of traditional
robo-advisors. GenAI offers a high degree of participation, adaptability, and emotional
intelligence that aligns with the complex and diverse needs of consumers.

2.3. Perceived Authenticity of GenAI

The perceived authenticity of GenAI-powered financial advice is a pivotal factor in
establishing trust and encouraging user engagement. Users assess the authenticity of
platforms like GenAI based on their perception of the truthfulness, dependability, and
impartiality of the investment recommendations provided. Research has shown that
authenticity is crucial in determining users’ willingness to accept and engage with AI
advisors, forming the foundation for trust (Alboqami 2023; Glikson and Asscher 2023).
When GenAI is perceived as authentic, it not only gains users’ confidence more effectively
but also fosters a stronger connection, which is vital in the context of financial information
and assets given the sensitivity of such matters.

The essence of GenAI’s authenticity in financial advice lies not only in the accuracy of
its information but also in its ability to offer recommendations that align with users’ ethical
principles and financial goals (Esmark Jones et al. 2022). Moreover, it is crucial to ensure
transparency in how GenAI handles user data and arrives at its recommendations in order
to enhance its perceived authenticity. This transparency, in conjunction with a commitment
to ethical AI practices, underscores the significance of clear communication and ethical
design principles in the development of GenAI systems (Stahl and Eke 2024).

2.4. Utilitarian Attitudes towards GenAI and Consumer Responses

In evaluating consumer responses to GenAI, particularly in financial contexts, the
utilitarian perspective offers a compelling lens through which to view this phenomenon.
Utility is a key factor in technology adoption and a strong predictor of consumer willingness
to engage with AI. If consumers believe that GenAI will enhance the efficiency of their asset
management and improve the accuracy of their decisions, their willingness to interact with
the technology will increase (Ma and Huo 2023).

The efficacy of GenAI, including the accuracy and relevance of its investment sugges-
tions, is of paramount importance in determining consumer willingness to engage with
it (Niu and Mvondo 2024). The capacity of GenAI to furnish consistent, personalized,
and valuable counsel exerts a profound influence on the attitude of its users, which, in
turn, affects their engagement, whether positive or negative. Individuals who have had
positive experiences with GenAI are more likely to develop a favorable attitude toward it
and engage with it again in the future (Paul et al. 2023).

However, it is important to acknowledge that not all consumers are willing to adopt
GenAI’s financial advice, despite its potential benefits. Consumer resistance can be at-
tributed to various factors, including a lack of trust, perceived loss of control, privacy
concerns, and discomfort with technology (Chang and Hsiao 2024). Additionally, perceived
complexity and a less anthropomorphic interface may contribute to consumer resistance
(Baek and Kim 2023). Some consumers may perceive GenAI as a threat to their personal au-
tonomy or the security of their assets, which may lead to resistance to communicating with
it. This resistance may be further compounded by a lack of understanding of how GenAI
functions or a belief that it is incapable of replicating the intricate human comprehension
essential for financial decision-making.

To comprehend the reasons behind the differing attitudes toward the utilization of
GenAI, it is essential to investigate the utilitarian attitudes of consumers towards these
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platforms. A nuanced understanding of these attitudes and their underlying determinants
can assist in the development of GenAI applications that align with consumer needs better,
thereby reducing consumer resistance.

2.5. AI Literacy

The integration of GenAI into financial services is not solely a matter of technological
development; it also involves user adaptation, in which AI literacy plays a crucial role.
AI literacy refers to the skills and competencies individuals need to effectively use AI
technologies and applications (Ng et al. 2021). This includes understanding AI’s capabilities,
context, and implementation. The integration of GenAI into financial services underscores
the crucial role of AI literacy in influencing the adoption and usage of AI technologies
(Perchik et al. 2023).

The previous literature suggests that high AI literacy can alleviate users’ doubts and
help them fully harness AI’s potential in financial decision-making, thereby enhancing the
use of AI technology (Cardon et al. 2023). Individuals with higher levels of AI literacy are
more likely to trust and rely on AI-driven financial advice (Shin et al. 2022). Furthermore,
AI literacy affects the user experience as a whole. Individuals with a deeper understanding
of AI are able to navigate its interface better with greater efficiency and efficacy, pose
specific inquiries to AI, and interpret the recommendations provided by AI with greater
accuracy, thereby leading to a more satisfactory experience (Wang et al. 2023).

Moreover, AI literacy can mitigate users’ resistance to new technologies by elucidating
the nature of AI and rendering its processes more transparent (Markus et al. 2024). Once
users comprehend how GenAI generates financial advice, their skepticism may dissipate,
reducing their resistance to utilizing such systems and fostering openness to them. The
discrepancy in the levels of knowledge about AI among different user groups results in
a knowledge gap. It is therefore imperative to provide education on the functioning of
AI in order to bridge this gap and facilitate more effective adoption of AI among diverse
user groups.

2.6. Service-Dominant Logic (SDL) and Artificially Intelligent Device Use Acceptance (AIDUA)

Service-dominant logic (SDL) has emerged as a key framework for understanding
value co-creation across industries, including financial services. In accordance with SDL,
value is generated through interactions between providers and consumers, rather than
being inherent in the output itself (Vargo and Lusch 2004; Vargo et al. 2008). In the context
of GenAI, SDL offers a perspective on how GenAI can facilitate value co-creation processes.

SDL shifts the focus from traditional goods-dominant logic, which views value as
created by companies and distributed to consumers, to a service-centered perspective,
where value is co-created by multiple parties, including consumers (Grönroos 2008). This
shift is critically important for understanding the relational and interactive nature of the
financial services provided by GenAI technology (Riikkinen et al. 2018).

The operation of GenAI financial services depends on the interaction of multiple
stakeholders, including financial institutions, technology companies, and consumers. SDL
posits that the efficacy of the ecosystem in jointly creating value is pivotal to the success of
the service. Consequently, SDL represents a strategic instrument for understanding and
enhancing the value co-creation process in GenAI-driven financial services. The importance
of interaction, personalization, and resource integration in shaping the user experience and
the overall service efficiency is emphasized (Zhu et al. 2024).

In addition to SDL, the development of a new theoretical framework is necessary for
understanding consumer acceptance and usage behavior when integrating AI systems into
consumer devices. The Artificial Intelligence Device Use Acceptance (AIDUA) model is a
comprehensive framework that reveals the multifaceted nature of consumer interactions
with AI technologies such as GenAI.

The AIDUA model delineates several stages for the acceptance of AI devices, including
primary appraisal, secondary appraisal, and the outcome stage (Gursoy et al. 2019). Each
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of these stages is crucial in the evaluation of GenAI by consumers. In light of studies that
have applied the AIDUA model, it can be postulated that personalized suggestions, human-
like empathy, and continuous improvement serve as the primary drivers in measuring
consumers’ assessment of GenAI-powered financial advice. In the secondary appraisal
stage, consumers primarily evaluate their decision options and potential outcomes based
on their attitudes. When deciding whether to accept or resist GenAI-driven financial advice,
they assess the costs and benefits of using AI devices in service delivery, considering
their perceived authenticity of these devices. Following this intricate appraisal process,
consumers develop a utilitarian attitude towards GenAI-based financial advice, which
subsequently determines their willingness to communicate with GenAI or their resistance
to utilizing GenAI for financial guidance.

Empirical studies have demonstrated the efficacy of the AIDUA model in explaining
and predicting consumer behavior toward AI devices. These studies have also validated
this model’s utility as a diagnostic and prescriptive tool for businesses (Ma and Huo
2023; Lin et al. 2020; Kelly et al. 2023). For practitioners, the AIDUA model suggests that
marketing and design strategies for AI devices should address consumers’ concerns about
trust, perceived risk, and ease of use in order to increase their acceptance.

As artificial intelligence (AI) technology evolves and becomes more prevalent in
financial institutions, frameworks like AIDUA will become increasingly essential for under-
standing and predicting consumer interactions with AI tools. This comprehensive approach
allows for the design and implementation of AI technologies that align with consumer
expectations and promote acceptance.

2.7. Integrating SDL and AIDUA to Understand Consumer–AI Interactions

The seamless integration of service-dominant logic (SDL) and the AI Device Use Accep-
tance (AIDUA) model provides a comprehensive theoretical foundation for understanding
and explaining consumer interactions with generative AI (GenAI) in the service industry,
particularly within financial services. By combining SDL’s value co-creation perspective
with AIDUA’s focus on consumers’ appraisal stages of AI usage, we create a powerful
framework for investigating the nuances of consumer interactions with GenAI.

SDL emphasizes value co-creation through interaction and resource integration be-
tween service providers and consumers, aligning closely with the AIDUA model, which
highlights consumer acceptance and resistance toward AI technologies. The two frame-
works converge in the context of value-driven usage of AI, where consumers are not passive
recipients but active participants in the co-creation of value (Vargo et al. 2008; Grönroos
2008). Previous studies have shown that AI technologies, when effectively integrated into
service systems, enhance the consumer’s role in co-creating personalized value, resulting
in higher engagement and satisfaction (Riikkinen et al. 2018).

This framework posits that when services are designed to facilitate an active role
of consumers in co-creating personalized value (a fundamental concept of SDL), their
experiences with AI-driven systems, like GenAI, can be significantly enhanced. AIDUA
complements this by focusing on the stages of consumers’ interactions with AI, from initial
awareness to full acceptance, which includes their evaluation of perceived authenticity,
personalization, and continuous improvement—factors central to AI–human collaboration
(Bag et al. 2022; Vesanen 2007). Furthermore, evidence suggests that consumers’ willing-
ness to embrace AI in service settings increases when AI systems exhibit characteristics
such as empathy and anthropomorphism, which can foster more authentic and engaging
interactions (Pelau et al. 2021; Ameen et al. 2021).

The decision to integrate SDL and AIDUA is also supported by recent research in both
the literature on services and AI. For example, studies have highlighted the effectiveness of
combining consumer technology adoption frameworks with service logic to explain the
adoption of AI-driven services, particularly in high-involvement contexts like financial
services (Gursoy et al. 2019; Vesanen 2007). By integrating these models, we offer a more
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holistic understanding of how consumers perceive and engage with AI-based financial
advisory services.

3. Hypothesis Development and the Research Model
3.1. Personalized Investment Suggestions, Human-like Empathy, and Continuous Improvement

Personalization is increasingly acknowledged as a vital component of enhancing user
experience and fostering authenticity in digital interactions (Vesanen 2007). In financial
advice, personalized recommendations are particularly impactful, as they demonstrate an
understanding of the user’s specific needs and preferences (Musto et al. 2015). The delivery
of personalized financial advice through GenAI can enhance the perceived authenticity
of it, as the advice appears more relevant and trustworthy. Consumer behavior studies
indicate that services are often perceived as more authentic when they are closely aligned
with a user’s unique circumstances (Napoli et al. 2014; Morhart et al. 2015).

Moreover, empathy, especially in the form of human-like emotional intelligence, is
crucial to user interactions. When users feel that AI tools can understand and respond
to their emotional states, they are more likely to trust and use this technology (Chi and
Hoang Vu 2023). The capacity for human-like empathy in GenAI enables it to comprehend
consumers’ financial concerns and objectives at an emotional level, which is crucial for
enhancing the perceived authenticity of its advice (Chuah and Yu 2021). Empathetic
interactions can elevate financial advice beyond being purely transactional, thereby creating
a sense of care and personal connection.

Furthermore, the ability of artificial intelligence systems to continuously learn and
improve over time is essential for maintaining their relevance and ensuring the delivery of
high-quality services. The ongoing enhancement of GenAI’s financial counsel could result
in more precise and contemporary recommendations, which might enhance the credibility
of its advice. The principle of continuous improvement aligns with the dynamic nature of
financial markets and consumer expectations (Huang and Rust 2021). As GenAI adapts and
evolves, its advice may be perceived as more authentic, reflecting up-to-date knowledge
and a deeper understanding of the financial landscape. Based on these insights, we propose
the following hypotheses:

H1: Personalized investment suggestions by GenAI are positively associated with its authenticity
as perceived by consumers.

H2: The human-like empathy of GenAI is positively associated with its authenticity as perceived by
consumers.

H3: Continuous improvement of GenAI is positively associated with its authenticity as perceived
by consumers.

3.2. Perceived Authenticity

Following the initial evaluation of the specific characteristics of GenAI tools, perceived
authenticity plays a crucial role in how consumers assess and adopt these services (Li et al.
2023). When consumers perceive a service as authentic and advice as genuine, they are
more likely to find this service useful and practical. This belief fosters a utilitarian attitude
towards the service, as consumers prioritize its functionality and the ability to effectively
achieve their goals (Alimamy and Al-Imamy 2022).

In the realm of AI-driven financial guidance, like the services offered by GenAI, the
perceived authenticity of the advice is essential in shaping users’ perceptions of a service’s
utility. When recommendations are perceived as truthful, users are more likely to view
them as reliable, precise, and tailored to their specific requirements. Consequently, this
enhances the perceived usefulness of GenAI’s offerings. The concept of perceived authen-
ticity encompasses the effectiveness, efficiency, and overall usefulness of the suggestions
provided by GenAI. The perceived authenticity of GenAI’s financial advice exerts a direct
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influence on users’ utilitarian attitudes towards a service, which, in turn, determines its
perceived value and adoption (Kwon et al. 2024). Based on the interrelationship between
perceived authenticity, trust, and utility, the following hypothesis is proposed:

H4: Consumers’ perceived authenticity is positively associated with their utilitarian attitude
towards GenAI.

3.3. Utilitarian Attitudes

Utilitarianism in technology usage refers to the extent to which users perceive a
technology as efficient and effective in achieving their objectives (Zamil et al. 2023; Fu
2024). When consumers view a technology through a utilitarian lens, they evaluate its
value based on its ability to help them achieve specific goals and simplify their decision-
making. Essentially, the stronger the belief in a technology’s utilitarian value, the higher
the likelihood of its acceptance and integration into users’ daily lives. This is because
users recognize its practical benefits and its ability to streamline tasks and decision-making
processes (H. Kim et al. 2007).

In considering the role of GenAI in offering financial guidance, a utilitarian perspective
suggests that users value a platform’s capacity to deliver efficient, precise, and timely
information that can support their financial decision-making process. This mindset is
expected to enhance consumers’ readiness to engage with GenAI, as they anticipate that
the interaction will assist them in attaining their financial objectives (Dinh and Park 2023).
In other words, when users perceive GenAI as a tool that can effectively streamline their
financial planning and provide valuable insights, they are more likely to embrace and
utilize the platform. This is driven by the belief that it will contribute to their overall
financial well-being and success.

In addition to the adoption of new technology, resistance to its use is often shaped
by various factors, including a lack of practicality, increased complexity, or perceived
risks to personal information, established social norms, and personal habits (Hsieh 2016;
Ghosh 2024). However, when consumers view a technology through a utilitarian lens,
they recognize its potential to streamline tasks and boost productivity. This perception
reduces the probability of consumer resistance, as the technology aligns with their values
and objectives, and the advantages of its use outweigh the associated efforts, risks, and
costs. In essence, a utilitarian attitude towards technology fosters a sense of value and
purpose, making users more likely to embrace and incorporate it into their daily lives.
They recognize the technology’s practical benefits and its ability to enhance their overall
efficiency and effectiveness (Attié and Meyer-Waarden 2022).

In the context of GenAI, the identification of utilitarian advantages such as time
savings, cost-effectiveness, and enhanced financial results will result in a decrease in users’
resistance to utilizing these AI-driven platforms for financial guidance. The perception
of GenAI as a beneficial tool that aligns with their objectives will make users less likely
to oppose its adoption and integration (Jan et al. 2023). Consequently, they will be more
inclined to accept this innovation, recognizing its potential to positively impact their
financial decision-making process and overall outcomes (Priya and Sharma 2023). In
other words, the more users perceive GenAI as a practical and advantageous tool for
managing their finances, the less likely they will be to resist its adoption and use. As a
result, there will be a greater likelihood of adopting this AI-powered technology in their
financial decision-making process. Based on this understanding, the following hypotheses
are proposed:

H5: Consumers’ utilitarian attitudes towards GenAI are positively associated with their willingness
to communicate with GenAI.

H6: Consumers’ utilitarian attitudes towards GenAI are negatively associated with their resistance
to communicate with GenAI.
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3.4. AI Literacy

In addition to the inherent features of AI-driven financial tools, the levels of AI literacy
among users play a critical role in the communication process. AI literacy encompasses
users’ comprehension of AI technology, which is crucial for regulating their interactions
with AI tools (Carolus et al. 2023). As AI literacy increases, users are better equipped to
understand complex AI functions, such as personalized recommendations. In the context
of GenAI, higher AI literacy enables consumers to grasp how the platform tailors its
recommendations based on user data better, which, in turn, enhances their perceptions of
its authenticity. Consequently, AI literacy can strengthen the positive relationship between
GenAI’s personalized advice and perceived authenticity. In other words, as users become
more knowledgeable about AI technology, they are more likely to appreciate and trust the
personalized financial guidance provided by GenAI, recognizing its genuine value and
relevance to their specific needs and circumstances.

Moreover, the continuous improvement of GenAI represents another advanced AI
feature. As users’ AI literacy increases, they are better positioned to comprehend and
appreciate this aspect of the platform. They are aware that the AI system will consistently
refine and enhance its recommendations based on ongoing interactions, thereby enhancing
the perceived authenticity of the advice provided. In this context, AI literacy can act as
a moderating factor, enhancing the relationship between continuous improvement and
perceived authenticity. Specifically, more knowledgeable users are more likely to place
higher value on the evolution of AI in delivering precise financial guidance (Tirado-Morueta
et al. 2018). In essence, as consumers become more well versed in AI technology, they are
more predisposed to acknowledge and trust the ongoing advancements in GenAI’s financial
advice. They recognize the genuine benefits of its adaptive nature in providing tailored
and relevant recommendations that align with their evolving needs and circumstances.

Finally, the human-like empathy exhibited by GenAI is the result of sophisticated
programming that enables empathetic interactions. Individuals with a higher level of AI
literacy are better equipped to understand and value these empathetic responses, resulting
in an increased perception of its authenticity. Conversely, individuals with limited AI
literacy may encounter difficulty in comprehending the nuances of empathetic AI, leading
to a diminished perception of its authenticity. As a result, the development of AI literacy
is expected to strengthen the correlation between human-like empathy and perceived
authenticity. As users gain a deeper understanding of AI technology, they are more likely
to recognize and value the genuine nature of GenAI’s empathetic interactions (Baabdullah
et al. 2022; Sperling et al. 2024), thereby increasing their confidence in these platforms’
financial advice. Based on these insights, we propose the following hypotheses:

H7: Consumers’ AI literacy positively moderates the relationship between GenAI’s personalized
investment suggestions and its authenticity as perceived by customers.

H8: Consumers’ AI literacy positively moderates the relationship between GenAI’s continuous
improvement and its authenticity as perceived by customers.

H9: Consumers’ AI literacy positively moderates the relationship between GenAI’s human-like
empathy and its authenticity as perceived by customers.

In essence, as users become more knowledgeable about AI technology, the impact of its
personalized investment suggestions, human-like empathy, and continuous improvement
on their perceptions of the authenticity of GenAI’s financial advice will be amplified,
ultimately leading to a higher level of trust and acceptance among consumers. The research
model based on the research hypotheses so far is shown in Figure 1.
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4. Research Methodology
4.1. Measurement Development

We commenced our investigation by developing a comprehensive questionnaire de-
signed to capture the relevant data necessary for our analysis. In light of the significance of
expert input, we solicited evaluations from esteemed professors in the Finance, Information
Technology, and Management Science departments. Their invaluable feedback prompted
revisions to the questionnaire, allowing us to refine and clarify our questions for greater
precision and relevance.

A rigorous methodology was employed to ensure that the questionnaire accurately
assessed eight key dimensions. These included the extent to which the investment advice
was personalized, GenAI’s capacity for continuous improvement, its ability to demonstrate
human-like empathy, the authenticity of its responses as perceived by consumers, the
utilitarian attitude of consumers towards GenAI, consumers’ willingness and resistance to
engage with GenAI for financial guidance, and their overall AI literacy.

The introductory section of the questionnaire clearly outlined the purpose of the
study, ensuring participants’ confidentiality and anonymity. Additionally, survey instruc-
tions were provided. The initial part of the questionnaire included questions on basic
demographic information, such as age, gender, income level, and education, to establish a
foundational understanding of the respondents’ backgrounds. The second part consisted
of items carefully designed to assess the eight constructs under investigation.

The measurement items for personalized investment suggestions assessed the respon-
dents’ perceptions of GenAI’s ability to comprehend their individual financial needs and
deliver customized recommendations. The evaluation of continuous improvement assessed
the respondents’ views on GenAI’s ability to learn from interactions and improve its sug-
gestions over time (Q. Chen et al. 2022). Human-like empathy was measured through
items (Pelau et al. 2021; Fu et al. 2023; Seitz 2024) that gauged the extent to which GenAI
understood and considered the respondents’ emotional and financial concerns. The per-
ceived authenticity of GenAI’s financial advice was examined by asking the respondents
to rate the genuineness and reliability of its advice (Vo et al. 2024; Meng et al. 2023). The
usefulness, efficiency, and practicality of GenAI’s recommendations were evaluated to
assess the respondents’ utilitarian attitudes (Priya and Sharma 2023). The respondents’
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willingness to communicate with GenAI was gauged through items (Ma and Huo 2023;
Kim and Hur 2023) that determined the likelihood of future engagement with the AI for
financial advice. Resistance to communicate with GenAI was evaluated by assessing the
respondents’ hesitation in using or reluctance to use GenAI for financial guidance (Ma and
Huo 2023; Yang et al. 2023). Finally, an AI literacy scale was used to assess the respondents’
knowledge and understanding of AI technologies, particularly their application to financial
advice (Almatrafi et al. 2024; Kong et al. 2024). Detailed breakdowns can be found in
Appendix A.

4.2. Data Collection

This study used a comprehensive approach to data collection to gather insights from
mobile banking service users who had engaged with GenAI for financial guidance. The
survey was designed to gather detailed information on the participants’ interactions with
GenAI, their evaluations of AI’s authenticity, their AI literacy, and their attitudes towards
using AI for financial advice.

This study targeted adult mobile banking users aged 18 and above who had interacted
with GenAI financial advice features. Purposive sampling was employed to select respon-
dents who met this criterion, ensuring that the sample was relevant for understanding the
target user group. In total, 1200 participants were initially invited to take part in the survey,
of which 950 respondents completed it. After data cleaning and quality control checks, a
final sample of 822 respondents was retained for analysis. These participants were balanced
across gender, age, and income levels, ensuring a representative cross-section of the mobile
banking population. Table 1 presents their demographic characteristics, showing that the
participants included individuals aged 18 to over 65 years old, with 7 participants being
over 65, reflecting the inclusivity of older users in mobile banking services.

Table 1. Demographic characteristics.

Demographics Frequency Percentage (%)

Gender
Male 412 50.1

Female 410 49.9

Age

18–24 139 16.9
25–34 322 39.2
35–44 233 28.3
45–54 86 10.5
55–64 35 4.3

Above 65 7 0.9

Education
Background

High school or below 164 20
Three years of college 252 30.7

Bachelor’s 363 44.2
Master’s or above 43 5.2

Monthly
income

3000 CNY or below 141 17.2
3001–5000 CNY 423 51.5
5001–7000 CNY 140 17
7001–9000 CNY 61 7.4

9000 CNY and above 57 6.9

Frequency of
using GenAI

Several times per day 29 3.5
Once a day 78 9.5

Several times per week 106 12.9
Once a week 364 44.3

Several times per month 208 25.3
Once a month 37 4.5

The data collection took place over a three-month period, from January to March
2024, and was facilitated by collaboration with a professional survey firm. The survey
was distributed using multiple platforms: (1) email campaigns targeting mobile banking
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users from partner banks, (2) in-app notifications within mobile banking applications
encouraging participation, and (3) financial forums and social media platforms, on which
the survey link was shared.

Before launching the formal survey, a pilot test was conducted with a subset of 50 par-
ticipants to identify and address any potential issues with its clarity, the comprehensibility
of the questions, and the overall structure of the questionnaire. The pilot survey helped re-
fine variables such as AI literacy, perceived authenticity, and human-like empathy following
the recommendations of Ref. (Van Teijlingen and Hundley 2002).

Strict filtering techniques were used during the survey collection process to maintain
the data quality, ensuring that only responses from eligible participants were included.
Anonymity and confidentiality were strictly maintained in compliance with ethical research
standards. Table 1 provides a summary of the respondents’ demographic characteristics.

5. Data Analysis and Results
5.1. The Measurement Model

Ref. (Podsakoff and Organ 1986) suggested that single-source data may be prone to
common method variance (CMV). To determine the presence of common method bias
(CMB) in our collected data, we conducted Harman’s single-factor test. This test involves
loading all the measurement items into a principal component analysis without rotation. It
is widely accepted that CMB is a concern if a single factor accounts for more than 50% of
the total variance. In this study, the first factor accounted for 31.95% of the variance, which
is below the 50% threshold. Therefore, we can conclude that the data in this study were not
affected by common method bias.

The measurement model was assessed by examining the factor loading values, com-
posite reliability (CR), and average variance extracted (AVE). As shown in Table 2, all the
factor loadings exceed the recommended threshold of 0.6. Additionally, Cronbach’s α,
which measures internal consistency reliability, ranged from 0.845 to 0.949, surpassing
the suggested threshold of 0.7 (Hair et al. 2014). These results provide strong evidence
supporting the scale’s reliability.

Table 2. Reliability, CR, and AVE.

Constructs Items Item Loadings Cronbach’s
Alpha CR AVE

Personalized Investment
Suggestions

PIS1 0.924

0.926 0.928 0.619

PIS2 0.778
PIS3 0.769
PIS4 0.741
PIS5 0.747
PIS6 0.744
PIS7 0.783
PIS8 0.791

Human-Like Empathy

HLE1 0.898

0.949 0.95 0.635

HLE2 0.793
HLE3 0.778
HLE4 0.780
HLE5 0.754
HLE6 0.788
HLE7 0.768
HLE8 0.768
HLE9 0.798

HLE10 0.814
HLE11 0.814
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Table 2. Cont.

Constructs Items Item Loadings Cronbach’s
Alpha CR AVE

Continuous Improvement

CI1 0.870

0.915 0.917 0.613

CI2 0.778
CI3 0.718
CI4 0.750
CI5 0.788
CI6 0.771
CI7 0.796

Perceived
Authenticity

PA1 0.886
0.845 0.853 0.660PA2 0.764

PA3 0.781

Utilitarian Attitudes

UA1 0.887

0.865 0.876 0.587
UA2 0.733
UA3 0.685
UA4 0.740
UA5 0.771

Willingness to
Communicate with GenAI

WCG1 0.888

0.894 0.898 0.596

WCG2 0.721
WCG3 0.738
WCG4 0.726
WCG5 0.765
WCG6 0.78

Resistance to
Communicating with

GenAI

RCG1 0.863

0.885 0.887 0.570

RCG2 0.80
RCG3 0.672
RCG4 0.686
RCG5 0.762
RCG6 0.728

AI Literacy

AIL1 0.768

0.910 0.910 0.629

AIL2 0.757
AIL3 0.844
AIL4 0.818
AIL5 0.760
AIL6 0.808

Composite reliability (CR) was used to evaluate the internal consistency of the scale,
with higher values indicating greater reliability. Ref. (Raza et al. 2021) states that CR
values between 0.6 and 0.7 are acceptable, while values between 0.7 and 0.9 are considered
satisfactory to good. As shown in Table 3, all the CR values exceeded 0.8, confirming the
scale’s satisfactory composite reliability.

Table 3. Discriminant validity.

PIS HLE CI PA UA WCG RCG AIL

PIS 0.787
HLE 0.442 ** 0.797

CI 0.423 ** 0.446 ** 0.783
AIL 0.150 ** 0.160 ** 0.174 ** 0.793
PA 0.541 ** 0.551 ** 0.500 ** 0.317 ** 0.812
UA 0.451 ** 0.493 ** 0.480 ** 0.195 ** 0.614 ** 0.766

WCG 0.348 ** 0.332 ** 0.324 ** 0.143 ** 0.413 ** 0.669 ** 0.772
RCG −0.315 ** −0.336 ** −0.371 ** −0.198 ** −0.473 ** −0.677 ** −0.435 ** 0.755

Note: **, p < 0.01. Values in bold represent the square root of the AVE.
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Additionally, the average variance extracted (AVE) values for all variables exceeded
0.5, meeting the criteria for convergent validity (Fornell and Larcker 1981). These results
collectively indicate that the measurement model demonstrates strong reliability and
convergent validity.

To assess discriminant validity, we used the method from Ref. (Fornell and Larcker
1981), which requires the square root of the AVE to be greater than the correlations among
the constructs. Table 3 shows the square root of the AVE values along the diagonal (in bold)
and the correlations among the constructs in the off-diagonal cells. These results reveal
that the square root of the AVE for each construct was higher than the corresponding off-
diagonal correlation values. This indicates that the measurement model has a satisfactory
discriminant validity, as each construct is more strongly related to its own measures than
to those of the other constructs.

Before conducting the structural equation modeling (SEM) analysis, a confirmatory
factor analysis (CFA) was performed to evaluate the measurement model. The model’s
goodness of fit was assessed using various indices and their corresponding thresholds, as
recommended by Ref. (Hu and Bentler 1999).

The CFA results indicated that the measurement model fit the data well. Specifically,
the chi-square-to-degrees-of-freedom ratio (χ2/df) was 1.173, which is within the acceptable
range. The Goodness of Fit Index (GFI) and the Adjusted Goodness of Fit Index (AGFI)
values were 0.938 and 0.932, respectively, with both exceeding the recommended thresholds.
Additionally, the Comparative Fit Index (CFI) and the Normed Fit Index (NFI) values were
0.992 and 0.95, respectively, indicating a strong fit. The Incremental Fit Index (IFI) value of
0.992 also met the criteria. Finally, the Standardized Root Mean Square Residual (SRMR)
and the Root Mean Square Error of Approximation (RMSEA) values were 0.026 and 0.015,
respectively, with both falling below the recommended thresholds, further supporting the
model’s acceptable fit.

As shown in Table 4, all the fitting indices of the measurement model met the rec-
ommended criteria, confirming that the model adequately represented the data and was
suitable for the subsequent SEM analysis.

Table 4. Measurement model fit.

Fit Indices χ2/df GFI AGFI NFI CFI IFI SRMR RMSEA

Recommended Criteria <3 >0.9 >0.8 >0.9 >0.9 >0.9 <0.08 <0.08
Scores 1.173 0.938 0.932 0.95 0.992 0.992 0.026 0.015

5.2. The Structural Model

The structural model was evaluated to examine the relationships between the con-
structs proposed in the research model. The analysis revealed that all paths were positive
and significant at the 0.05 level. Table 5 presents the standardized path coefficients between
the constructs, the significance levels, and the explanatory power (R2) for each construct.
According to the rule of thumb, R2 values of 25%, 50%, and 75% indicate weak, average,
and substantial explanatory power, respectively.

In this study, the R2 values for perceived authenticity, utilitarian attitudes, willingness
to communicate with GenAI, and resistance to communicating with GenAI were 56.9%,
50.5%, 50.3%, and 54.6%, respectively, indicating a satisfactory level of explanation.

The results in Table 5 show a positive association between personalized investment
suggestions and perceived authenticity (β = 0.318, p < 0.001), supporting Hypothesis 1.
Similarly, there was a positive association between human-like empathy and perceived
authenticity (β = 0.338, p < 0.001), confirming Hypothesis 2. Additionally, continuous
improvement positively influences perceived authenticity (β = 0.287, p < 0.001), supporting
Hypothesis 3. Together, personalized investment suggestions, human-like empathy, and
continuous improvement account for 56.9% of the variance in perceived authenticity.
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Table 5. Hypothesis test results.

Hypothesis Path β p-Value R2 Remarks

H1 PIS → PA 0.318 ***
0.569

Supported
H2 HLE → PA 0.338 *** Supported
H3 CI → PA 0.287 *** Supported
H4 PA → UA 0.71 *** 0.505 Supported
H5 UA → WCG 0.709 *** 0.503 Supported
H6 UA → RCG −0.739 *** 0.546 Supported

Moderating Effect Path β p-Value Remarks

H7 PIS × AIL → PA 0.101 *** Supported
H8 HLE × AIL → PA 0.097 *** Supported
H9 CI × AIL → PA 0.108 *** Supported

Note: ***, p < 0.001.

Furthermore, perceived authenticity positively impacts utilitarian attitudes (β = 0.71,
p < 0.001), accounting for 50.5% of their variance, thereby supporting Hypothesis 4. In turn,
utilitarian attitudes positively influence willingness to communicate with GenAI (β = 0.709,
p < 0.001), supporting Hypothesis 5, and negatively affect resistance to communicating
with GenAI (β = −0.739, p < 0.001), supporting Hypothesis 6. Utilitarian attitudes explain
50.3% of the variance in willingness to communicate with GenAI and 54.6% of the variance
in resistance to communicating with GenAI.

After verifying the hypotheses, a structural model test was conducted. The results
indicated that the model demonstrated an acceptable fit to the data according to the criteria
recommended by Ref. (Hu and Bentler 1999). The chi-square-to-degrees-of-freedom ratio
(χ2/df) was 1.225, which is within the acceptable range. The Goodness of Fit Index (GFI)
and the Adjusted Goodness of Fit Index (AGFI) values were 0.941 and 0.935, respectively,
with both exceeding the recommended thresholds. Additionally, the Comparative Fit Index
(CFI), Normed Fit Index (NFI), and Incremental Fit Index (IFI) values were 0.990, 0.953, and
0.990, respectively, indicating a strong fit between the model and the data. The Standardized
Root Mean Squared Residual (SRMR) value of 0.038 and the Root Mean Square Error of
Approximation (RMSEA) value of 0.018 were both below the recommended cutoff points,
further supporting the model’s acceptable fit. These fit indices, as presented in Table 6,
collectively indicate that the structural model adequately represents the relationships
among the constructs and provide a satisfactory explanation of the data.

Table 6. Structural model fit.

Fit Indices χ2/df GFI AGFI NFI CFI IFI SRMR RMSEA

Recommended Criteria <3 >0.9 >0.8 >0.9 >0.9 >0.9 <0.08 <0.08
Scores 1.173 0.938 0.932 0.95 0.992 0.992 0.026 0.015

In addition to the primary hypotheses, this study proposed that AI literacy moderates
the relationships between GenAI’s characteristics (personalized investment suggestions,
human-like empathy, and continuous improvement) and perceived authenticity. The results
presented in Table 5 demonstrate that as AI literacy increases or decreases, the positive
associations between GenAI’s characteristics and its authenticity as perceived by consumers
remain consistent.

The interaction term between personalized investment suggestions and AI literacy is
positively associated with perceived authenticity (β = 0.101, p < 0.001), indicating that the
relationship between personalized investment suggestions and perceived authenticity is
strengthened by higher levels of AI literacy. Similarly, the interaction term between human-
like empathy and AI literacy is positively associated with perceived authenticity (β = 0.097,
p < 0.001), suggesting that the relationship between human-like empathy and perceived
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authenticity is enhanced by higher levels of AI literacy. Finally, the interaction term
between continuous improvement and AI literacy is positively associated with perceived
authenticity (β = 0.108, p < 0.001), indicating that the relationship between continuous
improvement and perceived authenticity is reinforced by higher levels of AI literacy.

Figure 2 presents a visual representation of the standardized path coefficients and the
significance levels for each hypothesis, including the moderating effects of AI literacy on
the relationships between GenAI’s characteristics and perceived authenticity.
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6. Conclusions

The objective of this study was to explore the dynamics of consumer responses to
GenAI-powered financial advice, addressing a critical gap in the literature on the adoption
of GenAI technologies in financial services. Through a rigorous empirical analysis, it was
shown that personalized investment suggestions, human-like empathy, and the continuous
improvement of GenAI significantly enhance consumers’ perceptions of its authenticity.
These perceptions, in turn, foster a utilitarian attitude towards using GenAI for financial
advice, influencing consumers’ willingness to engage with and resistance to communication
with GenAI. Notably, this study highlights the role of AI literacy in amplifying the positive
effects of GenAI’s features on perceived authenticity.

Our findings delineate a clear pathway through which GenAI’s features influence con-
sumer behaviors. The provision of personalized investment advice, the demonstration of
human-like empathy, and commitment to continuous improvement enhance the perceived
authenticity of GenAI’s financial counsel. These insights align with Refs. (Pelau et al. 2021;
J. Kim et al. 2022), which emphasized the importance of perceived human-likeness in user
interactions with AI systems. Additionally, the work of Refs. (Q. Chen et al. 2022; Pitardi
2023) highlighted the role of personalization and continuous improvement in enhancing
consumer trust in AI services.

We also found that perceived authenticity is crucial to developing a utilitarian attitude
towards GenAI, which, in turn, increases willingness to interact with AI and reduces
resistance. These findings extend previous research on the importance of authentic design
of GenAI platforms (Lee and Kim 2024; Pandey and Rai 2024).
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Furthermore, the significant moderating influence of AI literacy underscores the im-
portance of consumers’ understanding and familiarity with AI technologies in enhancing
the effectiveness of GenAI’s features. These findings support past studies on AI liter-
acy (Ng et al. 2021; Kong et al. 2024) and demonstrate its value in the field of financial
advisory services.

6.1. Academic Implications

This research significantly enhances our understanding of how generative AI (GenAI)
influences consumer behavior in the realm of financial advice. This study’s findings con-
tribute to the theoretical landscape by extending the application of service-dominant logic
(SDL), integrating the AI Device Use Acceptance (AIDUA) framework, and highlighting
the complex interplay between AI’s attributes and consumer perceptions.

These findings emphasize the importance of personalized investment suggestions,
human-like empathy, and continuous improvement to GenAI’s recommendations within
the context of consumer value co-creation, as highlighted by SDL theory. By tailoring its
services to individual consumer needs and preferences, GenAI facilitates a more interactive
and collaborative experience between service providers and consumers, thus enabling
value co-creation. As demonstrated by previous studies (Wen et al. 2022), personalization
is crucial to enabling value co-creation, allowing for a more interactive and collaborative
experience between service providers and consumers. This study’s findings align with
SDL principles and extend the theory by showing how digital technologies enhance per-
sonalized value co-creation, surpassing the limitations of traditional human-to-human
service frameworks.

Moreover, GenAI’s ability to exhibit human-like empathy significantly influences
consumers’ perceived authenticity by demonstrating genuine care and concern. This
finding contributes to the growing body of literature on the importance of designing
AI technologies that are not only competent but also genuine and transparent in their
interactions (Markovitch et al. 2024). Additionally, GenAI’s capacity for continuous learning
enables it to adapt to evolving user needs and preferences, thereby enhancing its perceived
authenticity over time (Baidoo-Anu and Ansah 2023; Raj et al. 2023).

These findings underscore the importance of integrating personalized investment
suggestions, human-like empathy, and continuous improvement into GenAI-driven fi-
nancial advice. This integration reflects the processes of SDL and AIDUA by co-creating
value through tailored, empathetic, and adaptive financial guidance, ultimately enhancing
consumer engagement, trust, and participation in GenAI-powered financial services.

This study also highlights the role of perceived authenticity in human–bot interactions,
especially within the field of artificial intelligence (Seitz 2024; Meng et al. 2023). The
positive correlation between GenAI’s features and its perceived authenticity aligns with the
authenticity principle in AI research (Esmark Jones et al. 2022; Rese et al. 2020; Kuhail et al.
2022). This emphasizes the necessity for GenAI and similar technologies to demonstrate
authenticity to effectively engage and support users.

Additionally, this study identifies a strong correlation between perceived authenticity,
utilitarian attitudes, and consumers’ willingness to communicate or resistance to commu-
nicating with GenAI for financial advice. It expands our understanding of technology
adoption theories by demonstrating that perceived authenticity enhances utilitarian atti-
tudes towards GenAI, which, in turn, affect willingness to use or resistance to using GenAI
for financial advice. This suggests that the value consumers place on authenticity can signif-
icantly influence their practical assessment of a technology’s benefits (Alimamy and Kuhail
2023). These findings advocate for a broader interpretation of perceived usefulness in AI
technology acceptance, highlighting the importance of authenticity in shaping utilitarian
evaluations of AI technology.

Lastly, this study’s focus on AI literacy adds to the theoretical landscape by suggesting
that a higher level of AI literacy can enhance the effectiveness of AI features by improving
their perceived authenticity and, consequently, utilitarian attitudes towards them (Du et al.
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2024). This implies that individuals’ interactions with AI technologies are significantly
influenced by their understanding of these technologies, leading to increased acceptance
and willingness to communicate with GenAI. Conversely, lower levels of AI literacy may
lead to resistance to communicating with GenAI, highlighting the importance of addressing
this factor to facilitate the effective integration of AI-driven services into the consumer
value co-creation process.

In conclusion, this study offers a comprehensive integration of key concepts, including
personalized investment suggestions, human-like empathy, continuous improvement,
perceived authenticity, utilitarian attitudes, and consumers’ willingness to communicate or
resistance to communicating with GenAI, within the frameworks of SDL and AIDUA. Its
findings show that GenAI’s personalized and empathetic approach, along with its ability to
continuously improve, enhances its perceived authenticity and utilitarian attitudes towards
it among consumers, facilitating value co-creation as proposed by SDL. Additionally, this
study extends the AIDUA model by incorporating continuous improvement as a factor
influencing perceived authenticity, a key determinant of AI tool usage. This research also
underscores the role of AI literacy in shaping consumers’ willingness to engage or resistance
to engaging with GenAI, highlighting the importance of addressing this factor to ensure the
effective integration of AI-driven services into the value co-creation process. Overall, this
study contributes to the growing body of literature on AI-driven services and their impact
on consumer behavior, providing valuable insights for both researchers and practitioners
in the field.

6.2. Practical Implications

The practical implications of this study are substantial, providing valuable insights
for a wide range of stakeholders, including financial institutions, technology developers,
and policymakers. For financial service providers, this study emphasizes the importance
of developing GenAI technologies with enhanced human-like characteristics, such as the
ability to offer personalized advice and exhibit empathy. This suggests that financial
institutions should invest in AI systems that go beyond basic natural language processing
and incorporate the ability to understand and adapt to individual emotional states and
preferences. This research indicates that GenAI-driven chatbots capable of recognizing and
responding to users’ emotions can significantly enhance user satisfaction and engagement.
This underscores the necessity of financial institutions employing GenAI technologies that
can tailor their services to individual needs and preferences.

Furthermore, this study highlights the importance of continuous learning in main-
taining and enhancing consumer trust and engagement with GenAI systems. Financial
institutions should prioritize designing AI systems that can continuously update their
knowledge bases and refine their algorithms based on user interactions. This approach
aligns with the continuous improvement aspect of AI development and ensures that AI
systems remain relevant and effective in meeting evolving consumer needs and preferences.
AI systems capable of continuous learning and improvement are better equipped to build
and maintain user trust over time by demonstrating an ongoing commitment to providing
accurate and up-to-date information.

This study’s findings also emphasize the importance of AI literacy in enhancing the
positive impact of GenAI’s attributes on its perceived authenticity. This suggests that
financial institutions should develop educational programs and resources to improve
consumers’ understanding of AI. By investing in initiatives that demystify AI technologies,
financial institutions can reduce resistance and increase engagement among consumers.
This aligns with the broader goal of enhancing AI literacy and ensuring that consumers
have the necessary knowledge and skills to interact effectively with AI-driven services.
Consumers with higher levels of AI literacy are more likely to appreciate the benefits of
AI-driven services and engage with them more effectively. Therefore, businesses should
invest in educational initiatives to promote consumer understanding and acceptance of
these technologies.
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In conclusion, this study’s implications highlight the importance of policymakers
considering the impact of GenAI-driven financial advice on personalized investment sug-
gestions, human-like empathy, and continuous improvement in consumer financial services.
As GenAI becomes increasingly integrated into the sector, policymakers must ensure that
consumers receive tailored advice that aligns with their unique financial circumstances,
fostering trust and engagement. Additionally, they should prioritize consumer privacy
protection while promoting equitable access to AI-driven benefits, addressing the digital
divide. This may involve establishing standards for transparency in AI algorithms, ensur-
ing data privacy, and implementing digital literacy programs. By proactively addressing
these issues with a focus on personalization, empathy, and continuous improvement, pol-
icymakers can create a regulatory landscape that supports responsible innovation. This
approach will ultimately encourage the development and deployment of AI technologies
within the financial sector that prioritize individual needs, build meaningful connections,
and continuously evolve to serve consumers better.

6.3. Limitations and Future Directions

Although this study provides valuable insights into the factors influencing consumer
perceptions and attitudes towards GenAI in the context of financial advice, it is important
to recognize its limitations. One limitation is its focus on mobile banking users as the
sample population, which may limit the generalizability of these findings to other con-
sumer segments. Future research could address this by exploring similar questions across
different demographics. Additionally, utilizing qualitative methodologies, such as in-depth
interviews or focus groups, could provide a more nuanced understanding of consumer
perceptions of and attitudes towards GenAI-driven financial advice.

Another avenue for future research is to examine the influence of cultural differences
on consumer reactions to GenAI-powered financial advisors. Given the variability in
cultural values, norms, and expectations across societies, it is plausible that the factors
influencing perceived authenticity and utilitarian attitudes towards GenAI-driven financial
advice may vary. Comparative studies across different cultural contexts could offer valuable
insights into designing and deploying GenAI-driven financial advisors to meet the unique
needs and preferences of diverse consumer groups.

Finally, ethical considerations and privacy concerns surrounding GenAI-driven finan-
cial advice are critical areas for future research. As GenAI systems become more integrated
into financial services, ensuring they are designed and deployed to respect consumer pri-
vacy, avoid bias, and promote fairness is paramount. Research on the ethical implications of
GenAI-driven financial advice could inform the development of guidelines and regulations
to ensure these technologies are used responsibly and in the best interests of consumers.
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Appendix A

Table A1. Operational definitions and measurement items.

Constructs Measurements Source(s)

Personalized
Investment
Suggestions

(PISs)

1. I feel that the investment suggestion by the GenAI is in line
with my preferences.

(Q. Chen et al. 2022)

2. I feel that the investment suggestion by the GenAI is in line
with my taste.
3. The investment suggestion by the GenAI is what I am
interested in.
4. The investment suggestion by the GenAI is better than the
suggestions I get from other places.
5. I feel that the quality of investment suggestion by the GenAI
is what I want.
6. My overall evaluation of the GenAI investment suggestion is
very high.
7. I think the the GenAI investment suggestions are valuable.
8. The investment suggestions of the GenAI is flexible and
changeable according to my question.

Human-Like
Empathy

(HLE)

1. The GenAI makes me feel warm.

(Pelau et al. 2021; Fu et al.
2023; Hu and Bentler 1999)

2. The GenAI makes me feel that it cares about my needs.
3. The GenAI makes me feel concerned.
4. I feel that the GenAI serves me attentively.
5. I feel that the GenAI puts my interests first.
6. The GenAI gives me personalized attention.
7. The GenAI has expressed being able to empathize with the
customer’s feelings.
8. The GenAI has indicated it could put itself well in the
customer’s shoes.
9. The GenAI is able to accurately understand the
customer’s concerns.
10. The GenAI can adopt my perspective and recommending
the desired financial products.
11. The GenAI is preoccupied with offering me the best
financial products.

Continuous Improvement (CI)

1. The GenAI can learn from past experience.

(Q. Chen et al. 2022)

2. The GenAI’s ability is enhanced through learning.
3. After a period of use, the GenAI’s performance is getting
better and better.
4. I can feel the GenAI is constantly upgrading.
5. The GenAI fixes previous errors.
6. I feel that the GenAI is getting more and more advanced.
7. The function of the GenAI has been enhanced.

Perceived Authenticity (PA)

1. When I think of the GenAI, I see a unique set
of characteristics. (Vo et al. 2024; Meng et al.

2023)2. I would think of the GenAI as a unique individual.
3. Using the GenAI provided me with genuine experiences.

Utilitarian Attitude
(UA)

1. The GenaI is useful.

(Priya and Sharma 2023)
2. The GenAI is productive.
3. The GenaI is necessary.
4. The GenAI is practical.
5. The GenAI is functional.
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Table A1. Cont.

Constructs Measurements Source(s)

Willingness to Communicate
with GenAI

(WCG)

1. I am willing to receive financial advisory services from
GenAI.

(Ma and Huo 2023; Kim and
Hur 2023)

2. I will feel happy to interact with GenAI.
3. I am likely to interact with GenAI.
4. I would like to utilize the GenAI-powered financial service if
there is an opportunity.
5. I intend to utilize the GenAI financial advisory
service continuously.
6. I recommend the GenAI financial advisory service to
my friends.

Resistance to Communicating
with GenAI

(RCG)

1. The financial advisory service provided by the GenAI is
processed in a less humanized manner.

(Ma and Huo 2023; Yang et al.
2023)

2. I prefer human contact when looking for
investment suggestions.
3. People need emotional exchange during service transactions.
4. Interaction with the GenAI lacks social contact.
5. The existing problems with GenAI make me take a
wait-and-see approach to it.
6. I do not plan to continue using GenAI.

AI Literacy (AIL)

1. I can use AI to solve problems involving text and words.

(Almatrafi et al. 2024; Kong
et al. 2024)

2. I know how to decide which data to collect and how to
process them for training AI models to solve problems.
3. I know how to interpret results obtained from AI to
solve problems.
4. I know how to select AI algorithms to solve problems.
5. I know how to improve my ability to use AI for
problem-solving.
6. I can use AI to solve problems involving images and videos.
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