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Abstract

:

With ever increasing demand for electricity and the huge potential of renewable energy, an increasing number of renewable-energy sources are being used to generate electricity. However, due to the intermittency of renewable-energy generation, many researchers try to overcome the variable nature of renewable energy. A hybrid renewable-energy system is one possible way to introduce smoothing of the supply. Many hybrid renewable-energy studies focus on system optimization and management. This paper mainly researches the performance prediction accuracy of a hybrid solar and wind system. Through a mixed autoregressive and dynamical system model, we test the predictability of the hybrid system and compare it with individual solar and wind series forecasting. After error analysis, the predictability of the hybrid system shows a better performance than solar or wind for Adelaide global solar radiation and Starfish Hill wind farm data. The prediction errors were reduced by 13% to more than 30% according to various error analyses. This result indicates an advantage of the hybrid solar and wind system compared to solar and wind systems taken individually.
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1. Introduction


Taking into account ever increasing energy consumption, as well as the exhaustible nature of conventional energy sources and the increasingly serious greenhouse effect, special attention has been focused on renewable-energy sources. Solar and wind are the most promising and widely used renewable-energy sources in the world. However, there is no solar radiation during the night and sometimes no wind on a sunny day. In recent studies, most researchers have focused on mainly four research areas. The first area corresponds to renewable-energy policy which establishes the regulations for enhancing the use of renewable energy in several regions, countries or different energy-supply sources to complement each other [1,2,3] or for instance sets diesel fuels as the main sources of renewable energy plants for mini stand-alone grid systems in order to save money and have fewer environmental effects [4,5]. A second area is the utilization of wind and solar energy to generate other storable energy carriers, such as hydrogen [6] or to transform electricity generated by renewable sources to other types of energy, such as a pumped storage system [7]. For the last two areas, there is also the use of the observed wind and solar farm output or simulated data series, as well as a storage system to investigate modeling for grid-connected [8,9,10,11,12] or stand-alone [13,14,15,16,17,18] systems to meet demand.



This paper will focus on one aspect of the last two research areas by discussing data modeling and forecasting. Many researchers focus on modeling and establishing a hybrid solar and wind system to overcome their individual faults and enhance their positive effect on the environment. The last two research areas of modeling hybrid solar and wind for grid-connected and stand-alone systems, in terms of the goal of research, usually targets adaptation of demand to supply or a search for an economic optimum. Of course, these two different research directions also intersect each other according to research targets. Grid-connected renewable-energy system modeling usually intersects with both demand and finance. Based on the Monte Carlo methods, Vasilj, J. et al. [19] simulate the wind speed, the solar radiation and error simulation to construct a system model. Then, the model is used to balance demand and supply. The ultimate goal is to plan future new wind and solar farms. Peng C. et al. [20] proposed a novel ultra-short-term pre-plan power curve-based smoothing control approach to model wind–solar–battery power and obtain a maximum renewable energy utilization rate and constrain the use of the battery. This paper is a typical model of an optimization solution for grid-connected renewable-energy systems. Akram et al. [21] show an example of a typical optimization method for the purpose of maximizing economic benefits. Through maximum reliability and minimum cost, they use two constraint-based iterative search algorithms to perform optimal sizing of the wind turbine, solar photovoltaic and storage systems. Hybrid renewable-energy systems in the stand-alone scenario have primary constraint conditions that are the reliability of supply rather than optimized system size or cost. In a review paper [16], the authors indicated that in many studies for isolated renewable-energy supply, system optimization is used to reduce the dependence on conventional energy, such as diesel fuel, by using hybrid renewable energy and storage. Whether it is using the conventional energy or storage system, the main purpose is to maintain the stability of electricity supply. Petrakopoulou et al. [22] perform exergy analysis and simulation of solar and wind power plants to achieve energy autonomy for a Mediterranean island. In their study, to meet the demand of a small island, they use a concentrating solar power plant as a storage system to ensure the stability of the power supply. This also confirms the concept that the stability of the energy supply is a significant goal for setting up a renewable energy system in a stand-alone system scenario. Murat [23] introduced a hybrid system for a small-scale desalination system. The system, through the integration of wind, solar, diesel and storage, determines the proportion of the components based on the optimal economy in an off-grid remote area. With high potential solar and wind sources, the author believes that using a hybrid power system for a reverse osmosis system could be economical for remote areas.



From this introduction, we can see that the study of hybrid renewable-energy systems, whether they are grid-connected or stand-alone, is quite broad. Many papers focus on system integration, stability and economic benefits. However, the accuracy of forecasting renewable energy is equally important for hybrid systems from the point of view of the instability of renewable energy. Quan et al. [24] introduced a hybrid forecasting model based on the artificial neural network (ANN) method for forecasting solar and wind data. Zhang et al. [25] developed a calculation process by using a group of models in a fuzzy algorithm process to obtain an optimal forecasting solution for hourly wind data. Of course, there are a lot of wind and solar prediction studies, but there are not many papers that consider combined wind and solar. Therefore, our previous study of a coupled autoregressive and dynamical system (CARDS) model is used as benchmark model here to test the predictive performance of a hybrid solar and wind system. Note that in the Australia electricity market renewable-energy forecasting is more focused on short time scale prediction information (5 min to 30 min). Models based on time-series methods are more suitable than computer self-learning such as artificial neural networks, and genetic and fuzzy algorithms, for forecasting short time-scale data [26]. Also, time-series methods can provide a stabilized and much faster result for the system. In the case of rapidly required output, there is no need to worry about the convergence of the results given by the time-series methods, because, with the seasonal effects removed, the resulting time series is stationary. Thereafter, using Box–Jenkins methods, a stable forecasting model is ensured. At the same time, the CARDS model has been proved to have reasonable prediction accuracy for short time-scale data. This is the reason why we chose CARDS model as the benchmark model for the paper.



The article will study the advantages of a hybrid solar and wind system from the perspective of predictability. The first section is short-term forecasting by using a coupled an autoregressive and dynamical system (CARDS) model [26] for a simulated solar system. Then, a modified CARDS model is used for real wind farm output data. Thereafter, the CARDS model used for forecasting a hybrid solar and wind system will be discussed. In the next section, error analysis is used for testing the model results, and the conclusion will be addressed at the end.




2. Hybrid Solar and Wind-Prediction Performance Analysis


The research direction of this paper is prediction accuracy under the combination of solar and wind energy systems. In essence, the optimal solution of a hybrid wind and solar energy system does not affect the accuracy of the prediction. Based on Lazard’s latest annual levelized cost of energy analysis [27], the mean value cost of wind and solar energy is 0.045 and 0.05 American dollars per kilowatt hour (kWh), respectively. Those two costs of generating electricity are growing progressively smaller, and eventually the unit generating cost of solar energy may be same or even less than that of wind energy. Therefore, we can assume that the unit cost of wind and solar energy can be regarded as the same. The purpose of setting this assumption is to simplify the problem to avoid discussing the proportions of wind and solar, because the problem of proportions does not affect the performance of predictability of the hybrid solar and wind system. Based on this assumption, we use double the capacity of Starfish Hill wind farm, or installing the same capacity of solar panels from a prediction point of view, to determine the best choice. Under this assumption, the following sections will deal with the set-up for testing the predictability of wind, solar and a hybrid of these.



2.1. Data


The Starfish Hill wind farm energy output and Adelaide Airport measured global solar radiation from August 2009 to January 2010; 30 min of data were used to demonstrate how the CARDS model [27] was employed for prediction performance of a hybrid solar and wind system. Starfish Hill wind farm is near Cape Jervis, South Australia, approximately 88 km south of Adelaide. Adelaide is the capital of South Australia, latitude 34°51′ S, longitude 138°33′ E and the time zone is AEST (UTC+9.5). The wind farm data set consists of 8784 (48 × 183) half-hourly wind power output values in total. The Starfish Hill wind farm installed capacity is 34.5 MW. The wind farm is located south of Adelaide at latitude 35°34′ S and longitude 138°9′ E. The average half-hourly wind-power output was 5.4 MW and the maximum value was 16.9 MW. The solar data set consists of 8784 (48 × 183) half-hourly global radiation values in total. The average half-hourly global radiation was 258 W/m2 including the night-time period, and the maximum value was 1139 W/m2. In order to correspond to the same installed capacity of the Starfish Hill wind farm of 34.5 MW, and according to the Adelaide Airport-measured global solar radiation 30-min data, the energy flow of assumed solar power plant is illustrated in Figure 1. The installed capacity of the solar farm is 34.5 MW, the measured solar panels area about 202,941 m2, and the efficiency rate of solar panels about 17%. Note that the two locations are sufficiently close to be able consider them as a combined solar and wind system, as though the total output feeds into the grid through a single connection. Table 1 displays the Starfish Hill wind farm and assumed solar farm energy output general information.




2.2. The Coupled Autoregressive and Dynamical System (CARDS) for Solar


The CARDS model is built on the Fourier series, autoregressive (AR) methods, a dynamical system model known as the Lucheroni model [28], and a fixed component [26]. The Lucheroni model is a resonating model for the power market which exploits the simultaneous presence of a Hopf critical point, periodic forcing and noise in a two-dimensional first order non-autonomous stochastic differential equation system for the log price and the derivative of the log price. The fixed component is a variable construct in our previous paper for considering measured data at time t and t − 1 to further correct the problem of the model change delay.



Here, a Fourier series is mainly used to capture the periodic change characteristics of data, which is the non-linear part. The autoregressive component is used to model the linear part of the data. The Lucheroni model is also used to capture the high-frequency part of the data, and the fixed component is used to further improve the accuracy of the linear part. The CARDS model is built by using the Visual Basic® program (VB is a universal object-based programming language developed by Microsoft®).



The first step is using the Fourier series to deseason the data. Following [29], and using the results of Power Spectrum analysis, the Fourier series can be written as St, and the result is shown in Table 2.




     S t  =  α 0  +  α 1  · cos   2 π t   8784   +  β 1  · sin   2 π t   8784      +   ∑   n = 1  2    ∑   m = − 1  1   (   α  n m   · cos   2 π  (  183 n + m  )  t   8784   +  β  n m   · sin   2 π  (  183 n + m  )  t   8784    )     



(1)





Here,    α 0    is the mean of the data,    α 1    and    β 1    are coefficients of the yearly cycle, and    α  n m     and    β  n m     are coefficients of the daily cycle and its harmonics, n and associated beat frequencies, m. Table 1 shows the frequency of yearly, daily and twice-daily cycles, with the percentage of variance of the original time series explained by the contribution of the Fourier series component at each frequency. All significant values are indicated in bold. From Table 1, it can easily be seen that, overall, the St can represent over 80% of the variance of the data. Figure 2 displays the three-day Fourier series compared with assumed solar farm energy-flow data.



According to the CARDS model steps, the next step is to model the deseasoned data Rt, where    F t    is assumed solar farm energy flow based on Adelaide airport-measured global solar radiation 30-min data.




      R t  =  F t  −  S t    



(2)





The Box–Jenkins methodology comprises a joint investigation of the sample autocorrelation coupled with the partial autocorrelation function. See Boland [30] for details on how a slowly decaying autoregressive function and a partial autocorrelation function having the bars going to zero abruptly indicate an autoregressive process. Figure 3 shows that the deseasoned data follow a typical AR(2) model, so     R ^  t    can be written as,




     R ^  t  = 0.84  R  t − 1   + 0.04  R  t − 2     



(3)





Figure 4 shows AR(2) as compared with deseasoned data. Figure 4 shows that the AR(2) cannot capture the maximum value of high-frequency data very well. Therefore, the Lucheroni model is used to make up for the AR model [26,28].



Based on that, the model can be written as,




    x t  =  R t  −  ω t    



(4)






    {       R  t + 1   =  R t  +  z t  Δ T          z  t + 1   =  z t  +  [  к  (   z t  +  x t   )  − λ  (  3  x t 2   z t  +  x t 3   )  − ε  z t  − γ  x t  − b  ]  ·   Δ T  ε          



(5)





Here,    ω t    is the noise after a model is developed for      R t    and for forecasting we do not include it in the Lucheroni model, and    R  t + 1     is Lucheroni model forecast.   Δ T   is time span, which for our data is 1/48, because it corresponds to half-hourly data. The new component    z t    is introduced to help us find the future vale of    x  t + 1    . The ordinary least squares (OLS) is used to estimate all the other components к, λ, ε, γ and b. The coefficients are к = −8.41, λ = −0.94 × 10−15, ε = 0.15, γ = −0.0096 and b = 2.68. Figure 5 shows that the Lucheroni model captures the peak value better than the AR model (compared with Figure 4). Therefore, the Lucheroni model is used for capturing the rising part of residual solar radiation values and AR(2) for falling values. After combining the AR and Lucheroni models, the fixed component is used to further improve the accuracy of the combined AR and Lucheroni model (for more detail see [26]).



Based on three different models and one component, the general function of the CARDS and Fourier series models can be written as,




   Fourier   series    S t  +  [       (      A R ,   L u c h e r o n i  ︸    c o m b i n e    )  ,   f i x e  d t   ︷    f i x e  d t    u p d a t e    ]  = D a t  a t  −  e t    



(6)





Here, et is assumed to be white noise with mean zero and variance    σ e 2   . Equation (6) shows that the Fourier series is used to capture the seasonal component of the data; the combined AR and Lucheroni model is used for the linear part which is the deseasoned component of the data; and the fixed component is used to further improve the forecasting accuracy by modifying the forecasting of the combined AR and Lucheroni model.



Figure 6 shows the three-day Fourier series model plus CARDS model compared with measured Adelaide airport global solar radiation 30-min data generating an assumed energy flow of a solar power plant.




2.3. The Modified CARDS for Wind


Wind energy was found to have fewer seasonal features than solar radiation. Table 3 shows that only the yearly cycle gives a slightly significant contribution. Therefore, there is no need to use the Fourier series method to capture the seasonal component of the Starfish Hill wind farm energy output data. The autoregressive method can model wind energy very well, so there is no need to use the combination model [31]. In order to ensure that the predictability is compared under the same benchmark, we still use the CARDS model as the foundation method to test the wind-energy data. Note that the autoregressive model performs quite well compared with other models to forecast short-term wind-energy data, such as the self-exciting threshold autoregressive (SETAR) and smooth transition autoregressive (STAR) models [32].



Through partial autocorrelation function analysis, the Starfish Hill wind farm energy output is following a typical AR(4) model (see Figure 7). The AR(4) function can be written as:


    R ^  t  = 1.097  R  t − 1   − 0.191  R  t − 2   + 0.094  R  t − 3   − 0.017  R  t − 4    



(7)







After an AR(4) model is estimated, the fixed component is used to further improve the autoregressive model, and the general function of the modified CARDS models can be written as,




    (      A R ,   f i x e  d t   ︸    f i x e  d t    u p d a t e    )  = D a t  a t  −  e t    



(8)





Here, Equation (8) indicates that for modified CARDS, we only need the AR model to capture the linear component and then use the fixed component to further improve the forecasting accuracy by modifying the forecasting of the AR model.



Figure 8 shows how for seven days the CARDS model fits with Starfish Hill wind farm energy data.




2.4. Hybrid Solar and Wind


Fourier series and CARDS models are still used here for forecasting hybrid solar and wind data. Again, we emphasize that the same model is used to maintain predictability analysis under the same benchmark. Table 4 shows that although the seasonal characteristics of the hybrid solar and wind system are less than solar itself, it still shows a fairly strong seasonal feature, with over 47% variance explained. All significant values are indicated in bold. Unlike solar energy, hybrid solar and wind energy only has strong once- and twice-daily cycles.



When the seasonal component is subtracted, the deseasoned data is analyzed by using autocorrelation analysis. The partial autocorrelation function shows that the residual is following an AR(3) model (see Figure 9). Then, the Lucheroni model and fixed component are used to set up the CARDS model for hybrid solar and wind data. Figure 10 shows Fourier series plus CARDS model compared with hybrid solar and wind-energy data.





3. Error Analysis


Error analysis is a very important step for data analysis and forecasting. It is a tool for finding which model is the best. Here, we use it to differentiate which type of data is easier to forecast. In Hoff et al.’s paper [33], error analyses are classified into two classes. One class consists of absolute dispersion errors which are root mean square error (RMSE) and mean absolute error (MAE). The other class represents relative percentage errors. Relative percentage errors use absolute dispersion error, such as RMSE or MAE, divided by the mean of the real data to produce a normalized value. Here, several of the most commonly used error value measures will be used. These are median absolute percentage error (MeAPE), mean bias error (MBE) and normalized root mean square error (NRMSE). MeAPE captures the size of the errors and avoids distorting the results for forecasting. If one uses mean absolute percentage error (MAPE), then with the variables under consideration, wind and solar, there are certain points in time that can produce large errors, and the distribution of errors becomes skewed. So, using MeAPE instead of MAPE for renewable-energy forecasting can provide a more accurate perspective. In turn, MBE is used to determine whether any particular model is more biased than another. NRMSE measures overall model quality related to the regression fit. What this means is how far the data deviates from the model, more specifically how far the regression line is from the line Y = X, where Y are the predicted values from the model, and X are the data values. These error functions are written as,




   MeAPE = MEDIAN  (   |      y ^  i  −  y i     y i     |  × 100  )    



(9)






   MBE =  1 n    ∑   i = 1  n   (    y ^  i  −  y i   )    



(10)






   NRMSE =         ∑   i = 1  n     (    y ^  i  −  y i   )   2   n      y ¯     



(11)





Here,     y ^  i    is forecasting value,    y i    is measured value and   y ¯   is average of measured value.



Note that the whole forecasting series data (8784 (48 × 183) half-hourly wind and solar) is used for the error analysis here. Through the results of error analysis shown in Table 5, it can easily be seen that the forecasting of hybrid solar and wind is better than solar (the error analysis only includes a solar angle larger than 10 degrees) or wind on their own. From MBE, the hybrid solar and wind shows the overall error of the CARDS model plus Fourier series is almost zero. This indicates that the hybrid solar and wind method improves predictability compared to the component parts. The results of MeAPE explain that hybrid solar and wind are effectively reducing the median error of the data by 17.9% for solar data and 34.4% for wind data. For individual errors, the NRMSE shows that hybrid solar and wind can also improve the forecasting accuracy by 13.7% and 28% compared with solar and wind, respectively, if taken separately. From the above results, we can conclude that at least as far as the analyzed series are concerned, hybrid solar and wind can improve the accuracy of data prediction in the CARDS model and Fourier series. The result also confirms one of characteristics of the time-series analysis method which is that it is highly dependent on data from previous time steps. We believe that when solar and wind-energy data are added together, the relatively highly variable data at time t, time t – 1, and time t − 2 (AR(2) as an example) are transformed into relatively stabilized data series. Therefore, the hybrid solar and wind system shows a relatively small error. The reason for this is that the Lucheroni model combined with the AR and fixed component all contribute to reducing the effect of highly variable data in previous time steps.




4. Conclusions


This paper analyzes the prediction accuracy of solar, wind and hybrid solar and wind data by using the CARDS model as the fundamental method. The paper begins by briefly introducing the recent research on hybrid solar and wind systems; the optimization of such systems is a hot topic for improving the stability of renewable-energy systems at the moment. Due to the variability of renewable energy supply, except for using different renewable-energy sources to complement each other, the authors further expound the benefits of using a hybrid renewable-energy system, more specifically wind and solar, from the perspective of predictability. The error analyses show that the errors are reduced by between 13% and 35% for both individual and whole data series error. This is also consistent with the features of the CARDS model based on the characteristics of time-series analysis methods which is that the value of forecasting is highly dependent on previous time-steps data. Therefore, we conclude that under the data series and the models used in this paper, the predictability of the hybrid system is higher than that of solar or wind systems considered individually. These results show a further advantage of the hybrid system over a single solar or wind system.
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Nomenclature




	CARDS
	coupled autoregressive and dynamical system



	AR
	autoregressive



	OSL
	ordinary least squares



	SETAR
	self-exciting threshold autoregressive



	STAR
	smooth transition autoregressive



	MeAPE
	median absolute percentage error



	MBE
	mean bias error



	NRMSE
	normalized root mean square error
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Figure 1. Energy flow of assumed 34.5 MW-capacity solar farm. 
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Figure 2. Three days St compared with the data. 
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Figure 3. Partial autocorrelation function for deseasoned data. 
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Figure 4. Shows AR(2) is compared with deseasoned data. 
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Figure 5. Lucheroni model compared with deseasoned data. 
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Figure 6. The three-day coupled autoregressive and dynamical system (CARDS) plus Fourier series models compared with measured data. 
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Figure 7. Partial autocorrelation function for deseasoned wind-energy data. 
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Figure 8. Modified CARDS model compared with wind-energy data. 
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Figure 9. Partial autocorrelation function for deseasoned hybrid data. 
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Figure 10. CARDS model plus seasonal Fourier series compared with hybrid energy data. 
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Table 1. Wind farm and assumed solar farm energy output data information.






Table 1. Wind farm and assumed solar farm energy output data information.














	Type
	Capacity
	Maximum
	Average
	Total
	Data Size
	Efficiency





	Wind
	34.5 MW
	16.9 MW
	5.4 MW
	47,443.9 MW
	8784
	



	Solar
	34.5 MW
	19.65 MW
	4.5 MW
	39,136.3 MW
	8784
	17%



	Hybrid
	69 MW
	32.1 MW
	9.9 MW
	86,580.2 MW
	8784
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Table 2. Fourier series model in assumed 34.5 MW-capacity solar farm energy-flow data.






Table 2. Fourier series model in assumed 34.5 MW-capacity solar farm energy-flow data.





	
Parameters

	
1/year

	
1/day

	
2/day






	
Frequency

	
     2 π   8784     

	
     2 π   ·   182   8784     

	
     2 π   ·   183   8784     

	
     2 π   ·   184   8784     

	
     2 π   ·   365   8784     

	
     2 π   ·   366   8784     

	
     2 π   ·   367   8784     




	
Variance Explained   %  

	
3.78

	
2.49

	
66.92

	
0.97

	
0.14

	
10.38

	
0.01
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Table 3. Fourier series analysis for Starfish Hill wind farm energy output.
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Parameters

	
1/year

	
2/year

	
1/day

	
2/day






	
Frequency

	
     2 π   8784     

	
     4 π   8784     

	
     2 π   ·   182   8784     

	
     2 π   ·   183   8784     

	
     2 π   ·   184   8784     

	
     2 π   ·   365   8784     

	
     2 π   ·   366   8784     

	
     2 π   ·   367   8784     




	
Variance Explained   %  

	
4.10

	
0.21

	
0.41

	
1.74

	
1.02

	
0.01

	
0.06

	
0.06
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Table 4. Fourier series analysis for hybrid solar and wind.






Table 4. Fourier series analysis for hybrid solar and wind.





	
Parameters

	
1/year

	
2/year

	
1/day

	
2/day






	
Frequency

	
     2 π   8784     

	
     4 π   8784     

	
     2 π   ·   182   8784     

	
     2 π   ·   183   8784     

	
     2 π   ·   184   8784     

	
     2 π   ·   365   8784     

	
     2 π   ·   366   8784     

	
     2 π   ·   367   8784     




	
Variance Explained   %  

	
0.07

	
0.24

	
0.83

	
38.59

	
0.27

	
0.08

	
7.33

	
0.07
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Table 5. Error analysis for solar, wind and hybrid solar and wind data; α is solar angle.






Table 5. Error analysis for solar, wind and hybrid solar and wind data; α is solar angle.





	Error Analysis
	Solar α > 10°
	Wind
	Hybrid





	MeAPE
	0.1322
	0.1655
	0.1085



	MBE
	0.0369
	−0.0893
	0.0002



	NRMSE
	0.1977
	0.2382
	0.1716
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