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Abstract: The presented paper aims to establish a strong basis for utilizing machine learning (ML)
towards the prediction of the overall insulation health condition of medium voltage distribution
transformers based on their oil test results. To validate the presented approach, the ML algorithms
were tested on two databases of more than 1000 medium voltage transformer oil samples of ratings in
the order of tens of MVA. The oil test results were acquired from in-service transformers (during oil
sampling time) of two different utility companies in the gulf region. The illustrated procedure aimed
to mimic a realistic scenario of how the utility would benefit from the use of different ML tools towards
understanding the insulation health index of their transformers. This objective was achieved using
two procedural steps. In the first step, three different data training and testing scenarios were used
with several pattern recognition tools for classifying the transformer health condition based on the
full set of input test features. In the second step, the same pattern recognition tools were used along
with the three training/testing scenarios for a reduced number of test features. Also, a previously
developed reduced model was the basis to reduce the needed number of tests for transformer health
index calculations. It was found that reducing the number of tests did not influence the accuracy of
the ML prediction models, which is considered as a significant advantage in terms of transformer
asset management (TAM) cost reduction.

Keywords: feature selection; insulation health index; machine learning; oil/paper insulation;
transformer asset management

1. Introduction and Background

One of the major parameters that define the operation and planning of an electrical utility is the
transformer asset health condition. Based on their health condition, electrical utility engineers can
predict the transformer useful remnant lifetime. Such an understanding can benefit utility companies
to prepare a proper financial plan to estimate the future cost of maintenance and replacement for
the transformer units. Significant research has been conducted to help utility companies in cutting
their asset maintenance costs. This area of research is commonly referred to as the transformer
asset management (TAM) practice [1]. TAM, as explained in [1-3], defines a strategic set of future
maintenance and replacement activities for the utility transformer asset based on diagnostic testing
methods of the transformer health condition. The ultimate objective of TAM is to ensure the power
system reliability within an economic platform. Abu-Elanien in [2] defines the diagnostic testing
methods in its two-part forms of condition monitoring (CM) and condition assessment (CA). CM
refers to all the electrical, chemical, and physical tests that are used collectively towards CA tools that
determine the transformer health condition. Azmi et al. states that TAM practices are at their best
when they are comprised of both the CA and financial information [3]. Having knowledge of the
transformer history (loading and failure history), associated risk index (based on the load it feeds),
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current health condition, and all related financial costs (maintenance, operation, and failure) would
result in an economic risk management plan with adequate subsequent decisions.

1.1. Insulation Health Index Computation

According to the literature, the transformer health condition is governed by its oil-paper insulation
condition [1,4,5]. According to [1], analyzing the transformer oil samples would be more advantageous
than testing other transformer components (turns ratio, winding resistance, leakage reactance, etc.)
for fault detection and life expectancy. With the health condition of all transformer components
being taken into consideration, the overall health condition can be defined using the health index
(HI). The health index, as explained by Jahromi et al. [6,7], is a single index factor which combines
operating observations, field inspections, and laboratory tests to aid in the TAM cycle. The insulation
condition is a vital part of the HI computation that could suffice when limited data is available for
the transformer service record and design. Understanding the insulation condition would require
thorough transformer oil sample analysis through electrical, chemical, and physical laboratory tests.

All conducted oil insulation laboratory tests fall into one of three major test categories, which
are namely the dissolved gases (DGA), oil quality (OQA), and furan (FFA) tests [6,7]. DGA tests
are typically conducted for the detection of transformer internal faults (electrical and/or thermal).
The dissolved gases include hydrogen (H;), methane (CHy), ethane (CyHg), ethene (CyHy), ethyne
(CyHy), carbon monoxide (CO), and carbon dioxide (CO;) [8]. For the second category of tests, OQA,
the oil quality is determined by testing the oil breakdown voltage (BDV), acidity, water content,
interfacial tension (IFT), dielectric dissipation factor (DDF), and color [9]. Finally, the measurement of
FFA determines the extent of paper insulation degradation through determining the furfuraldehyde
(or commonly known as furan) content in the transformer oil. Furan is a chemical compound that
dissolves in the insulation oil upon the breakdown of the cellulose chain of the paper material [10].
The furan test is a strong indicator of transformer paper insulation ageing. Collectively, laboratory
tests on dissolved gases, oil, and paper quality would be used to compute the HI value based on a
given formula that is developed by experts in the TAM field. Examples of such different formulas can
be found in [6-13], with the method illustrated in [6,7] being solely used for computing the HI for the
majority of publications.

1.2. Novel Methods for HI Computation

The approach of using artificial intelligence tools, such as machine learning (ML) technologies
and fuzzy logic for the HI computation, was well studied in several publications. In Ref. [14], the
assessment of the HI was done using a neuro-fuzzy approach. The aim of the study was to test the
performance of the five-layer based neuro-fuzzy model in computing the HI as per the scoring method
dictated in [6]. The inputs to the model were the oil test features that have been taken from in-service
transformers records. Though limited in the number of available data, the author was able to show
a prediction accuracy of more than 50% using the developed neuro-fuzzy model. In other works,
such as [15], a general regression neural network (GRNN) was developed for the HI of four-class
based condition assessment (namely, very poor, poor, fair, and good). For this particular work, the
transformer health was graded based on international oil assessment standards (such as that of [9]).
Six key inputs, including the oil total dissolved combustible gas, furan content, dielectric strength,
acidity, water content, and dissipation factor, were utilized. An 83% success was reported in predicting
the transformer health condition. Zeinoddini-Meymand et al. in [16] used an artificial neural network
and neuro-fuzzy models to include the basic oil assessment test features and additional economical
parameters that have not been accounted for in many publications. These economical parameters
include the transformer percentage economical life-time and ageing acceleration factor. According
to [16], the inclusion of such parameters in the HI condition-class problem resulted in an excellent
assessment performance, which correlated with that of the field experts.
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In the work of [17], probabilistic Markov chain models were used in predicting the future
performance of the transformer asset based on their HI computation for a defined span of time.
Transition probabilities have been derived (using a non-linear optimization technique) to be the
core element of the Markov chain model, which in turn was used to predict the future HI of the
transformer asset. The reported results indicate satisfactory prediction performances for a number of
tested transformers. An interesting approach was presented by Tee et al. in [18] for determining the
transformer health condition using principle component analysis (PCA) and analytical hierarchy process
(AHP). Data of the transformer oil quality tests and age have been used in both the aforementioned
techniques to rank the transformer asset based on the insulation health condition. The ranking obtained
by both techniques showed a comparable performance to that of an expert-based empirical formula
assessment for the same transformer asset.

In Ref. [19], a fuzzy-based support vector machine (SVM) was used in HI-condition assessment.
The HI condition of a given transformer was determined based on a number of factors, including
industry standards and utility expert judgments. The SVM model showed a classification rate of 87.8%.
A fuzzy-logic based model was also incorporated in [20], where the HI class condition (three classes)
was predicted using the technical oil test features as inputs. In other attempts, such as [21], a general
study was conducted using different conventional feature selection methods on oil test features for
predicting the HI condition with different ML techniques.

With reference to all the reported works in this paper, a promising future is foreseen for the use
of ML in the TAM field. As was indicated earlier, predicting the HI of the transformer asset will
substantially impact the financial strategy of the utility company in asset maintenance plans. The
objective of this work was to extend our previous research of [22] and establish a platform for using a
wide range of ML tools in understanding the transformer health condition.

1.3. Organization of the Presented Work

In the following sections of this paper, the transformer databases used for this study will be
introduced. The methodology of computing the HI value and accordingly classifying the health
condition for a given sample in the oil databases are illustrated. Thereafter, the different ML tools used
in the pattern recognition/classification problem of this study are introduced. The stepwise regression
feature selection tool will also be introduced. Accordingly, two major steps will be done in achieving
the objectives of the presented work:

e  Full-feature modelling: The pattern recognition model will be trained and tested based on the
complete number of available test features (which is 10 in this study). Eight different pattern
recognition methods will be used with three different training and testing scenarios based on the
two different oil databases that were acquired in this study.

o Reduced-feature modelling: Based on the reported work of [22], stepwise regression was used
as a feature selection tool for predicting the HI value of a given oil sample. Accordingly, it was
concluded which oil test features are of the highest statistical significance in computing the HI
value of a given transformer. Only the indicated oil test features from [22] will be used from the two
databases in a reduced-feature modelling step. Again, eight different pattern recognition methods
will be used along with the same three training and testing scenarios used in the full-feature
modelling procedure.

2. Materials and Methods

2.1. Transformer Oil Samples

As mentioned earlier, transformer oil sample databases were acquired from two utility companies
in the gulf region. For confidentiality purposes, the two companies will be referred to as Util1 and Ltil2.
In total, 730 transformer oils samples were obtained from Util1, while 327 transformer oil samples were
obtained from Util2. Transformers from both databases are medium voltage distribution transformers.
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Utill transformers are 66/11 kV, 12.5 to 40 MVA, while those of Util2 are 33/11 kV and 15 MVA. For
every transformer in both databases, 10 different oil test results are available, namely: H,, CHy, CoHg,
CyH,4, CoHy, BDV, IFT, water content, acidity, and furan.

2.2. Structuring the HI Database

The transformer databases have a total of 1057 data samples combined. The prime objective of
this paper is to be able to estimate the transformer insulation health condition using ML with either
the entire oil feature set or a partial part of it. The published work in [6,7] is considered as the base
method for computing the HI. In this method, all input test features are assigned a score value based
on a predefined scale. The scored test feature is then multiplied or scaled by a predefined weight
factor and is quantifiably added to the other scaled test features. With the inclusion of other arithmatic
operations, three quantitative factors related to the DGA, OQA, and FFA tests are calculated (denoted
by B). The p factors are discrete values that range from 1 to 5 (or 1 to 4 for fpga), with the ascending
order of the values indicating a deteriorating condition of the transformer health. The three factors
will then be multiplied by their associated weights (denoted by «) to eventually produce the HI value
using Equation (1) as illustrated in [6]:

(Bpca X apca) +(Booa X @oga) + (Brra X arra)
pr= (Poo o) % 100%. )

4x (IXDGA +aoga + lXFFA)

The HI value ranges from 0% to 100%, with 100% being a transformer in the healthiest possible
condition. Once the HI is computed, the data sample is classified into one of three health condition
classes, which are: Bad (B), fair (F), and good (G). Table 1 illustrates the HI value range for a given
class and the number transformers from each utility company in that class.

To have a better visualization of the 10 input variables and how they are related to the health
condition of the transformer data, a 3-D plot of the data using the § factors from Equation (1) is depicted
in Figure 1. As can be seen in Figure 1, there is a clear and distinct difference between the three classes
of data that is influenced by the three g factors.

Table 1. Health index value range of health condition classes and the corresponding number of samples.

Data Group Good (G), HI > 85%  Fair (F), 50% < HI < 85% Bad (B), HI < 50%
utill 496 206 28
util2 238 84 5

Total from Utill and
Ut 734 290 33
5 s
4 » 58
m | ]
< n
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2 = Bad Class Transformer
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Figure 1. A 3D representation of the input variables through fpga, foga, and Brra.
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2.3. The Machine Learning Methodology

Transformer condition assessment requires the analysis of substantial data, whose instances
represent investigated transformers and whose features represent variables measured to predict the
transformer HI condition. A pattern recognition or classification model (classifier) can be trained on
the dataset so that learning algorithms can operate faster and more effectively; in other words, costs
are reduced, and learning accuracy is improved [23]. The methodology presented in this paper is
based on feature selection and pattern classification for assessing the HI of power transformers. ML
helps in gaining insights into the properties of data dependencies, and the significance of individual
attributes in the dataset. Classification is an ML technique used to assign labels (classes) to unlabeled
input instances based on discriminant features. Class labels in this study are the three health condition
classes. Feature selection techniques determine the important features to include in the classification
process of a particular data collection. Ten features are available for this study as was illustrated earlier.
The entire process of applying these ML techniques to predict the class of unseen data consists of the
typical phases of training and testing.

Consider a binary classification problem with positive (P) and negative (N) classes (i.e., two class
problem). As a generalization for such multi-class classification problems, the overall classification
accuracy measure is assessed in terms of the quantity of truly and falsely classified samples. Accordingly,
a confusion matrix is constructed for recording the frequency of truly positive (TP), truly negative
(TN), falsely positive (FP), and falsely negative (FN) samples. Table 2 shows a confusion matrix for
binary classification problems, in which the class is either P or N.

Table 2. Confusion matrix of binary classification problems.

Classified as
r N
Really is P TP EN
N FP TN

As illustrated in [24], the overall classification accuracy measure is calculated by:

TP + TN
TP + FP + TN + EN’

Accuracy Rate = 2)

To validate the classification model, the k-fold cross-validation technique is used. Wherein, the
dataset is randomized then equally subdivided into k subsets, of which k — 1 subsets are used for
training and the remaining subset is retained for testing to validate the resulting model. Then, a
different subset is used as a test set and the remaining k — 1 are used for training; thus, a second model
is built. The process is repeated k times (folds) until k models are built. The final estimation is based
on the average of the k results. A 10-fold cross-validation is usually used [25]. This method has the
advantage of using all data for both the testing and validation. Moreover, it reduces the standard
deviation with random seeds, as compared to methods that split the dataset into two sets, a training
set and a testing set.

Feature selection is the process of selecting a subset of relevant, high quality, and non-redundant
features for building learning models [26], with improved accuracy [27]. Quite often, datasets contain
features with different qualities, which can influence the performance of the entire learning framework.
For instance, noisy features can decrease the classifiers” performance. Moreover, some features are
redundant and are highly correlated, i.e., they do not give additional information. Considering all
available information, provided by all kinds of features, would make it hard for the classifier to
discover the real distinguishing characteristics, and would cause it to be overly specified (over fitted)
on the examples it is trained with, hence reducing its generalization power drastically. Therefore, it
is important to select the appropriate features to base classification on them [28,29]. As explained
in the earlier publication of [22] and detailed in [30], stepwise regression deals with studying the
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statistical significance of a number of test features as they relate to the variable of interest. In other
words, stepwise regression will be used to determine which of the 10 oil test features will be adequately
sufficient to predict the HI value with the absence of the least significant ones. In the stepwise regression
process, a final multilinear regression model is developed for predicting the variable of interest by
adding or removing test features in a stepwise manner. The process starts with a single feature present
in the regression model. A feature is then added to assess the incremental performance of model in
computing the variable of interest (the HI value in this case). In each step, the F-statistic of the added
feature in the model is computed. The F-statistic is found by:

. SSr(yilyovi 2. vjm1)
] MSg

®)

where y is the regression coefficient of the associated feature in the multilinear regression model. F; is
the F-statistic value with the inclusion of the jth term in the regression model given the other existing
test features in the model. 5SSy is the regression sum of squares of the data sets” computed model
output as compared to data sets” actual values, and MSf, is the mean square of error of the model with
all its existing and currently tested features. During each step, a p-value for the F-statistic of the added
feature is determined and tested against the null hypothesis. The null hypothesis rejects the idea that
the feature in question is statistically significant to the variable of interest. Thus, when performing
the stepwise feature selection in the forward manner and the p-value of the added term to the model
is found to be below the pre-defined entrance tolerance, the null hypothesis is rejected and the term
is added to the model. Once all the forward stepwise process is done, the stepwise process starts to
move in the backward manner. If a given test feature that exists in the model has its p-value for the
F-statistic above the exit tolerance, the null hypothesis is confirmed and that feature is removed from
the final model.

2.4. Classifiers Used in the Study

In this paper, WEKA version 3.8.2 was used as the platform for the different classifiers. It is a
collection of machine learning algorithms for data mining tasks developed at the University of Waikato,
New Zealand. A brief description of the different machine learning algorithms used by WEKA in this
study is presented below.

e  Random Forest (RForest): It is a form of the nearest neighbor predictor that starts with a standard
ML technique called a decision tree [31,32]. RForest is a meta-estimator that fits a number of
decision tree classifiers on various sub-samples of the dataset and uses averaging to improve
the predictive accuracy and control over-fitting. RForest is a fast classifier that can process many
classification trees [22].

e Decision Tree (J48): J48 is the Java implementation of the C4.5 decision tree algorithm in the WEKA
data mining software [32]. The algorithm builds decision trees by calculating the information
gain of the attributes, and then uses the attribute that has the highest normalized information
gain to split the instances into subsets of the same class label (called a leaf node of the tree). The
algorithm repeats the same process with all split subsets as children of a node. Finally, the tree is
pruned by removing the branches that do not help in classification.

e  Support Vector Machines (SVMs): SVM classifies instances by constructing a set of hyperplanes to
separate the class categories [33]. SVMs belong to the general category of kernel methods [34,35],
which depend on the data only through dot products. To ensure that the hyperplane is as wide as
possible between classes, the kernel function computes a projection product in some possibly high
dimensional feature space. SVMs have the advantages of being less computationally intense than
other classification algorithms, a good performance in high-dimensional spaces, and efficiency in
handling nonlinear classification using the kernel trick that indirectly transforms the input space
into another high dimensional feature space.
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o Artificial Neural Networks (ANNs): ANNs are bio-inspired methods of data processing that enable
computers to learn similarly to human brains [24]. ANNSs are typically structured in layers made
up of a number of interconnected nodes. Patterns are presented to the network via the input
layer, which communicates to one or more hidden layers where the actual processing is done via a
system of weighted connections. The hidden layers then link to an output layer where the answer
(health index level in our case) is the output. In the learning phase, weights are changed until the
best ANN model that fits the input data is built [24].

e  k-Nearest Neighbor (kNN): The kNN algorithm is a supervised learning technique that has been
used in many ML applications. It classifies objects based on the closest training examples in the
feature space. The idea behind kNN is to find a predefined number of training samples closest
in distance to a given query instance and predict the label of the query instance from them [24].
kNN is similar to a decision tree algorithm in terms of classification, but instead of finding a tree,
it finds a path around the graph. It is also faster than decision trees.

e  OneR: One rule is made for each attribute in the predictor variable in the dataset in which a given
class is assigned to the value of that attribute [36]. The rule is created by counting the frequency of
target classes that appear for a given attribute in the predictor variable. The most frequent target
class is assigned for that attribute and the error for using that one rule for the entire data set is
computed. The attribute of the predictor variable with the least error is considered as the final
one rule. For the problem in this study, the attributes of each predictor variable are continuous
numerical values and thus they must be discretized to create the one rule. The discretization
process is thoroughly explained in [36].

e  Multinomial Logistic Regression (MLR): A linear regression model attempts to fit a linear equation
that maps the predictor variables to an estimated response variable [37]. Logistic regression or
binary logistic regression, on the other hand, is more of a two-class classification-based model
that is considered as a generalized linear model. The algorithm aims to define linear decision
boundaries between the different classes [38]. The linear logistic regression model maps the input
feature vector into a probability value via the sigmoid logistic function that is set during the
training process. Based on the obtained probability, a decision is made of whether the given
sample belongs to a particular class or not. For multiple classes, the MLR model is developed,
which is a set of binary logistic regression models of a given class against all other classes. The
classification of the sample is based on the maximum computed probability amongst the different
logistic regression models [39].

e Naive Bayes (NB): The NB classifier is a probabilistic classifier that is based on Bayes theorem [40].
This classifier is based on the assumption that the predictor variables are conditionally independent
given the class of the data sample in question. In other words, the posterior probability of the sample
being in a particular class given the predictor variables is computed using Bayes theorem [40].
For that, the likelihood of the predictor variable given the class, predictor prior probability, and
class prior probability are determined. The samples are classified based on the outcome of the
maximum posterior probability computed amongst all the different classes. This type of classifier
is easily modelled and is typically suitable for large datasets.

3. Results

As illustrated earlier, two subsequent procedural steps were followed to achieve the main objective
of this paper. In the first step, eight different classifiers were modelled for classifying the transformer
health condition as being B, F, or G with three different training/testing scenarios involving the two
utility databases (Util1 and Util2). The full number of 10 features (as obtained from Util1 and Util2) will
be used to model the classifiers, and thus such classifiers will be named as the full-feature classifiers.
In the following step, predetermined stepwise regression features from the reported results of [22]
were used as the only features in modelling the eight classifiers with the same three training/testing
scenarios of the full-feature model. Such classifiers will be named as the reduced-feature classifiers.
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An assessment of the performance of both the full-feature and reduced feature classifiers was done by
means of the accuracy rate obtained as per Equation (2). The mean accuracy rate (MAR) is shown in
the presented results, which is basically the average value obtained for the accuracy rate for 10 trials.

3.1. Full-Feature Classifier Modelling

Eight different types of classifiers were used, which are NB, MLR, ANN, SVM, kNN, OneR, J48,
and RF. Different training and testing scenarios were designed for the study. For a training/testing
scenario, Tr-Utill, Ts-Utill, the classifier would be trained on data from Utill and tested using the
unused data from Utill. Similarly is the case with a training/testing scenario, Tr-Util2, Ts-Util2.

In order to validate the generalized nature of the classifiers, a training/testing scenario, Tr-Util1,
Ts-Util2, would have the classifier being trained on data from Utill and tested on different data from
Util2.

To have a better understanding of how the results are obtained, consider the following example.
When applying the training/testing scenario Tr-Utill, Ts-Utill with the RF classifier, the confusion
matrix will indicate the frequency of truly and falsely classified data samples. Table 3 shows the
confusion matrix obtained for the Tr-Util1, Ts-Util1 scenario using the RF classifier. As can be seen in
Table 3, 99.2% (492 of 496) for the G class of transformers were correctly classified. Similarly, 94.2% and
68% of the data samples were correctly classified as the F and B class, respectively. The accuracy rate
was calculated using Equation (2) as:

_ TG+TF+TB _ 4924194+19 o _ 0

Accuracy Rate = 1o TR+ TG FETTE = 2925194+19+13359 X 100% = 96.58%, @)
where TG, TF, and TB are the truly classified data samples in the G, F, and B classes, respectively, and
FG, FF, and FB are the falsely classified data samples in the G, F, and B classes, respectively. The same
simulation was done 10 times and the MAR was noted. Table 4 shows the summary of the obtained
MAR results for eight classifier types with the three training/testing scenarios.

Table 3. Confusion matrix for the Tr-Util1, Ts-Utill scenario using the Random Forest classifier.

Classified as
G F B
. G 492 4 0
Really is F 9 194 3
B 0 9 19

Table 4. Summary of full-feature mean accuracy rate results for the eight classifier types with the three
training/testing scenarios.

Training/Testing Scenario NB MLR ANN SVM kNN OneR J48 RF
Tr-Utill, Ts-Utill 926%  955%  949%  92.6% 93.0% 86.7% 95.6% 96.6%
Tr-Util2, Ts-Util2 93.3%  94.8%  92.7%  86.9% 94.5% 85% 98.2% 96.6%
Tr-Utill, Ts-Util2 90.2%  954%  954%  85.6% 87.8% 85.9% 95.1% 93.6%

3.2. Reduced-Feature Classifier Modelling

In the published work of [22], it was concluded that the four test features of furan, IFT, C,Hg,
and CpH) are the concise test features of the highest statistical significance in the regression problem
of the HI value. The approach presented in this paper differs than that of [22] such that the ML
approach deals with the prediction of the health condition class rather than the HI value (thus a
classification problem rather than regression). Thus, the indicated four test features in [22] were used in
the reduced-feature classifier modelling. Similar to the approach followed in the full-feature classifier
models, eight classifiers with three different training/testing scenarios were used. Table 5 shows the
summary of the obtained results for the MAR.
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Table 5. Summary of reduced-feature MAR results.

Training/Testing Scenario NB MLR  ANN SVM kNN OneR J48 RF
Tr-Utill, Ts-Utill 94.4%  953%  951%  92.1% 95.6% 86.7% 95.3% 96.6%
Tr-Util2, Ts-Util2 90.8%  93.3% 911%  77.7% 93.6% 86.9% 97.2% 96.9%
Tr-Utill, Ts-Util2 924 90.5%  93.3%  86.2% 92.4% 85.9% 92.4% 93.6%

4. Discussions of the Results

Tables 4 and 5 summarize the results obtained for more than 640 simulations combined. This
section of the paper will highlight the most important results that would significantly support the
objective of using ML for the transformer health index problem.

4.1. Full-Feature Classifier Results

With reference to Table 4, the following points should be noted:

e  The overall MAR results obtained for the full-feature classifier models were above 85%. It was
observed that the highest classification error was observed for the B class samples. Though many
data samples that actually belong to the B class were misclassified, they were always misclassified
as being in the F class rather than the G class. This sort of error is of minimal risk in the sense that
the classifiers would never give a misleading information of the transformer being in an excellent
health condition while truly being in the worst health condition. Table 6 shows examples of the
confusion matrices obtained in which a significant number of the B samples were misclassified as
being F samples. The misclassification in most cases is attributed to the fact that a limited number
of transformer oil samples of the B class are available for training (only 33 samples in total as can
be observed in Table 1).

e  For the remaining health condition classes, the accuracy rate was high and acceptable for most
simulations. Most of the classifiers performed well in distinguishing between an F sample and a
G sample. This is mainly attributed to the fact that a significant number of samples are available
from both classes for training data.

e  One of the extremely important training/testing scenarios would be that of Tr-Util1, Ts-Util2. With
reference to Table 4, it was observed that most of the classifiers for this particular scenario did not
perform as well as in the other training/testing scenarios. This inferior performance is mainly
attributed to the fact that the classifier training was done with data from one utility company
and testing was done with completely unseen data from another utility company. Still, the MAR
results obtained are excellent given the previously unseen testing data. The MLR and ANN
classifiers were the best classifiers, which resulted in an MAR of 95.4%. These excellent results
support the generalized nature of the proposed approach in such a way that a utility company
can use pre-modelled classifiers for their own transformer oil samples.

Table 6. Confusion matrix for (a) the Tr-Util1, Ts-Util1 scenario using the kNN classifier, (b) Tr-Util1
and Util2, Ts-Utill and Util2 scenario using the ANN.

(a)

Classified as
G F B
. G 483 13 0
Really is F ” 181 3
B 0 13 15
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Table 6. Cont.

(b)
Classified as
G F B
Really is G 719 15
20 262 8
0 17 16

4.2. Feature-Reduced Classifier Results

The selected features are basically the furan (which is an indicator of the paper insulation
condition), the IFT (which is an indicator for the oil quality), and C,H, and C,Hjy that reveal the
presence of any faults inside the transformer. Also, the ML can detect any correlation between the tests
and hence remove highly correlated tests. With reference to Table 5, the obtained MAR results using
most of the feature-reduced classifiers were above 90%. Similar to the full classifier models, the J48 and
RF classifiers had the best performance amongst the eight reduced classifier models. These results give
a significant conclusion that the feature selection technique of stepwise regression was very successful.
The impact of these results would help utility companies reduce the cost of performing TAM practices
by reducing the number of test samples required for computing the health index of the transformer
asset. However, it is important to note that the frequency of oil sampling and hence overall TAM
planning will not be improved by the results of the presented paper.

To illustrate the correlation of the health index with the selected features, Figure 2 shows the plots
obtained for the furan, water, IFT, and C,H, content against the health index. Although, furan, IFT,
and C,H; were selected by the stepwise regression, the water content was not selected [22]. Water
clearly had the least correlation with the health index value, which would explain why it was not
selected in either stepwise regression. On the other hand, the other three selected features showed a
strong correlation with the health index.
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Figure 2. Plots indicating the relationship between a particular predictor variable and the health
index value.
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An additional study was conducted to observe if the age of the transformer was correlated with
the obtained health index value. The age factor was not included in the study due to the fact that
the transformer age data was only available for the transformer asset of Utill. Figure 3 shows the
relationship between the transformer energization date and the health index value. It is apparent
that there is no strong correlation between the transformer age and health index value. Merely, the
transformer age may not be a good health index indicator without the inclusion of other factors, like
the manufacturer, design, loading, and any refurbishing history. This observation is in agreement with
that of [18], which basically indicates that a number of factors can influence the transformer conditions
based on the service record and fault history, which differs from one transformer to another.
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Figure 3. Date of transformer inception versus health index value.
5. Conclusions

The presented work was developed to validate the approach of using ML (through pattern
classification tools) for the health index problem. The proposed approach was supported by the
significant number of 1000+ transformers that were used for this study from different utility companies.
The performance of the classifiers was proven as successful in both the full-feature and reduced-feature
classifiers. The average results for all the MAR values were well beyond 85%. The worst results were
shown with the OneR classifiers given the fact that these classifiers were trained on one feature. The use
of stepwise regression as the feature selection tool for the health index problem was proven successful
through the obtained results. The overall conclusion of the reported and discussed work significantly
encourages the use of ML-feature selection methodology in the TAM industry for understanding the
health condition of the transformer asset.
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