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Abstract: This paper presents a critical analysis of possible data reduction procedures for the
evaluation of local heat transfer coefficient during flow boiling experiments. The benchmark method
using one-dimensional (1-D) heat transfer in a heated tube was compared to a new data reduction
method in which both radial and circumferential contributions to the conductive heat transfer inside
a metal tube are considered. Using published experimental flow boiling data, the circumferential
profiles of the wall superheat, inner wall heat flux, and heat transfer coefficients were independently
calculated with the two data reduction procedures. The differences between the two methods were
then examined according to the different heat transfer behavior observed (symmetric or asymmetric),
which in turn was related to the two-phase flow regimes occurring in a channel during evaporation.
A statistical analysis using the mean absolute percentage error (MAPE) index was then performed for
a database of 417 collected flow boiling data taken under different operating conditions in terms of
working fluid, saturation temperature, mass velocity, vapor quality, and imposed heat flux. Results
showed that the maximum deviations between the two methods could reach up to 130% in the case of
asymmetric heat transfer. Finally, the possible uses of the two data reduction methods are discussed,
pointing out that the two-dimensional (2-D) model is the most reliable method to be employed in
the case of high-level modeling of two-phase flow or advanced design of heat exchangers and heat
spreader systems.
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1. Introduction

Refrigeration and air conditioning are both receiving particular attention nowadays, with the
two fields being under the strict control of several ongoing policies and regulations concerning the
environment. In fact, it has been estimated that, for a typical European household, about 30% of the
total energy consumption is required for refrigeration and air conditioning purposes [1]. This share
is almost double that for the commercial sector [2]. Furthermore, the European Union’s regulations
on fluorinated gases, known as the EU F-Gas Regulation [3], pushes toward a consistent reduction of
greenhouse gas emissions and promotes the utilization of eco-friendly refrigerants.

In this dynamic context, the correct design of heat exchangers (i.e., evaporators) is the key factor
for fair estimation and optimization of system performance [4]. This requires dedicated, reliable
experiments to obtain more, new high-quality two-phase heat transfer data. By following this approach,
it is then possible to develop new heat transfer prediction methods or modify the existing ones, which
are mostly calibrated on conventional fluids and may not be sufficiently precise when used outside the
operating conditions on which they have been based [5,6].
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A comprehensive amount of scientific research has already been carried out to investigate the
boiling performance of new low-global warming potential (GWP) refrigerants by testing a wide range
of fluids [7–11], tube geometries [12], channel orientations [13], and operating conditions [14]. In these
works, different data analysis methods were independently proposed according to, for instance,
the measurement instrumentation at disposal and the tube heating method. In all cases, there was
a continuous effort aimed at increasing the accuracy of flow boiling heat transfer data using more
accurate measurement instrumentation devices and improving the experimental method.

Conventionally, the data reduction procedure employed for the estimation of heat transfer
coefficient is of the one-dimensional (1-D) type, meaning that one-dimensional heat transfer inside a
heated metal tube is considered. In a few cases, more complex devices, such as infrared thermographic
cameras [15], are used, even if they require an elaborate procedure for calibration. When the outer
wall temperature is obtained [16], the 1-D heat transfer inside the channel is still the main hypothesis
considered. The benchmark 1-D data reduction has the advantage of being a solid approach that is
very easy to implement. In addition, for heat exchanger design purposes, the correlations developed
with the 1-D method can be used in reverse by employing it back from the heat transfer coefficient to
get the wall heat flux with fair reliability if the same hypotheses are considered.

However, a sharper local definition of the heat transfer coefficient is often required in the
case of heat spreader systems for cooling of electronic devices as local hot spots may contribute to
malfunctioning and burnout. Several studies aimed at modeling the entire flow motion and the heat
transfer phenomenon have used measurement of the local film thickness [17] to find its relationship
with the heat transfer coefficient. One such example is the study by Mauro et al. [18], which looked
at asymmetric annular flow in a single tube. In such cases, the predicted heat transfer coefficient
should be compared and calibrated to local experimental values, which might require a different data
reduction procedure.

It is therefore important to understand the limits of conventional 1-D data reduction and the
significance of differences in the heat transfer coefficient results when a more complex two-dimensional
(2-D model) is used. To the authors’ knowledge, there are no existing studies in the open literature
that have explored the effect of a different data analysis method on experimental heat transfer
coefficient values.

In this study, we explored two different data analysis methods for flow boiling experiments done
in a tube heated by the Joule effect. The first benchmark data reduction relied on the hypothesis of 1-D
heat transfer inside the heated metal tube, whereas the second, new method considered both radial
and circumferential heat transfer inside the channel. These two procedures were then applied on a
comprehensive database made up of different fluids and operating conditions to provide statistical
analysis of the calculated differences and hence define the possible uses of complex 2-D data analysis
in some engineering applications.

2. Method: Data Reduction Procedures

2.1. Typical Arrangements for Flow Boiling Experiments

A typical flow boiling experiment requires that the operating conditions in terms of mass flux
G, heat flux q, saturation temperature Tsat, and vapor quality x are fixed and controlled before the
measurement section, consisting of a heated single tube or a multiminichannel heat spreader. In the
latter case, the investigation mainly concerns the maximum heat load that can be handled before a
thermal crisis [19,20]. A basic test rig that is able to perform flow boiling experiments on a single
tube is shown in Figure 1 [21]. The subcooled refrigerant is driven by means of a pump through a
preheating section, in which the heat load is modulated in order to obtain a specific local vapor quality
at the inlet of the measurement section. The saturated vapor then enters the test tube, in which heat can
be provided either by the Joule effect (with an electric voltage applied to the metal tube itself [22–24]
or with a heating device thermally connected to the channel [15]) or by means of hot water flowing
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outside, as experimented by [25–27]. Generally, the test tube is designed to have a slight vapor quality
variation along the heated section in order to obtain local heat transfer coefficient values. In some cases,
however, the fluid at the tube inlet can still be in subcooled conditions [28], and the entire evaporation
takes place in the measurement section by reaching the onset and completion of dryout [29,30].
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Figure 1. Typical test facility that can be used for flow boiling experiments on a single tube. Sketch
taken from [21].

The local heat transfer coefficient, evaluated at a particular position on the tube’s surface, as shown
in Figure 2, is typically a function of the local operating parameters in terms of vapor quality, imposed
heat flux, saturation temperature, mass flux, and, obviously, the working fluid employed.

h = f (x, q, Tsat, G, f luid, . . .), (1)
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Figure 2. Single-tube heated test section and heat transfer coefficient measurement point.

Among the test conditions, the evaluation of mass flux G for a single tube is performed using the
measured mass flow rate

.
m and the channel cross section A:

G =

.
m
A

, (2)

The saturation pressure in the test section measurement point (see Figure 2) is generally obtained
with measured inlet pressure Pin and total pressure drop ∆P by considering a constant pressure gradient
along the heated section. Although widely used [22,31], this simple approach may actually lose its
practicability when the vapor quality in the tube increases significantly, leading to non-negligible
pressure gradient variations. The corresponding saturation temperature Tsat in the measurement point
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is a function of the sole local pressure for pure fluids and also of the local enthalpy in the case of mixtures
exhibiting a nonazeotropic behavior, for which the temperature glide during evaporation is consistent.
The local enthalpy i also allows evaluation of the vapor quality in the measurement point, and it is
typically obtained by performing an energy balance on both preheater and measurement sections:

P = Pin −
L

Ltot
∆P, (3)

Tsat = f2(P, i), (4)

x = f3(P, i), (5)

i = iin,preh +

.
Qpreh +

.
Q · L

Ltot
.

m
, (6)

The imposed heat flux q is finally calculated according to the heating method using either an
energy balance on the secondary fluid [27] or the Ohm law for electrical heating.

The experimental evaluation of the local heat transfer coefficient follows the Newton equation in
Equation (7), which uses the inner wall heat flux qi and the inner tube wall superheating ∆Tw, defined
as the temperature difference between the heated wall and the saturated fluid:

h =
qi

∆Twall
=

qi

Twall,i − Tsat
, (7)

In this study, we focused on possible methods to evaluate the local heat transfer coefficient in a
single metal tube, in which multiple thermocouples were fixed on the external surface for measurement
of the outer wall temperature; the heat flux was imposed by means of electrical current directly applied
on the channel itself. Specifically, two different data reductions were examined for a tube in which
four thermocouples were glued circumferentially on the external surface in the top (θ = 0◦), bottom
(θ = 180◦), and left and right side (θ = 90◦ and θ = 270◦, respectively) positions with even spacing,
as shown in Figure 3.
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2.2. Conventional 1-D Data Reduction

According to the conventional 1-D data reduction approach, the temperature field in a metal tube
is 1-D in the radial direction. The wall heat flux of Equation (7) is considered uniform when referring
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to the internal heat transfer surface and evaluated as the electrical heat given by the Joule effect minus
the possible heat losses occurring due to a nonperfect insulation of the test tube:

qi =
V · I −

.
Qloss

π · d · Ltot
, (8)

The inner wall temperature is calculated using the thermocouple measurement at the outer tube
surface with the hypothesis of isotropic and homogeneous tube material. Uniform heat flux applied
on the external surface is provided by electrical heating and 1-D heat transfer in the radial direction.
The boundary conditions can be expressed as Equation (9), in which λtube is the metal tube thermal
conductivity, and d and D are the inner and outer diameters, respectively:

λtube
dT
dr

∣∣∣∣∣
r=D

2

= qo = qi
d
D

; T
(D

2

)
= Twall,o, (9)

For each thermocouple position, Equation (10) can therefore be applied:

Twall,i = Twall,o −
qoD

2λtube
ln

(D
d

)
, (10)

The local heat transfer coefficient for each measurement point and thermocouple location is thus
calculated with Equation (7) by keeping the hypothesis of uniform internal and external imposed
heat fluxes.

The cross-sectional average heat transfer coefficient can still be obtained with Equation (7) using
the average inner wall temperature:

Twall,i,ave =
Twall,i,top + Twall,i,bot + 2 · Twall,i,side

4
, (11)

2.3. 2-D Data Reduction

According to the 2-D data reduction approach, a two-dimensional temperature field is considered
in a metal tube. This method provides a circumferential local heat transfer coefficient profile and may
be particularly useful in cases of significant asymmetry of heat transfer. The 2-D temperature field in
the channel is evaluated by means of the finite volume method, which involves dividing the tube cross
section in several elements with (θ,r) coordinates by applying the general heat transfer equation:

1
r
∂
∂r

(
r
∂T
∂r

)
+

1
r2
∂2T
∂θ2 = 0, (12)

As for the boundary conditions, the outer heat flux is considered uniform, representing the
external boundary condition:

qo =
V · I −

.
Qloss

π ·D · Ltot
, (13)

On the internal surface, the heat transfer coefficient at the top (θ = 0◦), bottom (θ = 180◦), and side
(θ = 90◦ and θ = 270◦) locations are presumed. As a first attempt, the values in the singular points
can be chosen from the conventional 1-D data reduction (using Equations (7), (8) and (10)). The heat
transfer coefficient profile in the azimuthal direction h = f (θ) may be constructed by imposing its
passage through the three singular points and, for symmetry reasons, the minimum or maximum heat
transfer coefficient values at the top and the bottom points, as shown in Equations (14) and (15):

h(θ = 0) = htop; h(θ = 90◦) = hside; h(θ = 180◦) = hbottom, (14)
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∂h
∂θ

∣∣∣∣∣
θ=0

= 0 and
∂h
∂θ

∣∣∣∣∣
θ=180◦

= 0, (15)

Different functions can then be considered with equivalent results owing to the weak heat transfer
coefficient variation along the tube profile. For simplicity reasons, a fourth-order polynomial equation
was considered in this study as it requires an easier calculation and a faster computational procedure:

h(θ) = a · θ4 + b · θ3 + c · θ2 + d · θ+ e, (16)

with the heat transfer coefficient profile, the second boundary condition at the inner wall is given as
shown in Equation (17), and the heat transfer problem can be solved:

qi(θ) = h(θ) ·
(
Twall,i(θ) − Tsat

)
, (17)

The final step is the comparison between the measured outer wall temperatures and the values
obtained by the model by gradually adjusting the presumed heat transfer coefficient at the singular
points up to the final convergence, which is reached when the errors in the outer wall temperatures are
all below a chosen threshold. The complete algorithm displaying the iterative procedure is shown in
Figure 4.
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The cross-sectional average heat transfer coefficient can be obtained with Equation (7) using the
mean inner wall temperature and the mean heat flux value on the whole circumferential profile.

The adjusting constant C and the error threshold ε should be accurately calibrated to avoid long
computational times and unstable solutions. For the present analysis, the values of C = 1.15 and
ε = 0.003 ◦C were chosen. With regard to the meshing process, the number of elements in the radial
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direction was chosen after a careful sensitivity analysis carried out using the 2-D model as a numeric
1-D solution (deactivating the conduction term in the circumferential direction) with several values
of dr and comparison of the inner tube wall temperature to the analytical solution of Equation (10).
The analysis was performed by considering an imposed external heat flux qo equal to 7500 W/m2,
a measured outer wall temperature of 38.8 ◦C, and internal and external diameters of 6 and 8 mm,
respectively, with a thermal conductivity of 16.26 W/mK (AISI 304 stainless steel tube). The sensitivity
analysis results are shown in Figure 5 With radial elements smaller than 0.025 mm, the accuracy gain
was negligible with temperature differences close to the residual error ε allowed in the 2-D model,
whereas the computation time rose dramatically. In the present study, the radial elementary unit
was chosen as dr = 0.025 mm, whereas the metal tube was further divided into 240 items in the
circumferential direction (dθ = 0.026 rad).
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3. Result Comparison and Statistical Analysis

3.1. Result Comparison

The two different procedures were compared and examined using flow boiling data available
in open literature. Although numerous studies have been carried out on single tubes with electrical
heating, most of them do not provide the local heat transfer coefficient values in the circumferential
direction, preventing any 2-D data reduction analysis. In this study, flow boiling data of refrigerants
R1233zd and ethanol were selected from some of our previous publications [32,33]. All the experiments
were carried out in a horizontal stainless steel channel (AISI 304) with an internal diameter of 6 mm and
a wall thickness of 1.0 mm. The electrical heating was provided, and four thermocouples were used (at
the top, bottom, and left and right sides of the tube, as shown in Figure 3) for the measurement of the
outer wall temperature. More details on the test facility, measurement section, uncertainty analysis
calculation, and evaluation of the heat losses can be found in the original references [32,33]. The chosen
working fluids have a very low, reduced pressure (i.e., the ratio of the saturation pressure to the critical
pressure) compared to other conventional refrigerants. In these conditions, the convective heat transfer
contribution should be significant with respect to the nucleation phenomena, leading to inertia-driven
heat transfer [34] with possible asymmetry and peculiar heat transfer coefficient trends with vapor
quality and mass flux.

Figure 6 shows the local heat transfer coefficients as a function of the vapor quality for refrigerant
R1233zd(E) using conventional 1-D data reduction. The following average operating conditions were
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applied: mass flux G of 219 kg/m2s, inner wall heat flux qi of 2.47 kW/m2, and saturation temperature
Tsat of 34.8 ◦C. The local heat transfer coefficient showed a typical convective behavior, supported
also by a very low imposed heat flux that further restrained the nucleative contribution to the heat
transfer. The whole evolution of the heat transfer coefficient versus the vapor quality was divided in
three different zones, as highlighted in Figure 6. For low vapor qualities (zone 1), a slug flow likely
occurred, with intermittent passages of vapor in the channel and a different liquid film thickness
at the top and bottom walls due to the gravity force. A higher liquid film thickness at the bottom
side of the tube involved a higher thermal resistance and therefore a lower heat transfer coefficient,
as also shown in the experiments of Grauso et al. [35]. For intermediate vapor qualities (zone 2), there
were no significant differences in the local heat transfer coefficients, meaning that the flow pattern
occurring was likely an annular flow, with the heated wall surrounded by an almost uniform liquid
film thickness that eventually became thinner at the top side, leading to slight asymmetries in the heat
transfer coefficient at vapor qualities around 0.8. The last zone, i.e., zone 3, is shown in Figure 6 for
vapor qualities higher than 0.85. In these conditions, the liquid film thickness gradually dried out,
starting from the top side of the tube due to the gravity force and penalizing the corresponding heat
transfer coefficient. The dryout phenomenon was completed for the last point of the trend in Figure 6,
in which all local heat transfer coefficients assumed the same value, meaning that the heated tube
was completely surrounded by the vapor phase, and the remaining liquid fraction was likely to be
dispersed and dragged by the vapor core.
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Figure 6. Local heat transfer coefficients as a function of the vapor quality for refrigerant R1233zd(E) at
saturation temperature Tsat = 34.8 ◦C, mass flux G = 219 kg/m2s, and inner wall heat flux qi = 2.47 kW/m2.
The local values were obtained using the one-dimensional (1-D) solution.

Three experimental points from Figure 6 were isolated from the corresponding three zones, and the
temperature fields in the heated metal tube are shown in Figure 7. Figure 7a,c,e refers to the solution of
the 2-D model for vapor qualities of 0.03, 0.51 and 0.91, respectively, whereas the conventional 1-D
solution of Equation (10) for the same experimental points is given in Figure 7b,d,f. The diagrams of the
1-D data reduction provide a uniform external and internal wall temperature for each thermocouple
area of influence and were obtained with the 2-D model by setting the circumferential heat transfer
conductive term as zero. With a vapor quality of 0.03, corresponding to a possible slug or intermittent
flow (zone 1 in Figure 6), the temperature field of the 2-D model (Figure 7a) was significantly different
than that obtained with the conventional data reduction (Figure 7b), in which the four independent
measurement areas were clearly distinguishable. It was the same case in the dryout zone at a vapor
quality of 0.91 (see Figure 7e,f). With an intermediate vapor quality of 0.51 corresponding to a symmetric
annular flow, there were no clear differences in the temperature solutions of the two different data
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reductions (Figure 7c,d), with a weak temperature gradient passing from 35.43 ◦C at the top inner wall
temperature to 35.59 ◦C at the bottom outer wall temperature.Energies 2019, 12, x FOR PEER REVIEW 9 of 17 
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solutions of the 2-D model. (b,d,f) analytical solutions of the conventional 1-D method.



Energies 2019, 12, 4483 10 of 17

The wall superheat (i.e., the difference between the inner wall temperature and the saturation
temperature) profiles around the tube’s inner surface for the three different investigated vapor qualities
is summarized in Figure 8 for both the 2-D model and the conventional 1-D data reduction method.
For symmetry reasons, the circumferential angle θ in the diagrams is confined between the top and
bottom positions (0◦ and 180◦, respectively). The wall superheat increased from top to bottom at low
vapor qualities, whereas it remained substantially uniform in the case of symmetric annular flow
before finally showing a decreasing trend in the dryout region. For the conventional 1-D solution
(Figure 8b), although preserving the mean value in the whole profile, the stepwise trends caused a
local accuracy loss, especially for the most asymmetric experimental point at x = 0.03.
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Figure 8. Wall superheat profiles for the three vapor qualities corresponding to the three different heat
transfer coefficient zones in Figure 6. (a) 2-D data reduction; (b) conventional 1-D data reduction.

The inner wall heat flux profiles in the metal tube for the three considered zones and the two
models are shown in Figure 9a,b, respectively. It is worth noting that the 1-D solution provided a
uniform heat flux at both the outer and inner surfaces of the heated tube, as specified by Equations
(8) and (13). The 2-D model, however, used a more realistic hypothesis of only external heat flux
uniformity due to the imposed electrical heating, and the inner value changed continuously (see
Figure 9a) according to the temperature field, as in Equation (17).
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Figure 9. Wall heat flux profiles for the three vapor qualities corresponding to the three different heat
transfer coefficient zones in Figure 6. (a) 2-D data reduction; (b) conventional 1-D data reduction.
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Finally, the local heat transfer coefficient profiles for the three zones are shown in Figure 10a,b for
the two data reductions, respectively. Consistent with the previous diagrams, although preserving
the same mean values, the trends obtained with the analytical 1-D solution could lead to significant
local heat transfer coefficient discrepancies. For a vapor quality of x = 0.03, between θ = 0◦ and
θ = 45◦ (corresponding to the “top” thermocouple measurement area), the 2-D heat transfer coefficient
varied from approximately 5500 to 4900 W/m2K, whereas the 1-D model provided a uniform value of
4511 W/m2K. For the same vapor quality, the heat transfer coefficient at the bottom area (between 135◦

and 180◦) passed from around 1700 to 1200 W/m2K compared to the constant value of 1878 W/m2K
obtained with the analytical solution. Similar findings were made for the dryout zone (at a vapor
quality of x = 0.91), whereas the differences between the two data reductions were almost negligible
for the symmetric experimental condition of x = 0.51.
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Figure 10. Heat transfer coefficient profiles for the three vapor qualities corresponding to the three
different heat transfer coefficient zones in Figure 6. (a) 2-D data reduction; (b) conventional 1-D
data reduction.

For the three experimental points examined, the relative deviations of the local heat transfer
coefficient profile using the two different data reduction procedures is shown in Figure 11. In the case
of symmetric behavior (x = 0.51), the discrepancies were almost negligible as they never exceeded 5%.
For asymmetric trends, the relative deviations reached 15% in the dryout region (x = 0.91) and around
60% in the intermittent zone 1 (x = 0.03). Higher local deviations (up to 84%) in the dryout zone were
observed in tests taken at different operating conditions. The overall mean absolute percentage error
(MAPE) on the profile was calculated according to the following expression:

MAPE =
1
N

N∑
i=1

|h2D − h1D|

h1D
· 100; N =

2π
dθ

. (18)

The MAPE values passed from 2.9% in the annular flow region up to 6.9% and 24.1% in the dryout
and intermittent zones, respectively.
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Figure 11. Relative deviation of the local heat transfer coefficients along the tube using the 2-D model
and the 1-D analytical solution.

3.2. Statistical Analysis

A statistical analysis was finally carried out on the whole experimental database taken from
Mastrullo et al. [32,33]. The operating conditions are summarized in Table 1 for the two working
fluids, with a total of 417 tests. The experimental uncertainties of the heat transfer coefficient and
wall heat flux obtained by the authors according to the conventional 1-D data reduction are shown in
Table 2. For each experimental point, the maximum deviation and the MAPE, defined in Equation
(18), between the two data reduction procedures on the heat transfer coefficient profile were calculated
and examined.

Table 1. Experimental conditions and number of tests considered for the statistical analysis.

Fluid G (kg/m2s) Tsat (◦C) q (kW/m2) x Ntest

Ethanol 60–120 25–85 2.5–20 0.01–0.99 82
R1233zd 150–500 25–65 2.5–40 0.01–0.99 335

Table 2. Provided experimental uncertainties of the heat transfer coefficient and heat flux [32,33].

Parameter Max Uncertainty for
R1233zd(E) Data

Max Uncertainty for
Ethanol Data

Heat flux q ±0.74% ±0.7%
Mean heat transfer coefficient hmean ±13% ±12%

The MAPE values for the whole profile and those related only to the top, bottom, and side regions
of the tube as a function of the vapor quality for the entire database are shown in Figures 12 and 13.
The MAPE values in Figure 12 are separated according to the working fluid and the heat transfer
coefficient regions, as already presented in Figure 6. The U-shaped trend shows that the greater
differences between the two methods were confined at low (below 0.20) and high (above 0.80) vapor
qualities. Specifically, the higher MAPE values were restricted to the most asymmetric heat transfer
regions (zones 1 and 3), whereas the calculated mean errors were all below 5% in the case of symmetric
annular flow. No significant differences were observed for the two fluids. The lower overall MAPE for
the ethanol was due to the lack of experimental data on high vapor quality, thus avoiding the dryout
condition. It is worth noting that higher errors were also related to low imposed electrical heat fluxes,
as shown in Figure 12b. In fact, with an increasing heat flux, the nucleate boiling contribution became
significant, with lower chances of asymmetric heat transfer behavior.
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Figure 13. MAPE values calculated only for the (a) top, (b) bottom and (c) side regions of the tube as
a function of the vapor quality for the collected database. Different markers and colors refer to the
working fluid and the heat transfer behavior zones.

Figure 13 shows the MAPE values related only to the top (from 0◦ to 45◦), bottom (from 135◦ to
180◦), and side (from 45◦ to 135◦) regions of the tube for the entire database, separated by working fluid
and heat transfer zones. With respect to the top and bottom local MAPE values, which reached up to
45% in dryout conditions, lower mean percentage errors were instead observed for the side region of
the tube, with a maximum value of around 30% in the intermittent flow asymmetric zone. A summary
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of all the statistical analyses for several subsets of data is provided in Table 3, including the mean
values of the MAPE index as well as the maximum relative deviation between the two models. Besides
relatively low mean MAPE values, equal to a maximum of around 6% in the asymmetric zone, it is
important to remark that the local discrepancies between the two analyzed data reductions could be
consistent, reaching up to 130% in the most asymmetric regions for the present database.

Table 3. Mean MAPE values calculated on the whole profile and on specific sectors for several subsets
of data.

Max ∆h/h (%) MAPE (%) MAPEtop (%) MAPEbot (%) MAPEside (%)

Zone 1 (intermittent) 130 6.2 4.7 4.3 3.9

Zone 2 (symmetric annular) 13 2.3 2.5 1.5 1.3

Zone 3 (dryout) 84 6.4 6.5 4.9 3.6

q < 15 kW/m2 130 5.6 5.2 4.0 3.4

q > 15 kW/m2 36 3.2 2.4 2.3 2.1

Ethanol 20 2.9 2.3 1.6 1.9

R1233zd(E) 130 5.3 4.7 3.9 3.2

Overall 130 4.8 4.2 3.4 2.9

4. Conclusions and Perspective on Applicability of 1-D and 2-D Models

In the present study, the benchmark 1-D data reduction method for evaluation of local heat transfer
coefficient inside a single metal tube electrically heated by the Joule effect was compared with a new
method that considers both radial and circumferential heat transfer inside the channel to obtain the
2-D temperature field in the tube and a continuous heat transfer coefficient profile.

By means of experimental flow boiling data taken from published research with ethanol and
R1233zd as working fluids, the wall temperature, heat flux, and heat transfer coefficient values were
calculated with the two methods for different (symmetric and asymmetric) heat transfer behaviors.
A statistical analysis with MAPE evaluation was also performed. The main findings can be summarized
as follows:

• For symmetric heat transfer behavior (pure annular flow regime), obtained in the case of average
vapor qualities and helped by nucleation for high imposed heat fluxes, the two data reductions were
almost equivalent, with maximum heat transfer coefficient deviations in the tube circumferential
profile of 13% and a calculated MAPE equal to 2%.

• The differences became significant in the case of intermittent/slug flow regimes, in which the
heat transfer was asymmetric. The mean percentage errors in this case were around 6%, and the
maximum deviations between the two methods reached up to 130%.

From an engineering point of view, the following perspectives can be considered:

• The typical 1-D data reduction remains a solid and reliable method for the correct design of
evaporators. The average cross-sectional values of heat transfer coefficient do not present
substantial differences between 1-D and 2-D data reduction procedures, and there is therefore no
point in using the more complex and computationally demanding 2-D model.

• For the advanced design of heat exchangers and heat spreader systems, in which reliable heat
transfer coefficient mean values on different sections of the heated tube are required, a 2-D data
reduction may be taken into consideration.

• For other purposes, such as high-level modeling of the two-phase flow, a 2-D data reduction
is the most reliable method to be employed during experiments performed and used to
validate prediction methods that try to correlate the local film thickness to the local heat
transfer performance.
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Nomenclature

Roman
A channel cross section (m2)
a,b,c,d,e constants of a fourth-order polynomial equation (-)
C calibrated adjusting constant (-)
d tube internal diameter (m)
D tube external diameter (m)
dr radial step (m)
dθ circumferential step (m)
G mass flux (kg/m2 s)
h heat transfer coefficient (W/m2K)
I current (A)
i enthalpy (J/kg)
L length (m)
MAPE mean absolute percentage error (%)
.

m mass flow rate (kg/s)
P pressure (Pa)
q heat flux (W/m2)
RMSE root mean square error (W/m2K)
.

Q heat load (W)
T temperature (◦C)
V voltage (V)
x vapor quality (-)
Greek
∆ difference (-)
ε temperature residual threshold (◦C)
θ angle, circumferential direction (rad)
λ thermal conductivity (W/mK)
Subscripts
1D related to the 1-D data reduction
2D related to the 2-D data reduction
ave average
bot related to the bottom region of the tube
i inner wall
in inlet
meas measured
mod model
o outer wall
preh preheater
sat saturation
side related to the side regions of the tube
top related to the top region of the tube
tot total
tube related to the tube
wall related to the wall
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