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Abstract

:

This paper proposes an innovative approach to classify the losses related to photovoltaic (PV) systems, through the use of thermographic non-destructive tests (TNDTs) supported by artificial intelligence techniques. Low electricity production in PV systems can be caused by an efficiency decrease in PV modules due to abnormal operating conditions such as failures or malfunctions. The most common performance decreases are due to the presence of dirt on the surface of the module, the impact of which depends on many parameters and conditions, and can be identified through the use of the TNDTs. The proposed approach allows one to automatically classify the thermographic images from the convolutional neural network (CNN) of the system, achieving an accuracy of 98% in tests that last a couple of minutes. This approach, compared to approaches in literature, offers numerous advantages, including speed of execution, speed of diagnosis, reduced costs, reduction in electricity production losses.
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1. Introduction


Photovoltaic (PV) systems are an environmentally friendly solution to achieve the objectives of sustainable development, production of green energy, and accessibility to energy resources promoted by Agenda 2030 [1]. PV systems represent a technology widespread in Italy and other countries, with over 800 sites in Italy [2], 30 GW of new power plants in China and a global total of installed power of 635 GWp recorded at the end of 2019 [3]. Over the time period of 2001–2013, many European countries have offered various incentives to promote new photovoltaic installations [4] according to the directives 2001/77/EC and 2009/28/EC [5]. However, these grants were unfortunately reduced between 2013 and the end of 2018 in Italy. In this scenario, it is essential to optimize plant performance and limit energy production losses to increase competitiveness on the market of electricity production from PV plants compared to fossil fuel technologies. The energy production of PV plants is affected by module or component failures (wiring, bypass diodes, etc.), malfunctions, or dust and soiling on the surface of the modules; the latter condition generally causes a decrease of 25% efficiency in comparison to the normal operating conditions [6]. For example, considering the PV system installed in Sicily (Italy) with a size of 50 kWp and consisting of 6 strings of 25 polycrystalline modules connected in series, according to the best working conditions, it can produce almost 70 MWh/year [7]. Considering instead that the system works normally with soiled modules due to dust deposits, debris and bird droppings, the energy production could be affected by 18 MWh/year, with a production loss of 26.7% [6].



To optimize the performance of a PV system, it is essential to use monitoring systems to quickly detect anomalies in normal operation [8] and investigate cleanliness of the modules by performing a periodic washing program. A commonly used monitoring method in recent years, due to its cost-effectiveness and rapid diagnosis, is the thermographic non-destructive test (TNDT), which is conducted by infrared thermography [9]. This technology allows different applications of pre-diagnosis and diagnosis of abnormal working conditions such as innovative electrical machines (Electromagnetic Aircraft Launch System—EMALS) [10], electric equipment [11] and in particular in the field of PV systems, because it allows us to identify the operating status of photovoltaic modules and other components (cables, junction boxes, etc.) without interrupting normal systems operation [12]. TNDTs can be used to identify any faults or malfunctioning conditions in the PV modules, i.e., all those conditions that cause local overheating. Deposits on the surface, such as dirt, dust and bird droppings, modifying the thermal exchange conditions between the module and the environment, cause local overheating. In general TNDT is performed by a skilled user (manually or using the support of drones, unmanned aerial vehicles [13] or autonomous underwater vehicles [14]), who must examine numerous thermographic images in a repetitive manner and with a high level of attention, since the manual calculation is subject to human error [15].



In order to develop a tool that automatically identifies abnormal operating conditions of PV modules [16,17,18,19,20], in this paper, the authors propose the application of the artificial intelligence technique. In particular, due to the use of a convolutional neural network (CNN), an automatic classification of thermographic images will be developed, distinguishing the effects of over-temperature on the surface of the photovoltaic module, caused by external factors (such as deposits on the surface of the modules), from those caused by faults. In this way, it is possible to distinguish thermographic images that show an anomaly condition due to a fault (cell breakage, delamination, etc.) from images that show the presence of dust, dirt and bird droppings on the module surface. To realize this application, open-source tools have been used, allowing this approach to be replicated freely by everyone.



This paper is subdivided as follows: Section 2 addresses energy production in a PV system and its influencing parameters; Section 3 explores the effects of soiling on the PV system; Section 4 proposes TNDT as a diagnostic method of PV abnormal operating conditions; Section 5 and Section 6 propose a CNN for the automatic classification of thermographic images; Section 7 displays the results; Section 8 provides the conclusions.




2. PV Systems Efficiency


The annual electricity produced by a photovoltaic system    (   E  out    )    is related to the performance of the entire PV system and is affected by all factors which, under normal operating conditions, cause its variation, such as [21]:




	(1)

	
Plant characteristics: tilt angle, orientation, type of module coverage, module connections, etc.;




	(2)

	
Environmental conditions: temperature, humidity and wind speed;




	(3)

	
Site characteristics: local vegetation, traffic, air pollution, proximity to the sea.









In the literature, the annual electric energy production is estimated using Equation (1), which shows the relationship with previous conditions [22]:


   E  out   =    P  STC      G  STC     ⋅ I  (  α ,   β  )  ⋅  F S  ⋅ P R ⋅  L F   



(1)




where




	
   E  out     is the annual electrical energy supplied to the network (kWh/year);



	
   P  STC     is the peak power at standard test conditions (STC) (kWp);



	
   G  STC     is the solar irradiance at STC (W/m2);



	
  I  (  α ,   β  )    is the total annual solar irradiation on the PV module plan (kWh/(m2∙year));



	
 α  is the Azimuth angle of the modules;



	
 β  is the tilt angle of the modules;



	
  PR   is the performance ratio;



	
   F S    is the estimated loss factor due to shadowing;



	
   L F    is the additional loss factor; this parameter includes the presence of different factors, such as shading, mismatching, dust, soiling and possible module failures.








(STC: temperature of 25 °C, irradiance of 1000 W/m2 and air mass 1.5 (AM1.5) spectrum).



The    E  out     depends not only on the environmental and installation conditions of the PV system but also on failures and losses due to shading [23], dust and degradation [22,24,25] as shown by the coefficients    F S    and    L F    which consider the efficiency reduction when these phenomena occur. These phenomena affect the functioning of the module in differing invasive ways: failures can be catastrophic, locking the single-cell or module operation, or by deterioration, reducing the operation of the single cell or the entire module progressing in the file of the systems. The losses affecting PV systems can be of several types and each of them can affect the operation of the PV module in a more or less invasive way [12].




3. Dust, Soiling and Debris


In PV systems, the efficiency of the module is reduced by 10–25% due to the presence of soiling, dust and debris deposited on its surface [21]. These phenomena determine a limitation of the incident solar radiation on the cell surface, which will operate at lower performance than the adjacent cells; since the cells are interconnected, there is a reduction in the performance of the other cell due to the mismatch effect [26]. Dust deposits are a complex phenomenon and are influenced by the different environmental and climatic conditions of the site [27]. The dust is generally composed of small solid particles, of 500 micrometers in diameter, dispersed into the atmosphere from different sources, such as dust raised by the wind, pedestrian and vehicular movement, volcanic eruptions and pollution [21]. For example, a module installed in an area subject to sand loads from desert winds will be exposed to higher dust deposits than a module subject to winds from other climate zones [21]. According to studies by Goossens et al. [28], the dust deposit decreases with increasing wind speed and is influenced by the orientation and tilt angle of the module. In fact, modules with higher inclination angles will be subject to minor dust accumulation due to gravity. The performance of a PV system is also influenced by the environment surrounding the installation site: under the same installation and operation conditions, 6.9% of losses occur if the PV system is built on sandy soil, and 1.1% of losses if it is built on compact ground [29], this generates a loss of    E  out     according to the    L F    parameter indicated in Equation (1).



The density of the dust layer deposited on the module decreases its efficiency due to the reduction of solar radiation absorbed by the module, as demonstrated by EL-Shobokshy [30]; in fact, dust attenuate the irradiance in a spectrum-dependent manner. This occurs because the deposit of dust causes a variation of the transmittance in the glass of the photovoltaic cell, varying the dependence of angle of incidence of the solar radiation on the PV cell surface, producing a significant degradation of the solar conversion efficiency [31,32]. Montes et al. [33] demonstrate the impact of the Sahara Desert dust on the performance of a PV system installed in the Canary Islands, in which wind storms carry a thin reddish-brown layer. The dust deposits on PV module surfaces cause a reduction of    E  out     between 5% and 7% due to a solar radiation reduction between 2% and 3% [33]. The loss of efficiency of the PV module also depends on the period in which the dust is present on the cell surfaces; according to a study conducted by the University of Màlaga in Spain, it is generally possible to have a daily    E  out     loss of more than 20% [34]. According to the study of Hassan et al. [35], for a period of 1 to 6 months of exposure of PV modules to airborne dust, there is a rapid reduction in efficiency during the first 30 days of dust exposure, which gradually continues over time.




4. Thermographic Analysis to Detect the States of PV Modules


The TNDT is commonly used as a diagnostic method for predictive maintenance to monitor existing conditions, as it provides quick, cost-effective and efficient inspection of large or difficult-to-access PV systems without interrupting normal system operation [12].



The TNDT can be used to analyze PV systems of different sizes, layouts and characteristics; the rapidity of this analysis depends on the image acquisition methodology and the size of the PV system. The TNDT can be performed traditionally by a qualified ground-based operator or by Remotely Piloted Aircrafts (RPAs) such as drones [36]. RPA was identified as a cost-effective approach that allows reducing the conventional inspection time of PV systems by 10–15 times [37]. As reported in various studies [36,38], a 1 MW size plant can be inspected with TNDTs supported by RPA in about 5–8 min; this provides a considerable advantage compared to the execution by a qualified ground-based operator, because the TNDT can be performed only for 4 or 6 h during the day [37], according to the standards provided by IEC TS 62446-3: 2017 [39].



The costs for the execution of the TNDT depend on the size of the PV system and on the time required to perform the tests; in fact, the price of RPA is EUR 2000 for standard equipment and EUR 28,000 for high-performance and customized systems [40]. According to the study of Grimaccia et al. [41], the use of RPA for the inspection of a 1 MW PV plant is about 6–10% of the annual maintenance costs, corresponding to USD 50 per kW. Comparable studies conducted by Quarter et al. [42] have shown a cost increase of less than 5% of the average annual maintenance cost for TNDT applications in PV plants with a size of from 0.2 to 1 MW.



The TNDT method is based on the detection of infrared radiation emitted by objects in proportion to their temperature, according to Planck’s law. The distribution of the surface temperature of the body allows one to determine any anomalies in its operation. The most common malfunction or failure in a PV module is highlighted by an increase in the surface temperature, which can be detectable in thermographic images. Some examples of failure cases are [43] the manufacturing defect, the damage, the bypass diode defect, and faulty interconnection of modules appearing in the thermal image as overheating [44]. However, shadow, dust, and bird droppings also appear in thermographic images as local overheating [45]. Local overheating associated with a fault condition shows a temperature increase in the order of tens of degrees compared to normal operating conditions [15]. This generally has a well-defined geometric and distinguishable shape for the different types of faults [9]. Figure 1 shows a thermographic image acquired on the glass side of the module, displaying the presence of a hot spot due to a failure on the PV cell.



On the contrary, dust and soiling phenomena cause localized overheating of some degree, widespread in the area of the dirt cover, causing a visual effect that depends on the different types of dirt [45]. For example, as shown in Figure 2, dirt on the module surfaces can be considered as a semi-homogeneous deposit or hot strips (if the dirty module has been exposed to light rain).



Bird droppings, instead, are detected as a local overheating of irregular geometric shape, whose temperature increase is a few degrees higher than the normal operation of the module in the environmental conditions of the site. The increase in temperature generally occurs in the range of 1 to 3 degrees Celsius [46], but as indicated in [12] the temperature can increase by 5 degrees Celsius. An example of a local overheating caused by bird dropping is shown in Figure 3.




5. Convolutional Neural Network to Classify Thermographic Images


The thermographic images allow one to detect anomalous operating conditions, especially in medium- and large-size systems; the control of the thermographic images, as well as their acquisition, must be carried out by an expert operator who is able to distinguish between different operating conditions of the system. This is a time-consuming operation that can be reduced by automating the image classification process supported by artificial intelligence techniques. In this paper, an artificial neural network has been developed, trained and used for the classification of thermographic images. The artificial neural network is a network or circuit of neurons, composed of artificial neurons or nodes that, through mathematical functions, simulate the information transmission of information as between biological neurons [47]. Artificial neural networks allow the solving of complex problems in different domains, such as classification analysis of big data. Classification can be interpreted as the ability to identify a specific subject that corresponds to a specific category [48]. For a human being, this skill is learned in childhood, due to the presence of a teacher (parent) who helps the child to associate the name of an object with the object itself; similarly, artificial intelligence supported by an artificial neural network can learn to identify the category of an object in the form of probability of affiliation due to the recognition of unique patterns [49].



The CNN is a feed-forward network made up of several layers of connected neurons. The layer in the neural network that receives the input is based on the convolution function, hence the name of the CNN. The functioning of the CNN allows numerous applications for image classification, as it is inspired by the organization of the animal visual cortex [50]. The CNN model is generally formed by a succession of layers ruled by different mathematical functions to extract the patterns of image recognition and then classify them [50]; the images are input into the CNN as an array of pixels, the value of which is indicative of the light intensity of the point. A CNN example is shown in Figure 4.



The convolutional layers identify the input characteristics through the application of the convolutional function in the discrete domain. The convolution of the input matrix is realized using a convolutional matrix, called a kernel, applied with a specific application step [51]. The convolutional function is replicated for the entire section of the input matrix and returns a matrix, called an activation map, which contains the representative characteristics of the input [48]. An example of convolution function using a (3, 3) kernel applied in input matrix is shown in Figure 5.



Convolutional layers are alternated with pooling layers, which sample the activation map by reducing its spatial dimensions. In the pooling layers, the matrixes are sampled using a mathematical function, such as Max-pooling or Avg-pooling, which select the pixels with a maximum or average value to highlight specific characteristics of the image [52]; an example of Max-pooling and of Avg-pooling functions is shown in Figure 6.



Fully connected layers contain perceptrons that, due to learning, distinguish the characteristics of the inputs and identify the associated class [53]. These layers receive the activation map as a vector due to the flatten function. The flatten function converts the dimension of the activation matrix into a one-dimensional array, and this allows fully connected layers to receive input data; an example of an unrolling arrays is shown in Figure 7.



In fully connected layers, the perceptrons are activated in a specific percentage by the activation function    (  φ  ( x )   )   , which depends on an array (Z) containing the number of neurons of the previous layer and the current layer, the input vector (X) and bias vector (b) [54], as shown in Figure 8.



A common activation function is the rectified linear unit (ReLU), which activates the perceptrons if the input vector is greater than zero [55], as shown in Equation (2).


  f  ( x )  =  {    x ,  if   x > 0     0 ,  if   x ≤ 0      



(2)







The CNN is configured by evaluating several parameters, such as the choice of the optimizer for perceptrons training, the number of epochs and the batch size [52]. The optimizer is used in fully connected layers to compile and train the CNN model, enabling the modification of the benchmark value (weights) used to train the CNN perceptrons for the recognition of the two categories, improving the convergence speed to a solution (category) and increasing its accuracy. The most used optimizers are Adam and stochastic gradient descent (SGD). The batch size is the number of samples sent simultaneously to CNN layers, while the number of epochs is the number of CNN learning cycles [56]. The CNN parameters are chosen to limit the overfitting problem, which occurs when the algorithm learning is adapted to the samples of the training phase, failing to recognize its characteristics. Consequently, there is a significant increase in error due to the non-sent classification of the inputs sent during the test phase [57].




6. Dust and Hotspot Classification Using Convolutional Neural Network


In this study, a CNN was implemented, which is capable of classifying the thermographic images based on the thermal anomalies on the surfaces of the PV modules. The classification was based on the geometric characteristics of local overheating, allowing the CNN to classify thermographic images acquired with different color scales and to distinguish them in the “dust” and “fault” categories. The CNN was developed based on open-source software and tools; in particular, Python programming language and the TensorFlow and Keras libraries were used. The CNN allows the automatic acquisition of training and test images, which are pre-processed through different techniques, and returns as output the probability that the image belongs to a category. CNN operation is shown in Figure 9. In detail, CNN receives as input a set of images collected in a dataset, which are automatically pre-processed to highlight their main recognition characteristics. Subsequently, the images are sent to the CNN’s learning algorithms that vary in terms of parameters and characteristics, according to the quality of the results achieved. A supervised learning classification is performed by assigning a category label to the training images.



6.1. Dataset Creation


To generalize the application, various thermographic images of different PV Italian power plants were considered; these images were acquired in several legacy PV systems of different characteristics throughout the Italian territory, using different thermal camera technologies, resolution and settings (color scales). The image dataset used is composed of 600 sections, of which 240 images were used for the training dataset for each of the categories, while 60 images were used for the test dataset for each of the categories. The training and testing dataset were created by dissecting relevant parts of the thermographic images to highlight the geometric shapes of the hot spots for the cases of interest. The sectioning of the thermographic images was performed in order to limit the coexistence of the two categories in the same image, reducing the presence of noise.




6.2. Pre-Processing Phase


To reduce noise and increase the neural network performance in terms of precision, accuracy and speed of execution, different types of pre-processing were applied to the false color images (C) obtained from the thermographic analysis. All images individually acquired by the operator or extracted as frames from videos were subjected to a normalization phase of the light intensity value of pixels and homogenization of the number of pixels. The normalization was performed by showing the pixel light intensity value on the 1/255 scale. The homogenization of images, on the other hand, was achieved by sending a defined number of pixels of the image to the neural network, according to the proportions between its dimensions (width and length). Other techniques for varying the light intensity of the pixels carried out to highlight the geometric shape of the local overheating shown in the image and in Figure 10 are as follows:




	-

	
Grayscaling (G): The color of the thermographic images is generally represented in a different “false color” scale or grayscale depending on the setting and type of thermal image camera.




	-

	
Thresholding: To highlight the discontinuities of the modules surfaces, a black and white threshold (or binarization) of the light intensity value of the pixels was performed. In addition, dilated and erodible filters were used to increase the image quality and reduce noise (e.g., salt and pepper noise). The dilator filter allows one to determine the maximum local value of the light intensity of the pixels, expanding the area of the pixels with the highest light intensity value. The erode filter, on the contrary, allows one to identify the minimum local value, expanding the area of the pixels with the lower light intensity value [58].




	-

	
Box blur and Sobel–Feldman filters (F): A combination of two images was used to compare the application of the box blur and Sobel–Feldman filter. The box blur filter was used to blur the thermographic image to reduce discontinuities shown on the surfaces of the module [59]. On the contrary, the Sobel–Feldman filter was used to highlight the edges and discontinuity [60].









Another pre-processing phase consists of using the augmentation techniques of the images. These techniques allow one to increase the number of images present in the dataset due to the roto-translation and zooming of pixels [61] to train the CNN to also recognize thermographic images in which the local overheating characteristics are not perfectly identifiable, as is the case of the use of drones. In addition, technical augmentations allow a reduced image number for CNN training, permitting the application to be used with a limited amount of available data. Examples of augmented images are shown in Figure 11. The use of augmentation allows a reduction of the overfitting problem; due to this technique, it is possible to send as input several samples of the same image to the CNN, highlighting different pixel area [62].




6.3. CNN Models and Configurations


The CNN was developed with different models and configurations to identify the highest thermographic imaging classification performance and to increase convergence. The CNN structure was created using the functions and configurations shown in the flow chart in Figure 12; the number of layers was chosen according to the proposed models.



The following configurations were used:




	
Image size: The size of 3500 pixels was selected.



	
Number of perceptrons: 20% of the image size was selected as the number of perceptrons.



	
Number of epochs: The number of epochs of 15, 30, 45 was chosen to reduce overfitting problem, considering that the images used do not contain faults and dirty parts in the same frame; this helps CNN learn samples faster.



	
Batch size: The batch was selected in a small size of 5 and 10 to avoid the overfitting problem and to improve the accuracy of the CNN.



	
Optimizer type: Adam and Stochastic Gradient Descent (SGD) optimizers, both with a learning rate of 0.01, were compared to evaluate the quality and speed of convergence.



	
Number of filters: The choice of the number of filters was made in accordance with the operation of convolutional layers—in the first convolutional layer, 16 or 32 filters were selected; in the subsequent layers, the number of filters applied were calculated, doubling the number of filters of the previous layer.



	
Kernel parameters: According to the images size, (3, 3) and (5, 5) kernels were used with a stride 1.



	
Activation function type: The ReLU activation function was used for each convolutional layer and the SoftMax activation function was used for all the models in the output layer. The hyperbolic tangent, Sigmoid and ReLU activation functions were chosen for the fully connected layers.



	
Pooling function type: The Max-pooling function was used.








The models shown in Table 1 were implemented; model C contains a dropout layer next to the first fully connected layer.





7. Results


To analyze the predictive performance of the CNN, the confusion matrix was evaluated, which identifies the samples as true negatives (TN) and true positives (TP) where the predicted and real class match, and false negatives (FN) and false positives (FP) where the predicted and real class do not match. In addition, the accuracy (A), the recall (R), the f-score (FS) and the standard deviation were evaluated [63] for each category (0, 1) of each test and the whole system as the mean value of the two categories. The accuracy of a binary classification    (  A  ( 0 )  ,   A  ( 1 )   )    was calculated according to Equation (3).


  A  ( 0 )  =   TP  ( 0 )    TP  ( 0 )  + FN  ( 0 )    ;   A  ( 1 )  =   FP  ( 1 )    FP  ( 1 )  + TN  ( 1 )     



(3)







The recall is the capacity of the classifier to correctly identify all the inputs belonging to a category. The recall of a binary classification    (  R  ( 0 )  ,   R  ( 1 )   )    was determined by Equation (4).


  R  ( 0 )  =   TP  ( 0 )    TN  ( 0 )  + FN  ( 0 )    ;   R  ( 1 )  =   TN  ( 1 )    TP  ( 1 )  + FP  ( 1 )     



(4)







The f-score parameter, shown in Equation (5), for a binary classification    (  FS  ( 0 )  ,   FS  ( 1 )   )   , is a measure of accuracy of the test and is calculated with the average between accuracy and recall. The arithmetic means of the f-score (FSAVG) values for both categories were evaluated.


  FS  ( 0 )  =   2 × R  ( 0 )  × A  ( 0 )    R  ( 0 )  + A  ( 0 )    ;   FS  ( 1 )  =   2 × R  ( 1 )  × A  ( 1 )    R  ( 1 )  + A  ( 1 )     



(5)







A total of 1920 tests were performed varying different configurations; 960 of these tests were performed using image augmentation techniques. The tests were performed on a common high-performance personal computer, varying the parameters and configurations previously discussed.



7.1. Tests without Augmentation Techniques


The highest-performance tests present 98% accuracy values achieved in a hundred seconds. In Table 2, an extract of the best results is shown; the confusion matrix of these tests is in Table 3. Test duration depended on the configuration used; in fact, some tests have duration in the order of milliseconds, others of minutes.




7.2. Test with Augmentation Techniques


The same tests were repeated using augmentation techniques and present 98% accuracy, but with less frequent recurrence. Again, the duration of the tests varies from milliseconds to minutes. An extract of results with the highest accuracy value is shown in Table 4, while, the confusion matrix of these tests is in Table 5.




7.3. Comparison between Tests with and without Augmentation Techniques


The parameters shown in Table 6 present a higher f-score value than the other configurations, i.e., they allow one to achieve the stability of the CNN. FSAVG was obtained from the arithmetic mean of the f-score values of the two categories. The standard deviation of the different configurations was also evaluated according to the number of tests performed. In this table, values are shown for tests performed with augmentation techniques (Aug) and without augmentation techniques (No Aug).



As shown in Figure 13, the same tests performed with the augmentation techniques have statistically lower accuracy and f-score values for the range (0.85–0.9) than tests performed without augmentation techniques. A comparison of the best CNN parameters, shown in Table 1 and Table 3, suggests that the best parameters remain the same. However, in the case of augmentation techniques, the configurations have a lower f-score and a higher standard deviation. This can be interpreted as lower stability of the neural network.





8. Conclusions


The loss in electricity production of the PV plant is significantly related to dirt, soiling or bird dejections deposited on the top surfaces of the modules. This paper proposes an innovative approach for the identification of possible abnormal operating conditions of PV systems using TNDTs supported by a CNN.



The CNN proposed is a high-performance software for the automatic recognition and classification of the thermographic images. It distinguishes hot spot conditions from those of dust, with an accuracy of 98% in tests 1, 2 and 9, in an interval of execution time between milliseconds to about 2 min, depending on the model and configuration chosen for the tests.



The rapidity and high accuracy of the tests allow one to highlight the factors that mainly contribute to a reduction in the electrical energy produced by the PV system. The use of TNDTs supported by RPA combined with the use of the CNN model proposed in the study enables a significant saving in terms of time required for the overall diagnostic procedure, especially in the case of inspection of large-size PV plants. Moreover, the utilization of RPA and open-source tools that use commodity hardware does not considerably increase the average annual maintenance costs of the PV systems, thereby making this approach affordable for many users.



In future works, new technologies for the detection of malfunctions in the operation of PV systems that use artificial intelligence will be evaluated, examining through TNDT the identification of cold spots, degenerative phenomena and the status of the wiring, including bypass diodes and junction boxes.
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Nomenclature




	
A

	
accuracy (%)




	
b

	
bias vector of a fully connected layers network




	
    E  out     

	
annual electric output energy of the PV system (kWh/year)




	
   f  ( x )    

	
ReLU activation function




	
FN

	
number of false negative samples




	
FP

	
number of false positive samples




	
    F S    

	
estimated losses factor due to shadowing




	
FS

	
f-score (%)




	
FSAVG

	
arithmetic means of the f-score values (%)




	
    G  STC     

	
solar irradiance at the STC (W/m2)




	
   I  (  α ,   β  )    

	
total annual solar irradiation on PV modules plan (kWh/(m2∙year))




	
    L F    

	
loss factor including the presence of shading, mismatching, dust, soiling ed possible module failures




	
N

	
number of tests




	
   P R   

	
performance ratio of the PV system




	
    P  STC     

	
peak power of the PV system in STC (kWp)




	
R

	
recall (%)




	
TN

	
number of true negative samples




	
TP

	
number of true positive samples




	
X

	
input vector of an activation function




	
Z

	
array containing the number of neurons of the previous layer and the current layer in a fully connected layers network




	
Greek letters




	
  α  

	
azimuth angle of PV modules (°)




	
  β  

	
tilt angle of PV modules (°)




	
   φ  ( x )    

	
generic activation function of a fully connected layers




	
Subscripts

Abbreviations




	
Aug

	
Augmentation techniques




	
C

	
False color image




	
CNN

	
Convolutional neural network




	
EMALS

	
Electromagnetic aircraft launch system




	
F

	
Box blur and Sobel–Feldman filters




	
G

	
Grayscaling




	
PV

	
Photovoltaic




	
SGD

	
Stochastic gradient descent




	
STC

	
Standard test conditions




	
TNDT

	
Thermographic non-destructive test
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Figure 1. Thermographic image of a hot spot on the photovoltaic (PV) cell. 
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Figure 2. Thermographic image of a PV module: (a) dirty; (b) dirty after light rain. 
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Figure 3. Thermographic image of a PV module with bird droppings. 






Figure 3. Thermographic image of a PV module with bird droppings.
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Figure 4. Structure of the convolutional neural network (CNN). 
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Figure 5. Graphic example of convolution function. 
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Figure 6. Graphic example of Max-pooling and Avg-pooling functions. 
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Figure 7. Graphic example of the flatten function. 
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Figure 8. Graphic example of fully connected layers function. 
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Figure 9. CNN construction. 
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Figure 10. Pre-processing images: (a) grayscaling; (b) thresholding; (c) box blur and Sobel–Feldman filters. 






Figure 10. Pre-processing images: (a) grayscaling; (b) thresholding; (c) box blur and Sobel–Feldman filters.



[image: Energies 13 06357 g010]







[image: Energies 13 06357 g011 550] 





Figure 11. Augmentation techniques. 
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Figure 12. Flow chart of the proposed CNN. 
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Figure 13. Number of tests for accuracy (a) and f-score (b). 
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Table 1. CNN Models.






Table 1. CNN Models.





	
Model Name

	
Convolutional and

Pooling Layer

	
Activation Function

	
Fully Connected Layers

	
Activation Function






	
M1

	
3

	
ReLU

	
2

	
ReLU




	
M2

	
4

	
2




	
M3

	
3

	
3




	
M4

	
3

	
2

	
Sigmoid




	
M5

	
3

	
2

	
Hyperbolic tangent
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Table 2. Extract of CNN test results without augmentation techniques.






Table 2. Extract of CNN test results without augmentation techniques.





	N
	Pre-Processing
	Epochs
	Optimizer
	Model
	Batch Size
	Kernel Size
	Filter Size
	Duration (s)
	Accuracy





	1
	F
	45
	Adam
	M2
	10
	3
	32
	126.337
	0.98



	2
	C
	30
	Adam
	M1
	5
	3
	32
	109.649
	0.98



	3
	F
	30
	Adam
	M1
	5
	3
	32
	123.717
	0.97



	4
	F
	30
	Adam
	M1
	10
	3
	32
	83.021
	0.97



	5
	F
	30
	Adam
	M5
	5
	5
	32
	186.361
	0.97



	6
	F
	45
	Adam
	M5
	5
	5
	32
	289.250
	0.97



	7
	G
	30
	SGD
	M3
	10
	3
	32
	0.002
	0.97



	8
	G
	15
	SGD
	M1
	5
	3
	16
	0.001
	0.97
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Table 3. Confusion matrix of tests without augmentation techniques.
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N

	
True Positive

	
False Positive

	
False Negative

	
True Negative

	
Accuracy






	
1

	
59

	
1

	
2

	
58

	
0.98




	
2

	
59

	
1

	
2

	
58

	
0.98




	
3

	
58

	
2

	
2

	
58

	
0.97




	
4

	
58

	
2

	
2

	
58

	
0.97




	
5

	
58

	
2

	
2

	
58

	
0.97




	
6

	
58

	
2

	
2

	
58

	
0.97




	
7

	
60

	
0

	
4

	
56

	
0.97




	
8

	
58

	
2

	
2

	
58

	
0.97




	

	
Dust

	
Hot spot
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Table 4. CNN tests with result extracts of augmentation techniques.
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	N
	Pre-Processing
	Epochs
	Optimizer
	Model
	Batch Size
	Kernel Size
	Filter Size
	Duration (s)
	Accuracy





	9
	G
	30
	SGD
	2
	5
	3
	16
	0.002
	0.98



	10
	F
	45
	Adam
	1
	5
	3
	32
	165.443
	0.97



	11
	C
	30
	Adam
	0
	5
	3
	32
	125.817
	0.97



	12
	C
	30
	Adam
	1
	5
	3
	32
	112.898
	0.97



	13
	C
	45
	SGD
	3
	5
	3
	32
	0.002
	0.97



	14
	C
	45
	Adam
	1
	5
	3
	16
	0.001
	0.97



	15
	C
	45
	Adam
	3
	5
	3
	16
	0.001
	0.97



	16
	C
	45
	Adam
	3
	5
	3
	32
	0.002
	0.97
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Table 5. Confusion matrix of tests with augmentation techniques.
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N

	
True Positive

	
False Positive

	
False Negative

	
True Negative

	
Accuracy






	
9

	
59

	
1

	
2

	
58

	
0.98




	
10

	
59

	
1

	
3

	
57

	
0.97




	
11

	
59

	
1

	
3

	
57

	
0.97




	
12

	
58

	
2

	
2

	
58

	
0.97




	
13

	
58

	
2

	
2

	
58

	
0.97




	
14

	
57

	
3

	
1

	
59

	
0.97




	
15

	
59

	
1

	
3

	
57

	
0.97




	
16

	
59

	
1

	
3

	
57

	
0.97




	

	
Dust

	
Hot spot

	











[image: Table] 





Table 6. The best parameters of CNN.






Table 6. The best parameters of CNN.





	
Configuration

	
Parameters

	
FSAVG

	
Standard Deviation




	
No Aug

	
Aug

	
No Aug

	
Aug






	
pre-processing

	
F

	
0.9304

	
0.8674

	
0.60

	
2.08




	
epochs

	
45

	
0.8510

	
0.8069

	
3.62

	
4.70




	
optimizer

	
SGD

	
0.8440

	
0.7971

	
3.83

	
4.79




	
model

	
M1

	
0.8617

	
0.8109

	
0.02

	
0.04




	
batch size

	
5

	
0.8485

	
0.7663

	
4.02

	
5.95




	
kernel size

	
5

	
0.8596

	
0.8166

	
3.17

	
3.86




	
filter size

	
16

	
0.8583

	
0.7093

	
3.27

	
4.90
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