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Abstract

:

As one of the core technologies of distributed feeder automation (DFA), line current differential protection (LCDP) can locate faults quickly and accurately and have the ability to cope with multi-directional flow. However, LCDP algorithm has high requirements for communication speed, and is sensitive to communication quality. In order to apply the LCDP algorithm to a real project, the communication system and its impacts on LCDP need to be studied in depth. In this paper, the design method of a communication system for LCDP, including communication mode, topology, communication protocol, and synchronization, is analyzed in detail. For better parameter determination, the communication models are investigated, and the impact of time delay, data loss, and jitter on LCDP are discussed. Further, the distribution network based on a real project is built in a cyber-physical co-simulation environment, and the impact of electrical fails and communication fails on LCDP are studied. The results show that the design method and parameters determination method proposed in this paper are effective.
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1. Introduction


With the development of distributed generations (DGs), distributed energy storages, and electric vehicles, a large number of power electronics devices are connected to distribution networks. In order to ensure the reliability of a distribution network, distributed feeder automation (DFA) technology is proposed. It can complete fault location, isolation, and service restoration (FLISR) quickly and accurately and is not affected by power electronics devices [1,2]. In recent years, DFA technology has been widely studied and a large number of pilot projects have been demonstrated around the world [3,4,5]. Especially in China, the State Grid and China Southern Power Grid have added DFA technical requirements into some provincial bidding technical specifications, and the discussion of standard test procedures for DFA has also entered the final stage. The DFA technology will be widely used in China in the near future.



As one of the core technologies of DFA, line current differential protection (LCDP) can identify the fault in multi-port protection areas and cope with multi-directional flow, and has been used in DFA systems extensively [6,7,8,9,10,11,12,13,14,15]. LCDP is a regional protection, which needs to acquire data from other protection devices (PDs) through communication, so the design of a communication system is an important part of it. In [3], the LCDP for future renewable electric energy delivery and management (FREEDM) system is proposed. The communication system is based on Ethernet, and the communication protocol is transmission control protocol (TCP). The impact of communication on LCDP is not considered. In [5], a hierarchical section protection based on LCDP is proposed. This method simplifies the protection scheme, so the communication data link is minimized and the synchronized measurement is not required. However, the disadvantage is that the method is only suitable for a simple network, and cannot be used in the distribution network with complex environment. In [6], except for the LCPD algorithm research, the communication system and communication protocol selection, as well as self-synchronization technique, are also analyzed in detail. But the impact of communication on LCDP is also not considered. In [8], the application of LCDP is based on distributed communication and global positioning system (GPS) time synchronization, but the detail of the distributed communication system is not mentioned. In [12], a Zigbee network and the generic object-oriented substation event (GOOSE) protocol are used for LCDP, and the time delay, data loss are analyzed in detail. However, the communication distance of Zigbee limits the application in long-distance lines of the distribution network. In [13], the wireless token ring protocol is applied, and the topology and time delay are discussed. This paper does not discuss the abnormal situation of the communication system, so the performance of the scheme cannot be evaluated effectively. In [14,15], the world interoperability for microwave access (WiMAX) wireless communication is provided in the real-world distribution network test bed, but there is only one WiMAX communication base station for data transfer, the common situation of multi base stations is not discussed. Besides these papers, references [4,7,9,10,11] have studied LCDP method in depth, but the communication system is regarded as ideal. This assumption makes these well-designed algorithms hard to implement in reality. The LCDP is an elaborate design considering both power system and communication system. Missing any part will make the method an impractical work. The insufficient research on the communication system is the common deficiency of the above paper.



By studying the design method of the communication system in the distribution network and the impact of the communication system on the LCDP algorithm, the aim of the work presented in following paper is to present practical design method and parameter determination for the communication systems of distribution networks, and provide an effective theoretical basis and technical support for practical projects. In particular, the following topics will be discussed:




	
The communication system for LCDP in distribution networks has its special requirements: multi device participation and adequate performance with low cost. So the existing design of the communication system, including transmission network and distribution network, cannot be used directly. Based on a real project, the design method considering the characteristics of LCDP is discussed in detail.



	
As a protection, LCDP needs to be fast enough to isolate faults, but as a distributed system, it must wait for data from other PDs. Therefore, the analysis of the impact of the communication system on LCDP is of great significance to speed up the protection and improve the protection performance. Impact factors, including time delay, data loss, and jitter, are studied.



	
The performance of LCDP is affected by both the power system and communication system, but it is difficult to build a unified model for analysis. In contrast, the co-simulation environment for a cyber-physical system is an effective tool to study it. In this paper, the cyber-physical model based on the real project is established, and the design and analysis in the paper are validated.








All the research in this paper comes from a real pilot project: a DFA system deployed to manage a part of the distribution network of the City of Xiangtan in China. The design thinking and parameter selection of this paper are based on the relevant standards of the State Grid and the actual situation of the project.



The rest of this paper is organized as follows: the design method of the communication system is analyzed in Section 2, including communication mode, topology, communication protocol and synchronization. For better parameter determination, the impact of the communication system on LCDP is investigated in Section 3, and the influences of time delay, data loss, and jitter are discussed in detail. In Section 4, based on previous studies, a distribution network is built in a cyber-physical co-simulation environment, and impacts of electrical fails and communication fails on LCDP are studied.




2. Communication System Design for LCDP


To build a communication system for the distribution network, several important points should be considered: first is the choice of communication mode. By the analysis of the demand and the existing network, the best communication technologies and international communication standards can be determined. After that, the topology of the communication system is a key factor affecting the LCDP in engineering, which must be considered carefully. In order to match new standards and communication architecture, the PD must make some functional modifications for communication, in which communication protocol and synchronization are two key functions. This section mainly discusses the above four LCDP-related designs.



2.1. Communication Mode


Because each PD needs to know the data of other PDs, the point-to-point communication architecture based on Ethernet is used widely [16]. The ring topology-based redundancy Ethernet (RTRE) is applied in many pilot projects as a solution. This network uses optical fiber as the transmission channel, and the industrial Ethernet switches (IES) are connected in a loop. Once a fault occurs, the alternate link, which is disabled in normal operation, will work automatically and the network can be recovered quickly. High-speed wireless communication, especially 4G and WiMAX, is also an option. It has the characteristics of high bandwidth, fast speed, and low construction cost [14,15]. The problem of wireless communication is that there is no direct communication channel between PDs, and data must be transferred via wireless base stations. The real-time and reliability of the protection data cannot be guaranteed when the base station load is heavy. Therefore, the communication mode that can be widely used in practical projects now is the RTRE based on optical fiber.



Considering the cost, to build a separate LCDP optical fiber channel for the power company is unaffordable. The communication system for LCDP needs to be integrated with the existing system. According to the different communication modes used in China, there are two combination methods:




	
Integration with Ethernet passive optical network (EPON) communication system. EPON is a point to multi-point communication system. Under this structure, devices cannot communicate with each other directly, and all data must be exchanged on the server. The optical line terminal (OLT), which connects to substation communications networks (SCN), is placed in a substation for data processing and timing management. The optical network unit (ONU) is connected with ring main units (RMU) for conversion of optical signal and electrical signal. A splitter is used to realize the distribution and coupling of optical fiber channels. To integrate EPON and RTRE, multi-core optical cable (48 cores in Xiangtan pilot project) can be used for networking. LCDP occupies some channels according to the communication and backup requirements, and EPON occupies the rest, as shown in Figure 1a. Although the optical fiber cable can be shared in this method, the devices for both EPON and RTRE need to be installed and maintained, resulting in the increase of cost.



	
Integration with the industrial Ethernet system (IES). Although the original communication network and the LCDP communication network can be configured as two independent networks according to the EPON integration method, the required devices and maintenance costs also need to be doubled. The solution to reduce the cost is to combine the original communication network and LCDP communication network into a single one, as shown in Figure 1b. Such a design will not increase any construction cost and maintenance cost, and is the most economical method.









2.2. Topology


Ring is the best topology structure for the LCDP algorithm, but the electrical topology of the distribution network usually cannot meet this condition. How to combine the ring communication topology with the electrical topology is another important issue. Five distribution network topologies [17] used in China are discussed below.



	
Open loop connection from same substation. Two feeders are led out from the same substation and connected at the end through the tie switch. The electrical topology is a ring, so the RTRE can be deployed easily, as shown in Figure 2a.



	
Open loop connection from different substations. Two feeders are respectively led out from two substations, and connected at the end through the tie switch. Because the electrical topology is a line, it is unaffordable to lay two optical fiber cables between two substations. The solution is to put two optical channels into the same multi-core optical cable to form a circular communication channel, as shown in Figure 2b. When the optical fiber fails, the connection can ensure the rapid recovery of communication. However, if the optical fiber cable is damaged by an external force (such as cut by excavator), the communication cannot be restored. Although LCDP can still quickly isolate faults, the deviation of fault location will increase, resulting in expansion of power loss area.



	
Double shunt connection. Adding a cable to the open loop network connecting two substations forms a double-loop network. Along with the new cable, breakers and optical fiber cables will be also installed. Two communication cables can form a communication ring network, and LCDP based on this topology can realize all functions, as shown in Figure 2c. This topology is composed of four feeders, so the number of PDs is more than other topologies, which will affect communication delay, jitter, etc. If communication requirements are not met, a communication link in the middle of the ring network can be added. The new link can divide the large ring into two small rings to improve the performance of the communication system.



	
Overhead line with multiple sources. The communication channels are difficult to form the real ring network. For them, to realize a dual fiber channel-based ring communication network by a multi-core optical cable is an effective solution. In particular, boundary PDs need to be interconnected with optical fiber, as shown in Figure 2d. Such connections can ensure that the optical fiber at the multi-connection point has enough backup channels.



	
Lattice type loop connection. The lattice type distribution network is actually two interconnected ring networks, so it can be easily connected into two RTREs, as shown in Figure 2e.






After the above analysis, one finds that open loop connection from the same substation, double shunt connection, and lattice type loop connection have the best compatibility with LCDP, which can give full play to the LCDP algorithm and achieve accurate fault isolation. In contrast, the topology of open loop connection from different substations and overhead line with multiple sources limits the performance of the LCDP algorithm. When the cable is cut off, the fault cannot be accurately located, and the power loss range will expand. It should be noted that the topology is one of the factors that affect the LCDP in the communication system. Choosing a topology is only the first step in designing a reliable communication system. The analysis of other factors and determination of performance metrics are carried out in detail in Section 3.




2.3. Communication Protocol


The GOOSE defined in IEC61850 is one of the important message types for protection and control in the power substation [18]. It has the characteristics of high reliability and fast response, and is widely considered as the best protocol for LCDP in distribution networks [6,12,14,19,20]. However, the transmission mechanism of GOOSE is configured based on a MAC address, the work area of it is limited to local area network (LAN). That is to say, the network can access up to 256 devices. This has no effect on the digital substations with limited devices, but it is not enough for the communication system of distribution networks. In addition to the PD, other devices in the distribution network also use this communication system, such as micro-environment monitor and supervisory control and data acquisition (SCADA) devices. In addition, with the development of the digitally enabled substation [21], feeder-based microgrid [19], and other technologies, more devices such as the intelligent transformer terminal unit (TTU), micro-phasor measurement unit (μPMU) and DG controller will be connected to the feeder, and the number of these devices will be far greater than 256. The existing GOOSE protocol cannot meet the requirement.



To solve this problem, the routable-GOOSE is presented as a solution [22,23]. The routable-GOOSE maps the GOOSE message to user data protocol (UDP) and transmits it by the transmission control protocol/internet protocol (TCP/IP) stacks. The GOOSE over UDP transmission mechanism can transmit messages in wide area network (WAN), so the number of devices connected in distribution networks can be improved. Meanwhile, based on the TCP/IP stacks, the routable-GOOSE transmission is easily realized and has a high reliability. Besides, UDP can directly transmit messages without establishing a connection and can achieve a variety of communication methods such as broadcast, multicast, and unicast. These features enable routable-GOOSE to meet the real-time and flexibility requirements of the GOOSE transmission mechanism.



In addition to the number of devices, the backward compatibility of communication protocol is another problem. At present, most feeder automation systems in China still use the protocol based on IEC60870-5. All devices are designed based on this protocol. Although DFA is a development direction for smart grid, its construction is a long-term task. New devices and traditional devices will coexist during this period. From the perspective of economy and management, it is not feasible to maintain two protection systems at the same time. The solution is the software-defined networking (SDN) technology [24]. SDN is an architecture that decouples the network control and forwarding functions, enabling the network control to become directly programmable. Using the protocol conversion function of specialized SDN switches, traditional devices can interact with the IEC61850-based control center without upgrading.




2.4. Synchronization


At present, there are three methods for time synchronization in power systems: the method based on the global positioning system (GPS)/BeiDou navigation satellite system (BDS) [8], based on network time protocol (NTP) [25], and based on IEEE 1588 precision time protocol (PTP) [26]. The GPS/BDS-based time synchronization is used widely in business, but this method is not fit for distribution networks because many devices in the distribution network are installed indoors, and it is difficult for them to receive satellite signals. The NTP method is a simple and low-cost choice, and many smart grid applications are based on this method. The design and deployment of a time synchronization system over an existing heterogeneous network is investigated in [25]. The results show that the time error of the devices synchronized via optical fiber can be limited in 1 ms, which meets the protection requirements. However, the maximum jitter reaches 6 ms and can be extended due to the concurrency of the LCDP algorithm. Such a large jitter will seriously affect the data consistency of LCDP, so the NTP is not suitable. The IEEE 1588 solution can synchronize time at the level of microseconds if existing communication devices support the hardware timestamp process [26], but the disadvantage of high cost is also obvious.



From the LCDP algorithm perspective, the key is data synchronization rather than time synchronization, so some simple timing schemes can work better in this scenario. By introducing the timing-sync protocol for sensor networks (TPSN) [27], a data synchronization method for the LCDP algorithm is proposed below.



The flowchart of the method is shown in Figure 3. It can be divided into two phases. During normal operation, all PDs perform periodic time synchronization operations in accordance with TPSN. When the fault occurs, PDs synchronize the data through the time stamp in GOOSE message to ensure the data consistency on time. The details are as follows:




	
Time synchronization start. The start of this task is cyclical, and because most PDs have high precision internal clocks, which can get high accuracy in a short period, synchronization does not need to be too frequent. Similar to GPS second pulse signal, it is appropriate to use 1 second as synchronization time interval.



	
Load topology of LCDP. Topology identification is an important part of the LCDP algorithm [20], so the synchronization algorithm can use the result directly.



	
Determine root PD. The time synchronization of TPSN is progressive according to the topology. Each synchronization will produce a time error, and the cumulative error will increase if the depth of topology is greater. The best way to solve this problem is to set the root node to the central node of the chain network, which can minimize the depth of the topology and the cumulative error.



	
Level discovery and time synchronization. TPSN is used in this part. Refer to [27] for specific operation.



	
Data matching. Define PDi is a triggered PD when the fault occurs, and PDj is the PD that needs to return sampling data to PDi. After being triggered, PDi needs to get data from PDj for LCDP calculation. PDi adds the timestamp of sampling data (TP) into the GOOSE frame and sends it to PDj. Each PDj receives the frame, does not return the latest sampling data, but returns the sampling data closest to TP. After data matching, the data consistency on time can be guaranteed.










3. Impacts of Communication System on LCDP


When the communication system of DFA is designed as mentioned above, it does not mean that PDs based on the LCDP algorithm can be used without any problems, because the parameters of the communication system also impact on LCDP’s performance. The transmission quality of communication network depends on three factors: time delay, data loss, and delay jitter [28]. In this section, these three factors are analyzed respectively.



3.1. Impact of Time Delay


The communication process of LCDP is shown in Figure 4, where ΔTM is the measurement deviation of PDs, which is used to present the difference of sampling time between two PDs, TC is the time consumption for processing communication data by a PD, and Ttrans is the communication latency of a frame through an IES. The synchronized timestamps of PDA and PDB are TSA and TSB, respectively, and the ΔTS is the difference of them.



The total delay of a data request process consists of two parts: the delay of sending a request command, and the delay of receiving data. The process is shown in Figure 5. The expression of the total delay time can be obtained as


   T D  =  [   T  trans   × N +  T C  × 2  ]  × 2 ,  



(1)




where N is the number of IESs, and Ttrans can be expressed by [29]


   T  trans   =  t r  +  t q  +  t o  × l + d / R ,  



(2)




where tr is the switch inherent delay of the IES for data relay; tq is the queuing delay of the IES caused by store-and-forward mechanism to avoid the frame conflict; to is the transmission delay of the optical signal in the optical fiber cable per kilometer; l is the length of fiber optic cable; R is the communication rate of Ethernet; d is the length of the message.



Since a PD cannot perform the LCDP algorithm until all data from other PDs are received, TD plays an important role in the response speed of LCPD. Besides, TD can also affect the result of the differential calculation. When data synchronization is used, the sampling time of each PD is synchronous, and the sampled data are labeled with timestamps. In this case, the time difference between two PDs is only related to ΔTS, and TD does not affect the calculation result. When the data synchronization is not used, the measurement deviation ΔTM is no longer zero, and the maximum value is equal to the sampling period (TS). On the other hand, because the timestamp does not exist, data synchronization between multiple PDs can only be guaranteed by the communication network.



As shown in Figure 5, if TD is far less than TS, PDB can get the latest data from PDA quickly, and the time difference between two PDs is ΔTM. But when TD becomes larger, the data PDB gets from PDA are the data that are sampled in the next period. With the increase of TD, the time difference between PDA and PDB will grow continuously. The expression of the time difference can be obtained as


   T  ASYN   =  {      Δ  T M  ,      T D  < 2  (   T S  − Δ  T M   )         T S  ×  N S  +  (   T S  − Δ  T M   )  ,      T D  ≥ 2  (   T S  − Δ  T M   )        ,  



(3)




where NS is the number of sampling periods spanned during the time delay. It can be calculated as


   N S  =  [    T D  / 2 −  T S  + Δ  T M     T S    ]  .  



(4)







Although TASYN will not affect the LCDP on the fault zone, it could lead the Isum of the LCPD to beyond the threshold value temporarily in non-fault zones, causing malfunction. Therefore, reducing the time delay and using data synchronization are effective ways to enhance response speed and improve the LCDP reliability.




3.2. Impact of Data Loss


UDP cannot supervise the effectiveness of communication. In order to solve this problem, the retransmission mechanism in GOOSE protocol is introduced. The process of data retransmission is shown in Figure 6. Under normal conditions, a PD sends the data request frame to other PDs with T0 intervals. A PD can not only confirm the quality of the communication system, but also checks the sensor by calculating the real-time data [30]. Once the PD detects the exception on the electrical lines, it will send a data request command immediately. To ensure the frame can arrive correctly, the PD will retransmit the frame several times with shortest interval (T1). After the specified number of retransmissions, the data request frame will continue be transmitted by the PD, but the interval will gradually increase from T2, T3 to T0 according to GOOSE protocol.



Because of the high demand for the response speed of the protection, only the frames with the shortest interval (T1) are effective. In the worst case, the requested data are received successfully in the last retransmission, and the communication delay can be expressed as


   T L  =  T 1  ×  (  N − 1  )  +  T D  ,  



(5)




where N is the number of retransmissions. Increasing the number of retransmissions can reduce the packet loss exponentially, but the communication delay will grow. By reducing T1, the communication delay can be shortened, but this will increase the traffic of the communication network in a short time, resulting in network congestion. The better way is to set the value of T1 slightly larger than the time TD, and retransmit until the response data are returned. The maximum number of retransmissions can be calculated by


  N =  T  REQ   /  T D  ,  



(6)




where TREQ is the requirement of real-time message transfer latency in distribution networks. According to the division method of IEC 61850, the requirement latency is 10 ms [23].



When the network is in good condition, this method can ensure the rapidity of the communication process and does not produce additional data to increase the network load. If the network delay is long, this method can maximize the number of retransmissions and improve the data reliability without deteriorating the network condition.




3.3. Impact of Delay Jitter


In addition to the protection information of PDs, the communication network of distribution networks also transmits information for other devices, such as the SCADA data, the energy data, and the video data. Since there is no uniform control over these applications, there is a certain probability that these data will be transmitted concurrently, resulting in network congestion in a short time. From the device level, when a large number of data frames arrive at an IES, they will be accumulated at this device and greatly increase the communication delay. If the traffic load exceeds the limit of the IES, the new data will be lost. Compared with the time delay, jitter is more concerned about the characteristics of communication in a specific short time, which is also one critical indicator for the LCDP. When a fault occurs, all PDs send data request frames to other PDs and return real-time data at the same time. This concurrent behavior will deteriorate the network environment in a short time and cause more delay and data loss.



Virtual local area network (VLAN) technology can reduce the delay jitter of GOOSE communication and ensure its reliability [18]. However, the communication network based on VLAN has two problems:




	
Some types of frame also require strict timing, such as control data frame and synchronous data frame. These frames must be set to the high priority, so they will inevitably have impacts on the data delay of LCDP.



	
The short-term congestion caused by the distributed processing mechanism of PDs cannot be avoided, especially when the communication network is abnormal.








Because the delay jitter is related to the network topology, IESs, and applications, it is difficult for mathematical analysis. The only way to diagnose delay jitter is co-simulation for the hybrid electrical and communication system.





4. Impact Analysis by Co-Simulation


In this section, a closed loop test system combining PDs and the co-simulation environment for cyber-physical smart energy systems (CS4CPS) [31,32] is used for impact analysis and verification. In the next part, the modeling, parameter measurement, and co-simulation analysis are discussed in detail.



4.1. Modeling


The architecture of the closed loop test system is shown in Figure 7a. The CS4CPS is a co-simulation environment based on Java agent development framework (JADE). It can connect the power simulation software (PowerFactory) (15.0, DIgSILENT GmbH, Gomaringen, Germany) the communication simulation software (OMNeT++) and distributed control models, and perform co-simulation of the whole system. There are also six actual PDs connected to the CS4CPS via the RTRE, as shown in Figure 7b. The PD can receive the sampling data generated by the power simulation software and output the GOOSE frame to control the circuit breaker in the electrical model. The results of co-simulation can be used to evaluate the performance of the PD and LCDP algorithm.



Based on the real project, the power system model and communication system model are built in PowerFactory and OMNeT++, respectively. The topology is shown as Figure 8, and the parameters of the distribution network are shown in Table 1. The network consists of eight RMUs and a pole-mounted circuit-breaker. In each RMU, there are three or four circuit breakers, the corresponding number of PDs, an IES, and some monitoring devices. The PD is used to control the circuit breaker and implement the LCDP algorithm. All PDs are connected to RTRE via IESs. The background traffic of the communication network is set as shown in Table 2.




4.2. Measurement of Communication Parameters


As mentioned above, some latency parameters are related to the hardware design. To ensure the effectiveness of the simulation result, these parameters must be obtained by computing and testing before the co-simulation. For data transmission latency, tr and TC are measurable. The measurement method for these parameters is a round-trip test. It can accurately evaluate the delay of each part by comparing multiple round-trip times under different topologies.



In a round-trip test, one PD broadcasts a GOOSE message to another PD, which is expected to respond as fast as possible. TRT is the total round-trip time between sending the GOOSE and receiving the response. The expression is


     T  RT     =  (   T C  × 2 +  T  trans   × N  )  × 2      =  T C  × 4 +  (   t r  +  t q  +  t o  × l + d / R  )  × 2 N    



(7)







During testing, tq and l can be considered as 0, and R is 100 Mbps. When d is fixed, different TRT can be measured by changing N, which represents the number of IESs. Then TC and tr can be obtained by Equation (7). The measurement data are shown in Table 3. From this table, TC is proportional to the frame length, and tr is close to a fixed value. By using the least square method, the expression of TC can be obtained as


   T C  = 0.0835 d + 22.0536 ,  



(8)




and the average value of 3.21 is used as the simulation parameter of tr. It should be noted that Tc and tr are heavily affected by the traffic. The parameters measured here are right only when light traffic is on the line. When the traffic become heavy, both values will become larger, but this change will not affect the results.




4.3. N-1 Test and Delay Analysis


When a communication line fails, the alternate link (IES0-IES10) will work and keep the communication uninterrupted. However, the change of communication network topology makes the routing path to other PDs different, which leads to a communication delay change. By the co-simulation, the communication delay of each IES under different communication network topologies can be obtained.



Figure 9a shows the time delay of IES1, IES3, IES6, and IES9 under different communication network topologies. When the fault line appears on both sides of the RMU, the delay of the LCDP algorithm reaches the maximum. There are two reasons for the rise of the time delay: the routing path becomes longer, and more data frames have passed through the alternate link due to topological changes.



Figure 9b is the delay statistics for all IESs, and the number at the top of the column is the standard deviation of delay corresponding to the IES. As can be seen from the graph, the minimum time delay of all IESs is about 1 ms, and the maximum value is about 2.5 ms. It is important to note that the maximum value here only occurs at the time of the communication link failures. If communication and electrical failures occur at the same time, the time delay will continue to increase because of the concurrent communication of PDs. This phenomenon will be seen in the fault simulation.



The value of the standard deviation shows that the closer the communication distance is to the substation, the smaller the change of delay will be. However, the standard deviation value of the IES farthest from the substation is not the largest. This is because the delay change is also affected by two other factors: the number of PDs in each RMU and the position of the open point.




4.4. Fault Simulation and Analysis


A phase-to-phase short-circuit fault is triggered between RMU5 and RMU6 at 0.03 s. Theoretically, PDs on the fault line can detect and isolate a fault according to the LCDP algorithm. But if the communication cannot work well, the result will be different. In the co-simulation, the communication fault is placed at different locations when the fault occurs, and the result is shown in Table 4. From this table it can be seen that when the fault occurs, the minimum time delays of two action PDs (PD52, PD61) are 2.8 ms and 3.9 ms, both of which are larger than the maximum values in the above simulation. This is mainly caused by the concurrency of PD data frames. When there is no fault, the retransmit interval T0 of each PD is long, and the time offsets are different, so the probability of all PDs sending data frames at the same time is minimal. When the electrical fault occurs, the fault current triggers all PDs just like a synchronous signal, which makes them send data frames at the same time, and greatly increase the burden of communication network.



Moreover, when the communication fault is located at line RMU1-S2, S2-RMU3, RMU3-RMU4, or RMU4-RMU5, PDs connected to these communication lines are triggered and isolate the non-fault line, resulting in the maloperation. PD32 is chosen for analysis here when RMU3-RMU4 communication fails. The LCDP calculation process of PD32 and the communication sequence are shown in Figure 10. From this figure one can see that the data request frames from PD32 to PD2 and PD33 are answered within 0.5 ms. Conversely, due to the interruption of communication between IES3 and IES4, the data request frames from PD32 to PD41, PD42 and PD43 must be forwarded 11 times to reach the target PD. Such multiple transfers increase the time delay, causing the returned data to be mismatch in time synchronization.



The LCDP calculation result of PD32 is shown in Table 5. The proportion of fault current (PFC) [30] of the upstream protection zone composed of PD31, PD32, and PD33 is smaller than the threshold S0, and the upstream verification zone composed of PD2, PD32, and PD33 is the same. According to the LCPD algorithm, there is no fault on the upstream line of PD32. In contrast, the PFC values of the downstream protection and verification zones are 23.3 and 22.9, both of which are seriously affected by time asynchronization. So PD32 has judged that a short circuit fault occurred on the downstream line, resulting in the maloperation.



The simulation result of communication system can be used to analyze the maloperation of PDs and evaluate the relation of each part of the communication system. Figure 11a shows the time delay of each IES when PD32 requests data from PD41. When the data request frame is transmitted from PD32 to PD41, the delay values of IES1 and IES0 are high. Correspondingly, the return data frames have a high latency in IES9 and IES10, because both the data exchanged between PDs and the data uploaded to the server have to pass these IESs. A large number of data arrive at these routers in a short time, resulting in the delay. Figure 11b shows the time delay of each IES when PD41 requests data from PD32. As the above analysis, the request frame delivered from PD41 also has a delay on IES7, IES8, IES9, and IES10. Unlike Figure 11a, the return frames from PD32 to PD41 have a short latency on all IESs. The reason is that the starting time of return frames is 34.7 ms, which is later than other PDs, so the congestion time of the network can be avoided.



By co-simulation, the reasons for the maloperation of PDs are revealed, and the protection strategy can be improved accordingly. More specifically, the time synchronization is very important for LCDP. Secondly, enabling VLAN data frame priority management and setting the communication frames between PDs to the highest level can significantly reduce the latency of protection data frames. In addition, increasing the restraint coefficient of the PFC can eliminate maloperation, but the sensitivity of LCPD will be affected. After adding the time synchronization method mentioned above, the co-simulation is executed again. Table 6 shows the results, where one can see that maloperation has been avoided.





5. Conclusions


In this paper, the design method and parameter determination of distribution communication networks suitable for the LCDP algorithm are proposed. From the four aspects of communication mode, topology, communication protocol, and synchronization, the communication design methods are discussed. After that, through the analysis of the impacts of time delay, data loss, and jitter on the LCDP algorithm, the parameter determination method is studied. Based on previous studies, a distribution network is built in a cyber-physical co-simulation environment, and the impacts of electrical fails and communication fails are studied. The result shows that the design method is practicable and effective. Furthermore, the co-simulation is a useful analytical tool, and the results of it can be utilized to support the design of real-world projects.
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Figure 1. The communication mode (a) integration with Ethernet passive optical network (EPON) and (b) integration with industrial Ethernet system (IES). 
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Figure 2. The topology of the communication system for (a) open loop connection from same substation, (b) open loop connection from different substations, (c) double shunt connection, (d) overhead line with multiple sources, and (e) lattice type loop connection. 
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Figure 3. The flow chart of data synchronization method for line current differential protection (LCDP) algorithm. 
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Figure 4. The communication process of the LCDP. 
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Figure 5. The communication process of two protection devices (PDs). 
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Figure 6. The retransmission mechanism of the generic object-oriented substation event (GOOSE). 
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Figure 7. The co-simulation test system (a) architecture and (b) simulation server and PDs. 
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Figure 8. The topology of the distribution network and the communication network. 
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Figure 9. The time delay evaluation: (a) the time delay under different communication network topologies and (b) the time delay of each IES. 
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Figure 10. Communication sequence of PD32. 
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Figure 11. The time delay of each IES when PD32 (a) and PD41 (b) communicate. 
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Table 1. Parameters of distribution network.
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	No.
	Sending–Receiving Bus
	Distance (km)
	Line Impedance (ohm)
	Load at Receiving Bus (MVA)





	1
	BB1-RMU1
	0.300
	0.019 + j0.023
	0



	2
	RMU1-S2
	1.081
	0.141 + j0.497
	0



	3
	S2-RMU3
	0.763
	0.065 + j0.149
	2.59



	4
	RMU3-RMU4
	0.340
	0.022 + j0.026
	1.45



	5
	RMU4-RMU5
	0.195
	0.012 + j0.015
	1.52



	6
	RMU5-RMU6
	0.717
	0.046 + j0.054
	2.87



	7
	RMU6-RMU7
	0.955
	0.061 + j0.072
	0.50



	8
	RMU7-RMU8
	0.645
	0.041 + j0.049
	3.83



	9
	RMU8-RMU9
	0.215
	0.014 + j0.016
	0.74



	10
	RMU9-BB2
	0.935
	0.060 + j0.070
	0










[image: Table] 





Table 3. Results of round-trip tests.
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	d (bytes)
	d/R (us)
	TRT (us, N = 2)
	TRT (us, N = 6)
	TC (us)
	tr (us)





	64
	5.12
	145
	215
	27.5
	3.63



	128
	10.24
	185
	285
	33.75
	2.26



	192
	15.35
	225
	375
	36.25
	3.39



	256
	20.48
	275
	465
	45
	3.27



	320
	25.6
	305
	535
	47.5
	3.15



	384
	30.72
	355
	635
	53.75
	4.28



	448
	35.84
	395
	705
	60
	2.91



	512
	49.96
	435
	785
	65
	2.79
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Table 4. Results of different communication line faults.
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	Fault Line
	Action Switch (Trigger Time/ms)





	No Fault
	S52 (32.8 ms), S61 (34.1 ms)



	RMU1-S2
	S52 (32.8 ms), S61 (34.1 ms), S2 (36.1 ms)



	S2-RMU3
	S52 (32.8 ms), S61 (34.1 ms), S31 (35.8 ms)



	RMU3-RMU4
	S52 (32.8 ms), S61 (34.0 ms), S32 (35.2 ms), S41 (35.5 ms)



	RMU4-RMU5
	S52 (33.1 ms), S61 (34.0 ms), S42 (35.1 ms), S51 (35.1 ms)



	RMU5-RMU6
	S52 (33.5 ms), S61 (35.1 ms)



	RMU6-RMU7
	S52 (32.8 ms), S61 (35.8 ms)



	RMU7-RMU8
	S52 (32.8 ms), S61 (33.9 ms)



	RMU8-RMU9
	S52 (32.8 ms), S61 (33.9 ms)
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Table 5. The LCDP calculation result of PD32.
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	Fault Line Location
	Upstream
	Downstream





	Protection Zone
	<PD31, PD32, PD33>
	<PD32, PD41>



	Proportion of Fault Current (PCF)
	1.82 × 10−6
	23.3



	Verification Zone
	<PD2, PD32, PD33>
	<PD32, PD42, PD43>



	PCF
	1.18 × 10−2
	22.9



	S0
	10
	10



	Conclusion
	No fault
	Short-circuit fault occurs
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Table 6. Results of different communication line faults.
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	Fault Line
	Action Switch (Trigger Time/ms)





	No Fault
	S52 (32.8 ms), S61 (33.8 ms)



	RMU1-S2
	S52 (32.8 ms), S61 (33.8 ms)



	S2-RMU3
	S52 (32.8 ms), S61 (33.8 ms)



	RMU3-RMU4
	S52 (32.8 ms), S61 (33.8 ms)



	RMU4-RMU5
	S52 (33.1 ms), S61 (33.8 ms)



	RMU5-RMU6
	S52 (33.3 ms), S61 (34.4 ms)



	RMU6-RMU7
	S52 (32.8 ms), S61 (34.5 ms)



	RMU7-RMU8
	S52 (32.8 ms), S61 (33.8 ms)



	RMU8-RMU9
	S52 (32.8 ms), S61 (33.8 ms)
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Table 2. Background traffic of the communication network.
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	Background Traffic Type
	Priority
	Packet Size (bytes)
	Generation Period (s)





	Phasor Measurement
	1
	120
	0.02



	Time Synchronization
	1
	88
	1



	Electric Information Acquisition
	2
	100
	15



	Distributed Generation Management
	2
	111
	0.02



	Electric Vehicle Management
	2
	100
	0.02



	DSCADA
	3
	152
	300



	Video Monitoring
	3
	437
	0.0001











© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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