

  energies-14-04000




energies-14-04000







Energies 2021, 14(13), 4000; doi:10.3390/en14134000




Article



Heat Transfer Efficiency Prediction of Coal-Fired Power Plant Boiler Based on CEEMDAN-NAR Considering Ash Fouling



Yuanhao Shi 1,*[image: Orcid], Mengwei Li 1, Jie Wen 1[image: Orcid], Yanru Yang 1, Fangshu Cui 2 and Jianchao Zeng 2,*





1



School of Electrical and Control Engineering, North University of China, Taiyuan 030051, China






2



School of Data Science and Technology, North University of China, Taiyuan 030051, China









*



Correspondence: yhshi@nuc.edu.cn (Y.S.); zjc@nuc.edu.cn (J.Z.); Tel.: +86-136-536-42822 (Y.S.)







Academic Editors: Elena Gaudioso Vázquez and Félix Hernández del Olmo



Received: 1 June 2021 / Accepted: 25 June 2021 / Published: 2 July 2021



Abstract

:

Ash fouling has been an important factor in reducing the heat transfer efficiency and safety of the coal-fired power plant boilers. Scientific and accurate prediction of ash fouling of heat transfer surfaces is the basis of formulating a reasonable soot blowing strategy to improve energy efficiency. This study presented a comprehensive approach of dynamic prediction of the ash fouling of heat transfer surfaces in coal-fired power plant boilers. At first, the cleanliness factor is used to reflect the fouling level of the heat transfer surfaces. Then, a dynamic model is proposed to predict ash deposits in the coal-fired boilers by combining complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) and nonlinear autoregressive neural networks (NARNN). To construct a reasonable network model, the minimum information criterion and trial-and-error method are used to determine the delay orders and hidden layers. Finally, the experimental object is established on the 300 MV economizer clearness factor dataset of the power station, and the root mean square error and mean absolute percentage error of the proposed method are the smallest. In addition, the experimental results show that this multiscale prediction model is more competitive than the Elman model.
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1. Introduction


Fossil fuel power plants play an important role in providing energy all over the world, even though renewable power has been greatly developed in recent decades. Coal is one of the major fossil fuels. Coal-fired power generation capacity still accounts for 51.2 percent of total installed capacity in China by the end of June 2020, and the coal-fired generation accounts for 72.3 percent of the total power generation in China in the first half of 2020 [1]. Energy conservation and emission reduction is an important practical problem in the sustainable development of economic society in the world. Therefore, energy conservation and emission reduction of coal-fired power plants are particularly critical.



Coal is the energy source of coal-fired power plants, but the following problems still exist: When the pulverized coal obtained by the coal mill is burned in a furnace, the high-temperature flue gas produced will act on the working medium side of the heating surface in the way of heat transfer, and the ash in the high-temperature flue gas will be carried in the melting state after exceeding the melting point, leading to ash accumulation on the heating surface with the flow of high-temperature flue gas. Large boilers generally have the characteristics of large parameters and power, and this kind of ash accumulation will be more obvious and become an urgent problem to be solved. Because the thermal resistance of the ash is much greater than that of the metal heating surface, to heat the working fluid will inevitably cause more raw coal consumption, which may further cause the corrosion of the heating surface and the metal pipeline and significantly reduce the service life of the equipment. In addition, due to the poor heat absorption capacity of the heating surface, the boiler tail outlet smoke temperature is high, so the flue gas desulfurization rate is reduced [2,3]. It has been estimated that ash deposition can reduce the amount to 1 percent of boiler efficiency under the normal operating conditions in coal-fired power plant boilers [4]. Therefore, how to realize the ash monitoring and soot blowing optimization of the coal-fired power plant has become a hot topic and has become more relevant [5,6,7,8]. It is still a challenge because there are a lot of factors that affect the deposition of ash. Even ash fouling in the same heat transfer surface will have a different trend in the actual production process. Therefore, it is necessary to monitor the ash fouling of heat transfer surfaces and formulate corresponding soot blowing strategies to ensure the safety, reliability, and economy of coal-fired power plant boilers.



Soot blowing is a common method used to clean the ash fouling on the heat transfer surfaces to ensure the heat transfer efficiency at a high level. The commonly used medium for soot blowing mainly includes steam [9], acoustic waves [10,11], etc. At present, many coal-fired power plants still adopt the unscientific soot blowing strategy with fixed duration or fixed threshold as reference. It is necessary to optimize the soot blowing duration and threshold. Wen et al. [3] used the Hamilton–Jacobi–Bellman Equation (HJB) to study the optimal soot blowing strategy for a boiler system with the variable steam flow. The continuous-time Markov process with flue gas deposition mode and the soot blowing model is used as the mathematical model of the system, the dissipation function is designed for the established boiler model, and the HJB Equation is solved accordingly to obtain the corresponding value function as the optimal ash blowing strategy. Based on the optimization of the optimal soot blowing cycle and the ash pollution monitoring, Shi et al. [12] proposed real-time soot blowing time optimization method, which can be used to optimize the termination time of the soot blowing operation. In order to make the coal power plant have a better economic benefit, prepare for soot blowing operation and avoid the occurrence of safety accidents, it is crucial to determine the degree of fouling of heated surfaces.



Prognostics and Health Management (PHM) is used to predict the degradation in industrial devices and then give the optimal maintenance plan [13,14]. PHM of ash fouling of heating surfaces in coal-fired power plant boilers is mainly divided into three processes, i.e., ash fouling monitoring, ash fouling prediction, and soot blowing optimization. Ash fouling monitoring is the basis of the prediction and soot blowing optimization. Ash fouling not only depends on the ash content of coal but also depends on the distribution of heat transfer surfaces, combustion status, flue gas velocity, and many other factors. Due to the complex structure of the heat transfer surfaces, it is difficult to measure the condition of the ash fouling directly. It is usually expressed indirectly by the heat flux or the heat transfer efficiency of the heating surfaces, e.g., heat flux meter [15] and acoustic pyrometry [16]. However, due to the high price and the need for pre-installation, some power plants without conditional installation cannot be used. In this study, an indirect representation called the cleanliness factor (CF) was used to monitor the ash fouling status of the heating surfaces of the coal-fired power plant boilers [12].



There are many studies on ash fouling monitoring and prediction. These methods can be divided into three categories including model-based, data-driven, and hybrid methods [17,18,19]. The model-based method is widely studied, which is mainly to analyze the mechanism of ash fouling and establish a mathematical model to characterize the increase in the thickness of the ash [20]. However, due to the complexity of the change of ash fouling of heating surfaces being affected by many factors, it is difficult to establish an accurate mechanism model. Data-driven approaches have received more attention recently. By using the historical data of ash fouling in the superheaters [21], reheaters [22], and air preheaters [23], the exponential curves of ash accumulation and soot blowing stage were fitted to predict the future trend of ash accumulation and degradation. However, these models are difficult to extend to other heating surfaces or even to the different stages of the same heating surface. Ma et al. [24] used CFD to simulate the location of the ash fouling on the heating surface and compared it with the measured results to verify the model in order to predict the ash fouling on the heating surfaces. However, the time of CFD simulation calculation is too long to achieve real-time prediction, which is not suitable for real-time monitoring of the ash fouling on the heating surfaces of coal-fired power plant boilers. Perez et al. [10] considering the global response time of the system in the polluted state and, comparing it with the clean state, designed a new transient thermal fouling probe for cross flow tubular heat exchangers, which accurately estimated the convection exchange coefficient and the degree of fouling of the heat exchanger. At present, many methods are based on artificial neural network technology [25], regarding the ash deposition system as a ‘black box model’, and complete the prediction of ash accumulation and integrated optimized automatic smoke blowing control. Li et al. [26] decomposed the historical pollution rate data into two parts, the fitted curve data and the difference between the original data and the fitted curve. Combining real-time pollution rate data, a prediction model is established. Compared with the traditional Elman neural network, the prediction accuracy is significantly improved. Tong et al. [8] found 20 fouling-related variables and used SVR to complete the nonlinear mapping relationship between fouling factor variables and actual fouling conditions (characterized by the thermal resistance of the ash layer calculated by the thermal balance mechanism model). On the test set, an accuracy rate of 98.5 was achieved. Li et al. [27] used a deep learning model to predict ash accumulation. Compared with the shallow model, it highlights its advantage of mining the long-term dependence of time series and obtains higher prediction accuracy.



The neural network (NN) can approach the complex nonlinear model and achieve better accuracy for prediction. NN not only simulates the human brain but also knowledge accumulation in the process of learning [28,29,30]. The proposed methods use a neural network to predict the ash fouling on the heating surface, mainly through the establishment of an artificial neural network prediction model. These neural network models are usually trained with historical data and then used to monitor or predict the trend of ash fouling. The static model is difficult to describe the dynamic characteristics because the actual ash fouling and soot blowing processes are dynamic.



This paper presents a dynamic NN method, which uses Elman neural network (Elman) with neural feedback characteristics and nonlinear autoregressive neural network (NARNN) to build the model to predict the ash fouling of heating surfaces in coal-fired power plant boilers. At first, the cleanliness factor was used to characterize the ash fouling status. Furthermore, a dynamic neural network based on combined complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) and dynamic model (NARNN and Elman) is proposed to predict ash fouling. The minimum information criterion and trial-and-error method are used to determine the delay orders and hidden layers, which can reduce the training time and improve the prediction accuracy. Though the actual data of 300 MW economizer in a thermal power plant are experimentally studied, the reliability and superiority of the proposed method are verified by setting a variety of rolling prediction steps and different starting point predictions, results show that the method has sufficient accuracy and high practical value.



The outline of our paper is as follows. The problem statement is presented in Section 2. The methodology of decomposition algorithm and dynamic network is introduced in Section 3 and Section 4. The results are analyzed and discussed in Section 5. Finally, conclusions are drawn in Section 6.




2. Problem Statement


2.1. Cleanliness Factor


In this paper, the cleanliness factor (CF) is used as a health factor to characterize the ash deposition state of the conventional heating surfaces in the coal-fired power plant boiler, which is a sign of the cleanliness of the heating surface. The ratio of the actual heat transfer coefficient to the ideal heat transfer coefficient is defined, as shown in Equation (1) below [16].


  C F =    h r     h o     



(1)




where    h r    and    h o    are the actual and theoretical heat transfer coefficients of the heating surface respectively. CF is the fouling rate and is dimensionless. Obviously, the value of CF lies in the interval [0, 1], with one representing the most primitive ideal cleaning condition of the heating surfaces.



CF is obtained from the online monitoring model of the heating surface. First, the composition of the flowing gas is calculated by using the coal composition, primary airflow, secondary airflow, fuel flow, and combustion model. Available temperature, pressure, and mass flow in the steam and gas sides allow the heat transferred in the boiler to be calculated by means of mass and energy balance in each heat transfer surface. In addition, the heat transfer efficiency of the heating surface is also related to the change of load, so the dynamic mass and energy balance method are adopted to avoid the impact of unexpected circumstances. Then,    h r    is obtained, and the    h o    is obtained through the theoretical thermal calculation method.



The theoretical heat transfer coefficient is the original state without ash deposits on the heated surface. Under the premise of ignoring the thermal resistance of the working fluid and the tube wall and the internal resistance of the metal, it is usually the sum of the theoretical radiation heat transfer coefficient and the theoretical convective heat transfer coefficient.


   h o  =  a f  +  a d  .  



(2)







In the equation,    a f    represents the theoretical radiation heat transfer coefficient, and    a d    is the theoretical convective heat transfer coefficient. The following equation is the specific mechanism equation of the two heat transfer coefficients [23]:


   a f  = 5.7 ×   10   − 8        a  g b   + 1  2     a h   T 3  K  



(3)






   a d  = 0.65    C s   C z   λ d     (    w d  v   )    0.64   P  r  0.33    



(4)






  K =  {   (  1 −    (     T  g b    T   )   4   )  /  (  1 −    T  g b    T   )   }  .  



(5)







In the equation,    a  g b     and    a h    are the emission coefficients;  T ,    T  g b     are the temperature of the flue gas and the pipe wall respectively,    C s   ,    C z    are the transverse and longitudinal directions of the heating surface, λ is the thermal conductivity of the flue gas, and  d  is pipe diameter,  w  is the flue gas flow rate,  v  is the dynamic viscosity of the flue gas, and   P r   is the Reynolds number.



The flue gas flow rate  w  is the ratio of the flue gas flow rate to the area of the tube section of the heating surface.


  w =    V b   A   



(6)




where    V b    is the standard flue gas volume passing through the heating surface,  A  is the official cross-sectional area of the heating surface, and the standard flue gas flow rate is obtained by Avogadro’s law.


   V b  =    ρ r   V r     ρ b    /  (  1 +    t r    273.15    )    .  



(7)







In the equation,    V r    is the measured flue gas flow through the heating surface,    t r    is the flue gas temperature through the heating surface,    ρ r    is the actual pressure of the flue gas, and    ρ b    is the standard atmospheric pressure.



The actual heat transfer coefficient is obtained by dynamic energy balance and iterative method.


   h r  =    Q y    F Δ  t m     



(8)






  Δ  t m  =  (  Δ  t  m a x   − Δ  t  m i n    )  / l n   Δ  t  m a x     Δ  t  m i n      



(9)




where    Q y    is the energy released on the flue gas side,  F  is the heat transfer area of the heating surface,   Δ  t m    is the average heat exchange temperature difference between the flue gas side and the working fluid side, and   Δ  t  m a x     and   Δ  t  m i n     are the maximum and minimum temperature differences of heat exchange on both sides.



Considering that during the operation of the boiler, as the load changes, the boiler’s coal feed, air supply and other variables are dynamically changing, and the corresponding temperature of each heating surface is also changing, and the specific heat capacity of the working fluid will also change with the change of temperature. Therefore, the energy released by the flue gas side in the dynamic process is not completely equal to the heat absorbed by the working fluid. At this time, the change in the heat storage of the working fluid needs to be considered. Therefore, the energy conservation on the flue gas side and the working fluid side in this dynamic process can be expressed as


   Q y  =  Q q  ± Δ  Q j  ± Δ  Q q   



(10)




where    Q q    is the heat absorption of the working fluid on the working fluid side,   Δ  Q j    is the change in the heat storage of steam, and   Δ  Q q    is the heat absorption change on the steam side.



Heat release on the flue gas side:


   Q y  = φ  B j   (   h  i n   −  h  o u t   + β  h  l f    )     



(11)






   B j  = B  (  1 −    q 4    100    )     



(12)




 φ  is the heat retention coefficient,    h  i n     and    h  o u t     are the flue gas enthalpy values at the inlet and outlet of the economizer,  β  is the air leakage coefficient of the flue section, and    h  l f     is the cold air enthalpy of the air leakage,    B j    is the calculated fuel quantity,  B  is the actual measured fuel quantity entering the furnace, and    q 4    is the heat loss of the mechanical incomplete combustion of the boiler.



The metal heat storage change of the pipe wall, the steam heat storage change, and the heat absorption of the steam side are as shown in the equations.


  Δ  Q j  =  C j   m j    ∂  θ j    ∂ τ    



(13)






  Δ  Q q  =  C q   m q    ∂  θ q    ∂ τ    



(14)






   Q q  = D  (   H  o u t   −  H  i n    )  .  



(15)







In the equation,    C j    and    C q    are the average specific heat capacity of metal and working fluid respectively.    m j    and    m q    are the metal quality of the tube wall on the heated surface and the quality of the working fluid inside.    θ q    and    θ j    are the metal pipe wall temperature and steam temperature,  D  is the mass flow of the working fluid of the economizer,    H  o u t     and    H  i n     are the side enthalpy values of the working fluid in and out of the economizer. The enthalpy value of the working fluid can be obtained by the international general industrial water and water vapor property calculation formula.



The CF monitoring results of an economizer in a 300 MW coal-fired power plant are shown in Figure 1 as an example. The two points I and II with obvious increase correspond to the real soot blowing signals. There is a slow and obvious decreasing process of CF between the point I and point II, which represents the decrease of heat absorption capacity of heating surfaces caused by ash deposition. Therefore, the cleanliness factor can be used to describe the degree of fouling of boiler heating surfaces. The change rule of the cleaning factor obtained by the model is consistent with the actual theoretical analysis, which is sufficient to prove the accuracy of the model.




2.2. Data Preprocessing


The design of intelligent soot blowing needs to be based on the prediction of heating surfaces of the boiler. At present, the data indicating the degree of ash deposition cannot be obtained directly on the heating surfaces, but can only be calculated by various indirect data to represent the state of ash deposition. However, before characterizing the ash level of the heating area, the original data is collected through the DCS of the coal-fired power plant. There will be some numerical errors in the cleaning factors obtained according to the calculation formula, which need to be processed on the data. Figure 2 shows the raw data displayed in the DCS database and the results of the data processing. The final data collection period is the 50 s, but the trend of ash deposition cycle data is not affected. Due to the objective of the study in this article, only the fouling section of the cleaning factor is intercepted. It can be seen from Figure 2 that when the economizer is working normally, the cleanliness of its heating surfaces continues to deteriorate over time, and the value of the cleaning factor is also continuously decreasing.





3. CEEMDAN


Empirical Mode Decomposition (EMD) is proposed by the National Aeronautics and Space Administration (NASA), N.E. Huang, and others, which decompose nonlinear and nonstationary signals into different eigenmode functions [31]. As a signal adaptive analysis method, the EMD algorithm completely relies on the signal itself to adaptively determine the number of modal components obtained by decomposition, which overcomes the problem of selecting wavelet basis functions and decomposition scales for wavelet decomposition. However, it also has many problems, among which the aliasing mode is one of them. The flow of the EMD algorithm is as follows:




	Step 1:

	
Connect all local extreme points in   x ( t )   with cubic spline interpolation curves to form an upper and lower envelope and    m  l o w    .




	Step 2:

	
Mean curve of the envelope    m 1  ( t ) =  [   m  u p   +  m  l o w    ]  / 2  .




	Step 3:

	
Recalculate the difference    h 1  ( t ) = x ( t ) −  m 1  ( t )  . If it does not meet the two sufficient conditions of the intrinsic mode function (IMF) component, replace    h 1  ( t )   with   x ( t )  , and repeat steps 1 and 2 until    h  1 k   ( t )   meets the two conditions after  k  iterations.




	Step 4:

	
The IMF1 component is    c 1  ( t ) =  h  1 k   ( t )  , and the corresponding remaining component is    r 1  ( t ) = x ( t ) −  c 1  ( t )  .




	Step 5:

	
Repeat the above steps to decompose the residual component    r 1  ( t )   as the original sequence, and finally obtain  n  IMF components and a residual component    r n  ( t )  , where the residual component is a monotonic sequence or a constant sequence.




	Step 6:

	
The final EMD decomposition formula is shown in Equation (16)


  x ( t ) =   ∑  i = 1  n    c i  ( t ) +  r n  ( t )   .  



(16)













The EEMD algorithm, as an improved method of the EMD algorithm, is a noise-assisted analysis method that solves the problem of modal aliasing by adding white noise to the original signal. The CEEMDAN method further reduces the modal effect by adding adaptive noise and has better convergence [32]. Compared to the commonly used EEMD method, it effectively reduces the number of iterations, increases the reconstruction accuracy, and is more suitable for the analysis of nonlinear signals. The CEEMDAN algorithm performs multiscale decomposition of the denoising cleaning factor degradation curve to achieve data stabilization and lay an important foundation for high-precision prediction.



In this paper, the economizer ash accumulation curve after filtering and smoothing still has the characteristics of strong nonstationarity and nonlinearity. This is because when the flue gas carrying ash flows through each heating surface, the faster flue gas flow rate will take away part of the soot on the heated surface, while the slower flue gas flow rate will deposit the soot in the flue gas on the heated surface, so that the heated surface pollution degree is aggravated. The flow rate of the flue gas causes the CF curve to have strong nonlinearity and nonstationarity (deposition and erosion of ash) even after the noise is removed, which is exactly the difficulty of prediction. If the neural network algorithm is used for direct prediction, it may not be able to adapt to multiple features at the same time.



On the basis of solving the modal mixing problem existing in EMD, CEEMDAN completed the multiscale analysis of the ash accumulation curve with multifeature fusion and obtained a global degradation component and several high-frequency components. The advantage of this is that the prediction model can better adapt to the input signals. Compared with wavelet decomposition algorithms, CEEMDAN has the advantages of self-adaptive determination of basis function and decomposition layer number. In addition, the time cost is an issue to be considered for multi-step-ahead predictions. Excluding the training time of the prediction model, the time occupied by CEEMDAN is less than 10 s, which is satisfactory.




4. Dynamic Neural Network


4.1. Elman Neural Network


Elman neural network is a classical dynamic network, which consists of the input layer, hidden layer, undertake layer, and output layer [33,34]. Compared with other feedforward neural networks, its main characteristic is that there is an additional connection layer in the structure, which constitutes the local feedback. This undertakes layer can be used as a delay operator, which enables the system to adapt to time-varying characteristics and dynamic memory, so it is very suitable for time series prediction. Its structure is shown in Figure 3a.



According to the neural network model, the mathematical model formula of Elman neural network is as follows


  y ( t ) = g  (   w 3  x ( t )  )   



(17)






  x ( t ) = f  (   w 1   x c  ( t ) +  w 2   (  u ( t − 1 )  )   )   



(18)






   x c  ( t ) = x ( t − 1 )  



(19)




where  y  is the output node vector of dimension;  x  is the node element vector of  n  dimension intermediate layer;  u  is the input vector of  r  dimension;    x c    is  n  dimensional feedback state vector;    w 3    is the connection weight from the hidden layer to the output layer;    w 2    is the connection weight from the input layer to the hidden layer;    w 1    is the connection weight from the undertake layer to the hidden layer;   g ( ⋅ )   is the linear combination of the transfer function of output neurons and the output of hidden layer.   f ( ⋅ )   is the transfer function of hidden layer neurons.




4.2. Nonlinear Autoregressive Neural Network


NAR (nonlinear autoregressive) neural network model is a nonlinear autoregressive model [35,36]. The autoregressive model is a nonlinear regression model using itself as a regression variable, i.e., using the linear combination of random variables at some early moments to describe random variables at some later moments. This is a common form of time series, which can be expressed as Equation (20)


  y ( t ) =  a 0  +  a 1  y ( t − 1 ) + ⋯ +  a n  ( t ) y ( t − n ) + e ( t )  



(20)




where,   e ( t )   is white noise. Based on this principle, the NAR neural network model adopted in this paper is a dynamic neural network based on time series, which can be defined as shown in Equation (21)


  y ( t ) = f  (  y ( t − 1 ) , y ( t − 2 ) , ⋯ , y ( t − d )  )   



(21)




where,   y ( t )   represents the output data at the current moment;   y ( t − 1 ) , y ( t − 2 ) , ⋯ , y ( t − d )   represents the output data of historical moment;  d  represents the order of delay, and   y ( t )   represents the network output. NAR neural network is composed of input layer, hidden layer, output layer and input delay order. As shown in Figure 3b.




4.3. Network Structure Design


The dynamic neural networks can be divided into two types according to different methods of realizing system dynamics. One is the regression network, which is composed of static neurons and output feedback of the network (such as NARNN). Another type is formed by neuronal feedback (e.g., Elman). In order to achieve the final long-term effective prediction results, it is no longer limited to the prediction with actual data. Therefore, this paper also designed Elman as output data feedback to the input layer, so as to form the network output feedback model. However, both neural networks need to design the number of input layers and hidden layers before they can be used.



Firstly, the number of neural network input can be divided into the following steps:




	Step 1:

	
according to the ash accumulation data collected by DCS system under different working conditions, the average cleaning factor is obtained after processing the data, and the long sequence under different working conditions is tested to see whether it is a stationary sequence. ACF test or ADF test [37] unit root test is generally adopted.




	Step 2:

	
after the stationary sequence is determined, all the sequences are detected by auto correlation, and partial correlation detection is carried out for all the sequences.




	Step 3:

	
determine the input number or regression order according to Akaike information criterion.









Secondly, the best number of hidden layers is usually determined by empirical method. This paper uses trial and error method [38] to determine the optimal number of layers.


    m =   n + l   + α     m ≤ 4   n ( l + 3 ) + 1      



(22)




where,  m  is the number of nodes of hidden layer;  l  is number of nodes in the input layer;  α  is number of nodes in the output layer;—integers between 1 and 10. According to Equation (22), the number of hidden layer nodes  m  is calculated to be between 4 and 13.



Finally, a complete neural network structure model is constructed. The optimal structure of Elman is   n = 5 , m = 9  , the optimal structure of NARNN is   d = 5 , m = 8  .





5. Results and Discussions


5.1. Dataset Description


In order to verify the effectiveness of the proposed method, the CF data set of the 300 MW boiler economizer in the power plant described in Section 2 is used in this paper [23]. The coal is lignite, and the pulverized coal obtained from the coal mill is transported into the furnace to complete the further heat transfer process. The operating values of the boiler are given in the following table (see Table 1). The ash deposition prediction of the economizer based on Elman net and NARNN are carried out respectively to evaluate the performance of the methods. We use MATLAB 2018b and Python to program the methods. The simulations were carried out on a computer, which was configured as follows: CPU is Inter® Core™ I7-6700@3.40 GHz, RAM is 16 G, graphic card is NVIDIA GeForce GT 730 and the operating system is Win10.



A total of 600 points in the dataset represent about 10 hours of the ash deposition process. The dataset before the predicted starting point is usually used as a training dataset. Accordingly, the dataset after the predicted starting point is used as the test dataset. For example, if the 350 th point is used as the predicted starting point, then the training data set is [1, 350] and the test dataset is [351, 600].



The structure of the feedback NN and the input–output relationship are shown in Equations (23)–(25)


  y ( t ) = f  (  y ( t − 1 ) , y ( t − 2 ) , ⋯ , y ( t − d )  )   



(23)






  y ( t + 1 ) = f  (  y ( t ) , y ( t − 1 ) , ⋯ , y ( t − d + 1 )  )   



(24)






  y ( t + m ) = f ( y ( t − 1 + m ) , y ( t − 2 + m ) , ⋯ , y ( t − d + m ) )  



(25)




where   y ( t )   represents the output data at the current moment  t ;  f  represents the neural network mathematical model.   y ( t − 1 ) , y ( t − 2 ) , ⋯ , y ( t − d )   represents the output data of historical moment;  d  represents the order of delay. This method of establishing the input-output relationship is generally called ‘sliding window’.




5.2. Case Analysis


Normally, it is difficult to obtain high-precision prediction results by improving the internal mechanism of the model. The clearness factor degradation curve, as a multiscale fusion curve, has strong nonlinearity and nonstationarity, and it is difficult to obtain good prediction results if it is directly predicted. The key step of this paper is to use the CEEMDAN algorithm to decompose the time series of cleanliness factors after denoising. Figure 4 and Figure 5 are the decomposition results of EMD and CEEMDAN. The input of the decomposition algorithm is obtained by extracting the ash accumulation section with a stable load after data preprocessing from the original all-day economizer clearness factor change curve.



It can be seen from Figure 5 that compared with the original signal, the residual difference component represents the global degradation trend, and a series of high-frequency imfs represent the deposition and erosion of ash on the heated surface due to different flue gas flow rates. The residual component has strong monotonicity, and the global degradation trend of the cleanliness factor time series is extracted from the original signal with strong nonlinearity. imf1-imf8 represent high-frequency components of different frequencies, and the frequency decreases from top to bottom. In this way, through CEEMADN decomposition, multiscale analysis of the time series of the ash accumulation period is realized.



In this section, we use the economizer’s constant load fouling curve to verify the feasibility and effectiveness of the proposed model (large load changes will not reflect the normal fouling situation). In the training stage, the data inside the ‘sliding window’ will be used as the input of the model, and the output will be the next moment data point of the current window. The internal parameters of the model will be continuously updated as the window slides. In the prediction phase, the obtained prediction data will be iteratively put into the window to complete new predictions. Such a prediction method will cause the accumulation of errors, and as the number of prediction steps increases, this negative impact will continue to be obvious, which may eventually make the prediction results of no practical engineering application value. Therefore, the deployment of forwarding prediction steps and prediction errors will be the experimental focus of this article. Six models (M1 (CEEMDAN and NARNN), M2 (EMD and NARNN), M3 (CEEMDAN and Elman), and M4 (EMD and Elman), M5 (NARNN), M6 (Elman)) were used in the experiment. In addition, the prediction starting point is set to 350 min, and two rolling prediction steps are used: 5 steps and 20 steps. M1 and M2 are used to test the influence of different decomposition algorithms on the prediction results. M1 and M3 are used to test the influence of different models on the multistep prediction results.



As can be seen from Figure 6 and Figure 7 (The areas enclosed by the frame in the figure will be enlarged to the right figure, and the areas enclosed by the circles in the enlarged figure will be the areas where the predicted effects are significantly different), due to the small number of forwarding prediction steps (5 steps), the decomposition algorithm and prediction model did not have a large impact on the prediction results. However, it can be seen from the local prediction magnification figure that the M1 model still has the highest prediction accuracy, which is due to the superiority of CEEMDAN (which solves the modal aliasing that exists during decomposition) and NARNN. In addition, due to the existence of the decomposition algorithm, the model can capture the global degradation and volatility of the ash accumulation curve after training (see Figure 8).



In addition, in order to reserve enough time for the preparation of soot blowing operations, the prediction of the health of the heating surface of the boiler needs to obtain high prediction accuracy within the long-term prediction range. Therefore, we apply the proposed model and the comparison model to long-term prediction (prediction 20 steps forward), and the prediction range is still 350 min to the final. It can be seen from Figure 9 that M1 still has a high prediction accuracy, and it predicts better for the fluctuating part of the ash accumulation section. On the contrary, the prediction accuracy of M4 is far from the real situation. It can be seen from Figure 10 that without the intervention of the decomposition algorithm, the accuracy of the prediction results is poor, especially when the number of prediction steps increases to 20 steps and the nonlinear part of the cleanliness factor degradation curve can no longer be well predicted. This also verifies the necessity of the decomposition algorithm in the prediction experiment. In addition, due to the randomness of the neural network, when there is no decomposition algorithm, the stability of the prediction results is relatively poor, and the experimental results cannot be required for actual projects.



Table 2 and Table 3 are root mean square error (RMSE) and mean absolute percentage error (MAPE) with predicted steps of 5 and 20, respectively. The M1 model obtains the smallest RMSE compared to the other five models. Similarly, the MAPE of M1 is the smallest compared to the other five models. From Figure 9 and Figure 10, it can be seen that the multiscale modeling method significantly improves the long-term prediction ability. In addition, the monotonically decreasing global degradation signal and the high-frequency oscillation signal with a basically constant frequency extracted by CEEMDAN are very easy to be modeled by the NARNN network, compared to directly using the undecomposed original signal for modeling (see Figure 10). As shown in Table 2 and Table 3, using the same decomposition algorithm, NARNN has improved prediction accuracy (under RMSE and MAPE) by 46.7% and 50.9% compared to Elman. This further shows that the multiscale NARNN modeling scheme is superior to the prediction of cleanliness factor degradation sequence. Finally, in the 20-step forward prediction experiment of the proposed model, approximately 20 min of soot blowing preparation time can be provided for coal-fired power stations (this is sufficient for the preparation of ash cleaning of thermal power plants), thereby achieving the balance of soot blowing preparation time and prediction accuracy.



In order to further verify the robustness of the proposed model’s predictive ability on the economizer dataset, we arrange the prediction starting points into two different situations. In addition, in order to avoid excessively destroying the prediction effect due to the excessive number of forwarding prediction steps, which makes this experiment lose its due meaning, we set the number of forwarding prediction steps to 10.



Figure 11 and Figure 12 are the prediction results of the prediction starting point of 350 min (the results based on the CEEMDAN and EMD decomposition algorithm are given), and Figure 13 and Figure 14 are the starting point of 450 min. It can be seen from the figure that both predictions have good prediction accuracy in the early stage, but as the prediction continues, the prediction ability continues to decline. M2 has a serious upward situation at the predicted starting point of 350 min but does not exist at the starting point of 450 min, which is caused by the combination of the pros and cons of the model and the amount of historical information. It is worth noting that the M4 model is basically unable to predict the fluctuating part of the ash accumulation curve, and the M1 model has good prediction accuracy even if the prediction starting point is advanced.



We give the prediction errors of various models in the form of histograms (Figure 15 and Figure 16) in order to visually evaluate the quality of different models between different prediction starting points and the same prediction starting point. It can be seen intuitively from the histogram that when the prediction starting point is 350 min, the M1 model has the highest prediction accuracy regardless of the RMSE or MAPE compared to the other three, and the error of M4 is relatively large. It can be seen from these prediction results that the design scheme of the proposed model is suitable for the prediction of ash accumulation on the heating surface of the boiler.





6. Conclusions


The prediction of energy efficiency of heat transfer surfaces considering ash fouling plays an important role in PHM of coal-fired power plant boilers. We proposed a comprehensive method to solve this problem by using signal processing methods and a dynamic neural network. At first, the cleanliness factor is used to characterize the ash fouling status of heat transfer surfaces because ash deposition is difficult to measure directly. The monitoring results of CF have proven to be an effective way to characterize the variations of thermal performance due to ash deposition and soot-blowing operations.



Then, combining the adaptive decomposition algorithm (CEEMDAN) and the dynamic neural network model (NARNN), from the perspective of multi-step-ahead prediction, the dynamic real-time prediction of the heating surface is completed. In addition, in order to verify the influence of the modal aliasing problem on the fouling prediction, the EMD decomposition algorithm is introduced into the experiment. Elman neural network is used as a comparison model to verify the superiority of the proposed model. Finally, the model was validated using the ash pollution data set of a 300 MW coal-fired power plant boiler economizer. Experiments with different prediction steps and different starting points show that CEEMDAN-NARNN has sufficient accuracy in the heat transfer prediction of the heat transfer surface of coal-fired power plant boilers considering ash pollution, and the small prediction error is obtained under the RMSE and MAPE error indicators. Compared with CEEMDAN-Elman, EMD-NAR, EMD-Elman, and other models, the accuracy is improved by at least 25% in the five-step-ahead prediction and 15% in the ten-step-ahead prediction.



Compared with the widely used methods nowadays, the data-driven prediction method based on decomposition algorithm and dynamic neural network can complete accurate prediction without exploring the internal mechanism of the actual physical model. In a broad sense, the number of prediction steps by the multi-step-ahead prediction can be directly used as the preparation time for the soot blowing operation to meet the purpose of ‘early warning’ and has strong practical application. However, the prediction accuracy of multi-step-ahead prediction and the number of forwarding prediction steps have always been contradictory. How to further improve the prediction accuracy is the work that needs to be done in the future.
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Figure 1. Monitoring results: economizer cleanliness factor versus soot-blowing signal. 
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Figure 2. Contrast picture of the CF data before (a) and after (b) pretreatment. 
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Figure 3. (a) Elman neural network model, (b) NAR network architecture model. 
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Figure 4. EMD decomposition of ash accumulation curve. 
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Figure 5. CEEMDAN decomposition of ash accumulation curve. 
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Figure 6. Five-step-ahead prediction of M1, M3 using CEEMDAN (a) and partial enlarged figure (b). 
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Figure 7. Five-step-ahead prediction of M2, M4 using EMD (a) and partial enlarged figure (b). 
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Figure 8. Five-step-ahead prediction of M5, M6 without any decomposition algorithm (a) and partial enlarged figure (b). 
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Figure 9. Twenty-step-ahead prediction of M1, M3 and M2, M4 using CEEMDAN (a) and EMD (b). 
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Figure 10. Twenty-step-ahead prediction of M5, M6 without any decomposition algorithm. 
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Figure 11. Using CEEMDAN to predict at different starting points. 350 min (a) and partial enlarged figure (b). 
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Figure 12. Using EMD to predict at different starting points. 350 min (a) and partial enlarged figure (b). 
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Figure 13. Using CEEMDAN to predict at different starting points (450 min). 
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Figure 14. Using EMD to predict at different starting points. 450 min, (a) and partial enlarged figure (b). 
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Figure 15. Different prediction starting points (350 min and 450 min) under the evaluation index (RMSE). 
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Figure 16. Different prediction starting points (350 min and 450 min) under the evaluation index (MAPE). 
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Table 1. Boiler operation values.






Table 1. Boiler operation values.





	BECR
	300 MW



	Fuel (coal) mass flow
	35.4 kg/s



	Main steam mass flow
	909.6 t/h



	Superheated steam pressure
	17.25 MPa



	Superheated steam temperature
	540 °C



	Reheated steam flow
	743.2 t/h



	Reheated steam pressure
	3.18 MPa



	Reheated steam temperature
	540 °C



	Feed water temperature
	270 °C



	Total air flow
	295 kg/s
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Table 2. Multistep prediction error analysis (RMSE).
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Step

	
RMSE




	
M1

	
M2

	
M3

	
M4

	
M5

	
M6






	
5

	
0.004080

	
0.006873

	
0.005526

	
0.008967

	
0.009080

	
0.01111




	
20

	
0.01013

	
0.01899

	
0.009810

	
0.009741

	
0.01188

	
0.01970
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Table 3. Multi-step prediction error analysis (MAPE).
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Step

	
MAPE




	
M1

	
M2

	
M3

	
M4

	
M5

	
M6






	
5

	
0.005006

	
0.008441

	
0.007091

	
0.01020

	
0.010722

	
0.010822




	
20

	
0.01238

	
0.02522

	
0.012194

	
0.01157

	
0.014459

	
0.026376
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