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Abstract

:

In the current paper, we endeavour to execute a numerical analysis in connection with the boundary layer flow induced in a non-Newtonian liquid by a stretching sheet with heat and mass transfer. The effects of chemical reactions and local thermal non-equilibrium (LTNE) conditions are considered in the modelling. The LTNE model is based on energy equations, and provides unique heat transfer for both liquid phases. As a result, different temperature profiles for both the fluid and solid phases are used in this work. The model equation system is reduced by means of appropriate similarity transformations, which are then numerically solved by employing the classical Runge–Kutta (RK) scheme along with the shooting method. The resultant findings are graphed to show the effects of various physical factors on the involved distributions. Outcomes reveal that Jeffrey fluid shows improved velocity for lower values of porosity when compared to Oldroyd-B fluid. However, for higher values of porosity, the velocity of the Jeffery fluid declines faster than that of the Oldroyd-B fluid. Jeffery liquid shows improved fluid phase mass transfer, and decays more slowly than Oldroyd-B liquid for higher values of chemical reaction rate parameter.
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1. Introduction


To characterize heat transfer in porous media, two fundamental models may be used: the LTNE model (two-equation model), and the local thermal equilibrium (LTE) model (one-equation model). The thermal variance between the liquid and solid phases is accounted for in the LTNE model. In certain cases, the assumption of LTE is not valid if the temperature difference between the two phases is significant. At this point, the LTNE model must be employed, and an additional thermal boundary condition at the interface must be given. When the heat flux is large and the flow is fast, the effects of LTNE become considerable. In recent years, applications of nanofluids and porous media theories have made LTNE model research increasingly significant. Nield and Bejan [1] developed the first two-field model for the energy equation. To characterize the typical thermal behaviour of saturated media, they employed dual independent equations for the solid and fluid phases, rather than a single energy equation. Kuznetsov and Nield [2] used the Brinkman model to explore the LTNE effect on the onset of convection in nanoliquids. Sheremet et al. [3] coupled the LTNE with a Tiwari–Das nanoliquid model to replicate natural convection in a square cavity filled with a nanoliquid. Prakash et al. [4] inspected the non-Darcian flow of liquid on an upright stretched plate encased in a porous medium using the LTNE model. Mahajan and Sharma [5] demonstrated the consequences of LTNE on convection in magneto-nanoliquids.



The study of heat transfer is one of the most significant and commonly utilized engineering disciplines, and its relevance is heightened by the need for energy management and energy savings. Finding efficient ways to minimize energy usage and boost productivity is critical on this route. Optimizing heat transfer equipment to achieve improved energy efficiency necessitates a focus on equipment downsizing on the one hand, and increasing heat transfer per unit of area on the other. Because of its structure, a porous medium offers a significant heat transfer area in a given volume. As a result, research into heat transport in porous media has gained prominence in recent years. A porous medium is a solid substance with pores within it, and fluid flows through these continuous pores. Numerous studies have been conducted on heat transference in porous media, which is employed in many applications, such as cooling electronic components, combustion chambers, compact heat exchangers, researching granular bed reactors, and storing nuclear and radioactive waste. Muthtamilselvan et al. [6] explored the LTNE conditions on a laminar flow of nanofluid passing through an upright plate with a porous medium. Kumar et al. [7] demonstrated the Darcy flow of nanoliquid on a cylinder with radiative heat flux. Xiong et al. [8] elucidated the cross-nanofluid stream on a needle with a porous medium. Sharma and Mahajan [9] explored the influence of LTNE on the magnetic nanofluid layer in a permeable medium with magnetic field impact. Gowda et al. [10] reported dusty hybrid nanoliquid flow through a stretchy surface with a permeable medium.



The relationships of mass transfer and chemical reaction are extremely tough to study, and may be examined in the usage of reactant species and production at various rates within the mass transfer of fluid. Chemical reaction in a flow initiated by a stretched sheet is important in biochemical engineering, plastic extrusion, and metallurgy. A few instances include moisture and temperature supplies across an agricultural plot, or energy transmission in a rainy cooling tower. Many researchers’ work has been examined in connection to these applications. Song et al. [11] elaborated the chemically reactive stream of a hybrid nanofluid with radiation in the presence of double diffusion. Khan et al. [12] elucidated the entropy analysis in the chemically reactive flow of a nanofluid with Marangoni convection and activation energy. Gowda et al. [13] modelled and discussed a chemically reactive flow of second-grade nanoliquid using Marangoni convection. Kumar et al. [14] exemplified the chemically reactive flow of Casson nanoliquid. Gowda et al. [15] elucidated the magnetic dipole impact on nanofluid flow over a stretching surface with chemical reaction.



Because of their importance in engineering and industry, it is critical to explore the flow behaviour of non-Newtonian liquids. This interest has grown as a result of their applications in biorheology, geophysics, petroleum and chemical industries. Some mathematical concerns concerning the boundary and beginning conditions remain unresolved; this is because the model equations for non-Newtonian liquids have a higher order than the Navier–Stokes equations. As a result, any study involving the closed-form solutions of non-Newtonian liquids constantly draws the attention of researchers. In non-Newtonian liquid models, Jeffrey and Oldroyd-B liquids have considerable applications in fluid mechanics due to their relaxing properties; hence, various researchers have performed comparative investigations on these fluid flow models past various surfaces. Sandeep et al. [16] used the Buongiorno model to compare Maxwell, Oldroyd-B, and Jeffrey fluid flows on a porous, stretchable sheet. Sandeep and Sulochana [17] proposed a unique model for examining the heat transfer in Oldroyd-B, Maxwell, and Jeffrey nanofluids on a stretchable sheet. Recently, Mabood et al. [18] explained the impact of heat generation on the radiative flow of Oldroyd-B liquid past a sheet, and discussed the flow and heat transport behaviour. Ibrahim and Gadisa [19] used the Galerkin finite-element method to discuss the convective heat transference in the flow of Oldroyd-B liquid on a sheet. Khan et al. [20] explained the bioconvective slip flow of Oldroyd-B liquid on a sheet with suspended nanoparticles and gyrotactic microbes on a sheet. Ali et al. [21] used the finite-element technique to discuss the impact of double diffusion on Oldroyd-B liquid flow with suspended nanoparticles on a sheet, and explained the convective heat and mass transport. Pandikunta et al. [22] deliberated the radiative dissipating flow of Jeffrey nanoliquid on a sheet, and discussed the convective heat transport. Shahzad et al. [23] explored the dissipative magnetized flow of Jeffrey nanomaterial liquid on a surface. Rasool et al. [24] explained the magnetized flow of Jeffrey liquid with a nanoparticle suspension on a sheet. Rasheed et al. [25] explicated the convective and radiative streams of Jeffrey liquid with magnetic effect past a sheet.



The analysis of boundary layer flow problems involving real fluids past stretching sheets/surfaces received considerable attention in various fields of science and engineering, including chemical engineering, plastic drawing, and polymer sheet extrusion. In connection to these, numerous researchers explored the flow of different liquids past a stretching sheet. Ishak et al. [26] numerically analysed the heat transfer in the flow of a liquid past a stretchable sheet using a finite-difference scheme. Vajravelu et al. [27] used the Keller box method to discuss the heat transport analysis of a viscous liquid past a stretchable sheet. Recently, Kumar et al. [28] explored the magnetic dipole and thermophoretic effects on Maxwell nanoliquid flow on a stretchable sheet. Gowda et al. [29] deliberated the heat and mass transport analysis of nanoliquid flow past a stretchable sheet. Mallikarjuna et al. [30] elaborated the dissipative flow of a dusty hybrid nanoliquid past a stretchable sheet. One of the most often addressed problems is heat transfer analysis in laminar flow past sheets/pipes/tubes. Both academic and industrial uses exist for laminar flows. Laminar flow devices are increasingly being used in the electronics and aerospace sectors to manage airborne particulate matter. Many laminar flows serve as standards for developing improved simulation methods. The laminar domain is typically formed in flows with low velocity, low density, or high viscosity from an industrial standpoint [31,32].



To the best of our knowledge, the effect of chemical reaction on the non-Newtonian liquid flow over a stretching sheet with a porous medium under LTNE conditions have not been explored in the literature. The present paper’s main focus is to numerically examining the aforementioned flow. It is common knowledge that there are a variety of methods that may be considered in order to come up with viable solutions to this kind of issue. However, no numerical solution has yet been explored for the above-described flow. This research gap prompted us to utilize a numerical technique (the classical RK method) and a shooting scheme [33,34,35,36,37] to explore the effects of key factors on the flow features of Oldroyd-B and Jeffrey flow inside the interface. Finally, this paper’s goal was to provide solutions to the following related research questions:




	
❖ What effects do several significant factors have on the flow, mass, and heat transfer behaviour of Oldroyd-B and Jeffrey liquids?



	
❖ What effects do the increase of different dimensionless variables have on the solid and liquid phase heat transfer rates?



	
❖ What effects do the increase of different dimensionless variables have on skin friction and mass transfer rate?









2. Mathematical Formulation


Consider a steady, incompressible, laminar flow of non-Newtonian liquid (Oldroyd-B and Jeffrey) over a sheet in a two-dimensional cartesian coordinate system    (  x , y  )   . With velocity components u, v in    (  x , y  )    directions, the x-axis is taken in the direction of the main flow over the plate, and the y-axis is normal to the plate. Further, it is assumed that the sheet is being stretched with the velocity    U w  = c x   in a porous medium—a characteristic Darcy model. The flow is restricted to y > 0, and coincides with the plane y = 0, as shown in Figure 1. Each boundary wall is assumed to be impermeable and with perfect thermal conductance. Furthermore, the mass transfer process is considered in the occurrence of chemical reaction. Homogeneousness in the porous medium is assumed. The heat transfer analysis of the liquid and solid phases is analysed by using two different heat transport equations [1,4]. It is also worth noting that these equations are in the form of time-invariant partial differential equations.



The equations for the assumed flow, heat, and mass transfer scrutiny inside the porous medium takes the following form [4,16,17]:



Continuity equation:


    ∂ u   ∂ x   +   ∂ v   ∂ y   = 0  



(1)







The continuity equation, Equation (1), states that inflow is equal to outflow. Here,    (  u , v  )   [    ms   − 1    ]    are velocity components in the    (  x , y  )   [ m ]    directions.



Momentum equation:


     1   ε 2     [  u   ∂ u   ∂ x   + v   ∂ u   ∂ y    ]  +  β 1   [   u 2     ∂ 2  u   ∂  x 2    +  v 2     ∂ 2  u   ∂  y 2    + 2 u v    ∂ 2  u   ∂ x ∂ y    ]  =        μ f     ρ f   (  1 +  β 2   )     (     ∂ 2  u   ∂  y 2    +  β 3   (  u    ∂ 3  u   ∂ x ∂  y 2    + v    ∂ 3  u   ∂  y 3    −   ∂ u   ∂ x      ∂ 2  u   ∂  y 2    +   ∂ u   ∂ y      ∂ 2  u   ∂ x ∂ y    )   )  −    μ f     ρ f     u   K *    .    



(2)







Equation (2) is a momentum equation that holds the momentum conservation rule. Inertial forces are responsible for the first term on the left hand side of Equation (2), while the last term is due to the additional effect of the porous medium. The relaxation time—or the time it takes for a reaction to achieve equilibrium—is represented by the parameter    β 1   [ s ]   . In general, there are many relaxation times, each of which is linked to an internal reaction. However, a black box approach and a single relaxation time are used for the whole system ([38]).  ε  is the dimensionless porosity. The parameter    β 2    is the relaxation and retardation time ratio. The parameter    β 3      [ s ]    indicates the retardation time, which is the period between the application of a force and the manifestation of its effect by [39]. Because viscoelastic liquids do not react instantly to a rapid change in stress, they have a retardation time ([39]). Here,  μ     [    kgm   − 1    s  − 1    ]    is the dynamic viscosity,  ρ    [    kgm   − 3    ]    is the density, and    K *      [   m 2   ]    is the porous medium’s permeability.



Energy equations for fluid and solid phases:


   1 ε   [  u   ∂  T f    ∂ x   + v   ∂  T f    ∂ y    ]  =    k f       (  ρ  C p   )   f     (     ∂ 2   T f    ∂  y 2    +    ∂ 2   T f    ∂  x 2     )  +    h  f s     ε    (  ρ  C p   )   f     (   T s  −  T f   )  ,  



(3)






  0 =    k s       (  ρ  C p   )   s     (     ∂ 2   T s    ∂  y 2    +    ∂ 2   T s    ∂  x 2     )  +    h  f s      (  1 − ε  )     (  ρ  C p   )   s     (   T f  −  T s   )  .  



(4)







Equation (3) states that heat may be transferred through a fluid via convection (LHS), by conduction (first term on RHS), or by heat exchanges between the fluid and solid-matrix phases (last terms on RHS).



The nature of the saturating fluid and porous matrix determine the interphase heat transfer coefficient h, and the value of this coefficient has been the topic of great experimental attention. Small values of h give rise to relatively significant thermal non-equilibrium effects, whereas large values of h correspond to a fast movement of heat between the phases (LTE) [40].



Diffusion equation:


   1 ε   [  u   ∂ C   ∂ x   + v   ∂ C   ∂ y    ]  = D  (     ∂ 2  C   ∂  y 2    +    ∂ 2  C   ∂  x 2     )  −  k r   (  C −  C ∞   )  .  



(5)







Equation (5) represents the diffusion equation or mass transfer equation. The last term of the RHS represents the additional effects of chemical reaction.



The pertinent boundary conditions for the velocity field are:


        u = c x , v = 0   a t   y = 0       u → 0 ,   ∂ u   ∂ y   → 0   a t   y → ∞      }   



(6)







For the energy Equations (3) and (4), the thermal boundary conditions are:


         T f  =  T w  ,  T p  =  T w      a t     y = 0 ,        T f  →  T ∞  ,  T p  →  T ∞    a s     y → ∞ .      }   



(7)







The boundary conditions for the diffusion Equation (5) are:


        C =  C w      a t     y = 0 ,       C →  C ∞      a s     y → ∞ .      }   



(8)




where  c     [   s  − 1    ]    is the stretching constant,  T     [ K ]    is the temperature,  C  is the concentration,  D     [   m 2   s  − 1    ]    is the diffusivity,    k r      [   s  − 1    ]    is the reaction rate.    h  f s       [    kgs   − 3    m  − 1    K  − 1    ]    is the heat transfer coefficient for the fluid–solid interface,  k     [    kgms   − 3    K  − 1    ]    is the thermal conductivity, and    T ∞    and    C ∞    represent the ambient temperature and ambient concentration of the fluid, respectively. Similarly,    T w    and    C w    are the wall temperature and wall concentration of the fluid, respectively. The suffix  f  represents the base fluid phase, while  s  represents the solid-matrix phase.



The proposed mathematical model is deliberated based on the following conditions:




	
The problem represents Jeffrey fluid, if    β 1  = 0 ,  β 2  ≠ 0 ,  β 3  ≠ 0  ;



	
The problem represents Oldroyd-B liquid, if    β 1  ≠ 0 ,  β 2  = 0 ,  β 3  ≠ 0  .








2.1. Similarity Transformations Used in the Model


The experimenters must discover similarity transformations that decrease the number of independent variables in the problem in order to collapse measurements or calculations performed in a three-dimensional space into a two-dimensional plot. The use of similarity transformations aims at reducing the complexity of the problem. The similarity transformations method involves converting partial differential equations to ordinary differential equations that may be solved in a traditional manner. The similarity transformations used in the modelling are as follows:


    ψ =   c  ν f    x f ( η ) , u =   ∂ ψ   ∂ y   = c x  f ′  ( η ) , v = −   ∂ ψ   ∂ x   = −   c  ν f    f ( η ) , η =    c   ν f      y ,      θ f  ( η ) =    T f  −  T ∞     T w  −  T ∞    ,  θ s  ( η ) =    T s  −  T ∞     T w  −  T ∞    , χ ( η ) =   C −  C ∞     C w  −  C ∞    .    



(9)




where,    θ s  ( η )   represents the solid-phase thermal profile,    θ f  ( η )   represents the fluid-phase temperature profile, and   χ ( η )   is the concentration profile. One of the most challenging aspects of calculating the flow of an incompressible liquid is that the equations of momentum must be solved under the continuity constraint, regardless of their form (Equation (2)). The vorticity/stream function technique is a well-known method of solving challenges in two-dimensional flow issues. The equation of continuity is fulfilled by expressing velocity in terms of a stream function  ψ , which guarantees that the velocity field is solenoidal. Thus, one governing equation (the continuity Equation (2)) is eliminated.



Furthermore, by using Equation (7), the momentum Equation (2) is reduced as follows:


     f ‴  +  λ 2   [    f ″  2  − f  f  i v    ]  −   ( 1 +  β 2  )    ε 2     [    f ′  2  − f  f ″   ]  − ( 1 +  β 2  )  K  * *    f ′      − ( 1 +  β 2  )  [   λ 1   (   f 2   f ‴  − 2 f  f ′     f ″   )   ]  = 0 .    



(10)







The reduced boundary conditions of the velocity field become:


   f ′  ( 0 ) = 1 , f ( 0 ) = 0 ,  f ′  ( ∞ ) → 0 ,  f ″  ( ∞ ) → 0 .  



(11)




where the non-dimensional parameters in the momentum equation are as follows:



   λ 2  =  β 3  c   is the Deborah number with respect to retardation time,    K  * *   =    ν f     K *  c     is the porosity parameter, and    λ 1  =  β 1  c   is the Deborah number with respect to relaxation time.



The energy Equations (3) and (4) can be reduced to the following forms:


   1  Pr    θ f ″  +  1 ε  f  θ f ′  + H  (   θ s  −  θ f   )  = 0 ,  



(12)






   1  Pr    θ s ″  + γ H  (   θ f  −  θ s   )  = 0 .  



(13)







The corresponding reduced thermal boundary conditions for the energy equations are:


   θ f  ( 0 ) = 1 ,  θ s  ( 0 ) = 1 ,  θ f  ( ∞ ) → 0 ,  θ s  ( ∞ ) → 0   .  



(14)




where the non-dimensional parameters in energy equations are as follows:



  γ =   ε  k f    ( 1 − ε )  k s      is the porosity-modified conductivity ratio,   Pr =    ν f     α f      is the Prandtl numberm and   H =    h  f s    α f    ε c  k f      is the non-dimensional interphase heat transfer parameter.



The reduced diffusion equation is as follows:


   1  S c    χ ″  +  1 ε  f  χ ′  − σ χ = 0 .  



(15)




along with the reduced boundary conditions for the diffusion equation:


  χ ( 0 ) = 1 , χ ( ∞ ) → 0   .  



(16)




where the non-dimensional parameters in the diffusion equation are as follows:



  S c =    ν f   D    is the Schmidt number, while   σ =    k r   c    is the chemical reaction rate parameter.




2.2. The Quantities for Engineering Interest


One of the most significant variables in aeronautical engineering is wall shear stress, often known as skin friction; this is responsible for a significant part of the drag on commercial aircraft, and is widely utilised by the CFD community to determine the velocity profile of the boundary layer. The local skin friction   (  C f  )   parameter is used to determine the resistance to the flow. The relation in its non-dimensional form is as follows:


    Re    C f  = 2  (    1 +  λ 1    1 +  λ 2     )   f ″  ( 0 ) .  



(17)







The Nusselt number (Nu) is the convective-to-conductive heat transport ratio at a fluid’s boundary. Advection (fluid motion) and diffusion are both types of convection (conduction). Nusselt number relations are used to determine the rate of heat transfer; these relations in their dimensionless forms take the following structure for fluid and solid phases, respectively:


    N  u f      Re     = −   θ ′  f  ( 0 ) ,  



(18)






    N  u s      Re     = −   θ ′  s  ( 0 ) ,  



(19)




where   N  u f    and   N  u s    represent the Nusselt numbers for the liquid and solid phases, respectively.



The Sherwood number (Sh) is a non-dimensional number used in mass transference operations. It is also known as the mass transfer Nusselt number. It is the proportion of convective mass transfer to diffusive mass transport rate. This relation in its non-dimensional form is as follows:


    S h     Re     = −  χ ′  ( 0 ) ,  



(20)




where   Re   is the local Reynolds number and   S h   is the Sherwood number.





3. Numerical Procedure


Not all boundary value problems can be solved analytically, but the solution to a well-defined initial value problem is easy to provide. This leads to numerical solutions, which consist of the shooting method and Runge–Kutta integration scheme. These methods have gained popular significance due to their applications in resolving problems in science and engineering. It is very important to choose the appropriate integrator, as this decides the accurateness of the shooting process. The system of Equations (10), (12), (13) and (15) with the boundary constraints (11), (14), and (16) have been numerically solved by applying the Runge–Kutta integration scheme together with the shooting iteration procedure. Thus, Equations (10)–(16) are transformed into a system of first-order differential equations.



Later, the shooting method is used to guess the missing initial conditions via iterative process, and undetermined initial conditions are presumed. Then, the resultant conditions are integrated with the help of the Runge–Kutta process. Iteratively comparing the estimated value of the dependent variable at the terminal point with its supplied value improves the values of presumed missing initial conditions. The value of  η  is chosen sufficiently large so that the boundary conditions are asymptotically satisfied. A program was written using MATLAB to solve the problem. A step size of   Δ η = 0.0001   was selected to be satisfactory for a convergence criterion of     10   − 6     in nearly all cases. The numerical findings are also compared for the thermal gradient obtained with existing works shown in Table 1. Here, the obtained numerical solutions are compared to solutions obtained by Ishak et al. [26] (finite-element method), Vajravelu et al. [27] (Keller box method), and Prakash et al. [4] (Runge–Kutta–Fehlberg method), who all used different methods to solve models related to boundary value flow past stretching surfaces, and attained a better agreement with them.




4. Results and Discussion


The effect of chemical reaction on the non-Newtonian liquid stream on an SS with a porous medium under LTNE circumstances is explored in this study. This section includes a detailed explanation, as well as the impact of key relevant factors on the corresponding distributions. The influence of physical parameters on these features is illustrated one by one graphically. All computations are made for a wide range of flow issue parameters. The impacts of non-dimensional parameters on the involved profiles of Jeffrey and Oldroyd-B liquids are graphically analysed. Furthermore, a comparative investigation of Jeffrey and Oldroyd B liquids is conducted. For all of these, the Prandtl number was fixed to 20.1, while other variables were set to vary in order to analyse the effects on the flow, mass and heat transport.



Figure 2a shows the impact of    K  * *     on    f ′   ( η )    for both Oldroyd-B and Jeffrey liquids. The increase in    K  * *     reduces the    f ′   ( η )    of both liquids. The resistance of the system increases as the porosity component value increases. Because of the increased frictional force, fluid flow is reduced. Increased porosity enhances the surface’s barrier to liquid mobility in this scenario. The additional resistance slows down the liquid’s velocity. Furthermore, at lower    K  * *     values,    f ′   ( η )    for Oldroyd-B liquid is strongly stimulated, and decreases quicker than Jeffrey liquid. However, at higher    K  * *     values, the    f ′   ( η )    of Jeffery liquid is severely stimulated, and decreases quicker than the    f ′   ( η )    of Oldroyd-B liquid. Figure 2b shows the dominance of    K  * *     over    θ f   ( η )    for both liquids. The increase in    K  * *     raises the    θ f   ( η )    of both liquids. The fluids become more viscous as    K  * *     grows, and the fluid’s velocity stagnates as a result of the increased viscosity, which inhibits fluid mobility across the surface. It is evident that the presence of a permeable substance restricts the flow of liquid, resulting in a reduction in liquid velocity and an upsurge in heat transfer. Furthermore, Oldroyd-B liquid has better heat transference than Jeffrey liquid for lower porosity values, whereas Jeffrey liquid has better heat transfer than Oldroyd-B liquid at higher porosity levels. Figure 3a demonstrates the power of  γ  over the    θ f   ( η )    of both fluids. The increasing values of  γ  cause a decrease in the    θ f   ( η )    for both Oldroyd-B and Jeffrey liquids. According to the definition of the  γ , the rising values of  γ  have the ability to decrease the fluid-phase heat transfer. Moreover, the fluid-phase heat transfer of Jeffrey liquid is greater than that of Oldroyd-B liquid, and decays slowly for growing values of  γ . Figure 3b exhibits the effects of  γ  on the    θ s   ( η )    of both liquids. The growth in  γ  causes a decrease in the    θ s   ( η )    of both liquids. Increasing  γ  causes the system to become unstable. The influence is most obvious when there is very little  γ . Convection may be totally suppressed at higher  γ  values, leading to the declination of both fluid- and solid-phase temperature profiles. Furthermore, the solid-phase heat transfer of Jeffrey liquid is greater than that of Oldroyd-B liquid, and decays slowly as  γ  increases.



Figure 4a illustrates the effects of  H  on the    θ f   ( η )    of both liquids. The growth in  H  causes an increase in the    θ f   ( η )    of both liquids. Furthermore, both liquids show approximately similar fluid-phase heat transfer for escalating values of  H . Figure 4b displays the effects of  H  on the    θ s   ( η )    of both Oldroyd-B and Jeffrey liquids. The growth in  H  causes a decrease in the    θ s   ( η )    of both liquids. Furthermore, at increasing values of  H , both liquids exhibit almost the same solid-phase heat transfer. As  H  rises, the thermal gradient of the solid phase decreases, while that of the fluid phase rises, owing to quick heat transfer between the phases. Figure 5a shows the effects of  σ  on the   χ  ( η )    of both Oldroyd-B and Jeffrey liquids. The increase in  σ  causes a decrease in the   χ  ( η )    of both liquids. The distribution of solutal concentration becomes weaker in the event of a chemical reaction. As a consequence, as the chemical reaction parameter grows, the solutal concentration boundary layer becomes thinner. Chemical reactions speed up the rate of interfacial mass transfer. Further, Jeffrey liquid shows improved fluid-phase mass transfer and decays more slowly compared to Oldroyd-B fluid for higher  σ  values. The impact of   S c   on the   χ  ( η )    of both fluids is disclosed in Figure 5b. The increase in   S c   causes a decrease in the   χ  ( η )   . The growing value of   S c   increases momentum diffusivity and causes the mass transport to deteriorate. The Schmidt number is a dimensionless number that describes the relationship between mass and momentum diffusivities in a fluid flow. The smallest   S c   refers to the highest concentration of the nanoparticles. The higher values of   S c   cause a decrease in the diffusion coefficient, which slows down the mass transfer. Furthermore, the   χ  ( η )    for Jeffrey liquid decays more slowly than that of the Oldroyd-B liquid for escalating values of   S c  .



Figure 6a depicts the effects of    λ 2    and    K  * *     on the     Re   1 / 2    C f    of both fluids. The escalating values of    λ 2    cause an increase in the skin friction, but improved values of    K  * *     cause a decrease in the     Re   1 / 2    C f    of both liquids. Moreover, the     Re   1 / 2    C f    for Jeffrey liquid declines faster than that of the Oldroyd-B liquid. The fluctuation in   S h R  e  − 1 / 2       versus   S c   for escalating values of  σ  for both liquids is revealed in Figure 6b. Here,   S h R  e  − 1 / 2       improves with larger values of both  σ  and   S c  . Moreover, Jeffrey liquid shows a lower mass transfer rate than that of the Oldroyd-B liquid with increasing values of both  σ  and    S c   . The effects of  H  on the     Re   − 1 / 2   N  u f    versus  γ  of both liquids are typified in Figure 7a. The intensifying values of  H  cause a decrease in the     Re   − 1 / 2   N  u f    of both liquids, but divergent movement is seen for improved  γ  values. Furthermore, at increasing  H  values, Oldroyd-B liquid has a slightly higher fluid-phase heat transfer rate than Jeffrey liquid. The effects of    K  * *     on the     Re   − 1 / 2   N  u s    versus  γ  of both liquids are exemplified in Figure 7b. The escalating values of    K  * *     cause a decrease in the     Re   − 1 / 2   N  u s    of both fluids, but inverse movement is seen for improved values of  γ . Moreover, Oldroyd-B liquid shows an improved solid-phase heat transfer rate compared to Jeffrey liquid for increasing values of both    K  * *     and  γ .




5. Conclusions


The current study explores the effects of chemical reaction on the flow of non-Newtonian liquid on a stretching sheet with a porous medium under LTNE conditions. The model equation system is reduced by using appropriate similarity transformations, which are then solved numerically by employing the shooting method and the classical RK method. The influence of pertinent parameters on the involved profiles is analysed graphically. The main conclusions drawn from the current study are as follows:




	
The increasing values of    K  * *     cause an increase in the    f ′   ( η )    of both liquids, but converse behaviour is seen in the    θ f   ( η )    of both liquids;



	
The liquid- and solid-phase heat transfer of Jeffrey liquids are more than those of Oldroyd-B liquid for increasing values of  γ ;



	
The thermal gradient of the solid phase of both liquids drops, while the liquid phase of both liquids increases, as  H  increases;



	
Jeffrey liquid shows improved fluid phase-mass transfer and decays more slowly than Oldroyd-B liquid for higher values of both  σ  and   S c  ;



	
The rising values of  H  cause a decrease in the     Re   − 1 / 2   N  u f    of both liquids, but divergent movement is seen for improved  γ  values;



	
The escalating values of    K  * *     cause a decrease in the     Re   − 1 / 2   N  u s    of both fluids, but inverse movement is seen for improved values of  γ .
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Figure 1. Flow geometry. 
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Figure 2. (a) Effect of    K  * *     on    f ′   ( η )   , and (b) effect of    K  * *     on    θ f   ( η )   . 
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Figure 3. (a) Effect of  γ  on    θ f   ( η )   , and (b) effect of  γ  on    θ s   ( η )   . 
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Figure 4. (a) Effect of  H  on    θ f   ( η )   , and (b) effect of  H  on    θ s   ( η )   . 
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Figure 5. (a) Effect of  σ  on   χ  ( η )   , and (b) effect of   S c   on   χ  ( η )   . 
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Figure 6. (a) Plot for skin friction, and (b) plot for Sherwood number. 
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Figure 7. (a) Plot for fluid phase Nusselt number, and (b) plot for solid phase Nusselt number. 
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Table 1. Comparison of results for the thermal gradient with published papers for some reduced cases.
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    Pr    

	
    Published   Papers    θ ′  ( 0 )    

	
Present Results




	
Ishak et al. [26]

	
Vajravelu et al. [27]

	
Prakash et al. [4]

	
     θ s ′  ( 0 )    

	
     θ f ′  ( 0 )    




	
     θ s ′  ( 0 )    

	
     θ f ′  ( 0 )    






	
   0.7   

	
   0.8086   

	
   0.808836   

	
   0.808570   

	
   0.808578   

	
   0.808619   

	
   0.808625   




	
  1  

	
   1.0000   

	
   1.000000   

	
   0.999927   

	
   0.999937   

	
   0.999945   

	
   0.999953   




	
  2  

	
   1.9237   

	
   1.923687   

	
   1.923556   

	
   1.923573   

	
   1.923675   

	
   1.923685   




	
   10   

	
   3.7207   

	
   3.720788   

	
   3.720444   

	
   3.720475   

	
   3.720616   

	
   3.720632   
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