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Abstract: In many electrical grids, the share of renewable energy generation increases. As these
generators are typically connected to the grid via inverters, the level of grid inertia decreases.
Such grids may therefore suffer from high rates of change of frequency during power imbalances.
Modern wind turbines can help in controlling the frequency in such grids by providing synthetic
inertia. A controller to provide synthetic inertia with wind turbines was developed at the Wind
Energy Technology Institute in collaboration with Suzlon Energy. For this controller the influence of
providing synthetic inertia on the mechanical loads of the wind turbine is assessed for different grid
frequency scenarios. Such a scenario-based load analysis has not been published before, especially
as the scenarios are derived from real measurements. The effect of the loads strongly depends on
the analyzed grid frequency behavior. Ten months of high quality grid frequency measurements
of the Indian grid are analyzed in order to derive inputs for the load calculation. Different types
of grid frequency abnormities are identified and categorized with respect to their severity. Based
on the observed occurrences of the grid frequency abnormities, realistic scenarios for the load
calculations are chosen. The load calculations are performed for a state-of-the-art Suzlon wind
turbine generator. The load increases caused by the supply of synthetic inertia are calculated for
individual components assuming an otherwise undisturbed power production of the wind turbine in
turbulent wind. Furthermore, a hardware-in-the-loop test bench is used to show how the measured
grid frequencies are actually perceived by the control system of a typical wind turbine. The original
frequency data were recorded with high quality measurement equipment, which is faster and more
accurate than a multi-function relay, often used in wind turbines. For exemplary time traces, the
effect of the reduced measurement accuracy on the reaction of the wind turbine is shown. This aspect
has not been investigated in the literature yet. The results show that wind turbines can provide
synthetic inertia without a considerable effect on the lifetime of the wind turbine. However, there are
still problems with providing synthetic inertia reliably at high power operating points, which have to
be solved.

Keywords: frequency support; grid frequency analysis; mechanical loads; rate of change of frequency;
synthetic inertia; wind turbine; wind turbine generator

1. Introduction

Modern power systems with high shares of inverter-based renewables are bound to
exhibit little system inertia. In order to avoid unfavorable excursions of the grid frequency,
and high rates of change of frequency (RoCoFs), system operators increasingly require the
provision of grid frequency support from renewables. Such grid support is mandatory for
instance in Ireland [1], Québec [2] and India [3]. The existing requirements are typically
tailored to the system operator’s specific needs and their individual control objectives. It
has been shown for various countries that such demands can make future power systems
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with high degrees of non-synchronous penetration more stable, e.g., in Ireland [4], the
UK [5] and South Africa [6]. There are various strategies to support the grid frequency
with wind turbine generators (WTGs) [7]. The frequency support is typically categorized in
fast frequency response (a fast reacting frequency support service, which activates power
proportionally to the grid frequency deviation—this is comparable to traditional primary
frequency control) and the provision of synthetic inertia (reacting proportionally to the
derivative of the frequency) [8]. In addition, there are various control schemes tailored
to the needs of a specific grid operator, e.g., providing a predefined power increase for
approximately ten seconds, if a frequency threshold is violated [9]. The provision of
synthetic inertia with WTGs was first proposed in 2007 by Ramtharan et al. [10] In this
paper, the effect of continuous provision of synthetic inertia (SI) with the so-called variable
H controller [11] is researched, which improves the state-of-the-art concepts by considering
the current operating point of the WTG. In comparison to an event-based activation of SI,
continuous provision of SI stabilizes the grid also during smaller power imbalances in the
grid. Hence, it may help stabilizing the frequency in future grids with little inertia.

Traditionally, WTG control aims to maximize the energy yield of the WTG while
keeping the resulting structural loads at an acceptable level [12]. The main sources of
WTG loads (aerodynamic, inertial and gravitational [13]) have traditionally been addressed
by using a PI(D)-controller with gain scheduling for the speed and power control of the
WTG [14]. Additionally, the drive train and the tower of the WTG are often protected
by a drive train and tower damper, which modifies the power setpoint of the WTG to
reduce the loads on these components [15]. More recent developments in WTG control
use state estimation and sensor fusion [16,17], as well as self-learning algorithms [18,19],
to improve the WTG control and to make it more robust. In addition to these purely
control-based improvements, control concepts which require additional hardware have
lately been proposed, e.g., Lidar-based systems [20], tuned-mass dampers in the tower [21]
or a tunable flywheel in the rotor of the WTG [22]. Structural loads resulting from the
electrical grid are traditionally limited to grid faults, e.g., a low-voltage ride through
events, which result in high mechanical stress for the drive train [23,24]. Suzlon has been
researching this topic for many years already [25]. During such events, the main goal is
to protect the WTG while keeping it connected to the grid. By contrast, grid frequency
support mainly aims to stabilize the frequency of the electrical grid. The control system of
the WTG must therefore handle the dynamic excitation from the wind and, in addition, the
dynamic excitation from the grid. These excitations from the grid must be quantified and
might have to be considered in the load calculation of a WTG comparably to the excitations
from the wind. While the effect of frequency support on the grid is well studied, there
is little research on the consequences for the mechanical loads of the supporting WTGs.
Fleming et al. [26] compared different derating strategies of the WTG for fast frequency
control and calculated the effect on the WTG loads. The authors did not use specific
frequency scenarios but assumed that the WTG remains in derated operation during its
entire lifetime. Wang et al. [27] did a similar study for different synthetic inertia control
methods, which were tested for two predefined frequency scenarios at two different wind
speeds. Fischer et al. recently published a comprehensive report [28] on the interactions
between the supply of various grid services and structural loading of the WTG, e.g., the
effect of SI provision on the drive train [29]. However, there is a lack of publications,
which combine scenarios based on real data (i.e., with a defined severity and frequency
of occurrence) with a comprehensive load analysis. This is problematic, as the results of
the load analysis largely depend on the analyzed scenarios. This paper aims to close this
research gap by analyzing high quality data of the Indian grid frequency and defining
scenarios for the load calculation from this analysis. A load calculation for a state-of-the-art
Suzlon DFIG WTG is performed, which shows the effect of continuous provision of SI
with the variable H controller in the defined scenarios. Furthermore, hardware-in-the-loop
(HiL) tests are carried out, which show the grid frequency actually perceived by the WTG
when an industry standard measurement system is used. In fact, the work presented
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in the paper closes a critical gap in the development of wind turbines. Wind turbine
manufacturers have to be able to assess the lifetime consumption, resulting from newly
demanded services and excitations. Therefore, the presented analytical approach is chosen
to quantify the excitations from the grid frequency. In this context, it is important to note
that the grid frequency does not behave as stochastic as the wind. However, it does not
behave deterministically either. Hence, there are three aspects which define the novelty
of the paper: (I) simulation of comprehensive scenarios based on real grid frequency
measurements for (II) a state-of-the-art WTG (III) considering the real measurement system
of the WTG.

The rest of the paper is structured as follows: Section 2 of this paper describes the
used frequency data set and the method to derive load simulation scenarios from it.
Furthermore, the HiL setup and the simulation environment for the load calculations
is outlined. Section 3 presents and discusses the results of the scenario definition, the
hardware-in-the-loop test and the load calculations. Section 4 summarizes the findings.

2. Methodology, Measurement Setup, Data Analysis and Simulation Model

The methodology used in this paper is summarized in Figure 1. Scenarios for the load
calculations are derived from high-quality recordings of the Indian grid frequency. These
scenarios are tested for different wind conditions and controller settings in a Flex5 [30]
WTG model. Based on these time domain results, the effect of frequency support on the
WTG loads are calculated for the design load case 1.2 [31]. Furthermore, a representative
subset of the frequency scenarios is tested in a HiL setup. These six modified time traces
are also tested in the Flex5 model. The WTG reaction to the six HiL and the corresponding
original scenarios are compared by analyzing accelerations of the most vulnerable WTG
components. This allows estimating the effect of the real measurement system in the WTG
on the controller-induced loads.
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Figure 1. Overview of the used methodology.

After briefly introducing the variable H controller concept, the remainder of this
section is structured along the three aspects of the load calculation: scenario definition, HiL
tests and load simulation environment.

2.1. Variable H Controller

As this paper deals with the consequences of using the variable H controller, the
concept of this controller is briefly introduced. The basic idea of the controller is that the
grid operator defines an inertia constant (Hdem). The WTGs emulate the inertial response
(IR) of a synchronous generator with the defined inertia constant, when the WTGs operate
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at a rated speed (see Equations (1) and (2); [32]). However, unlike synchronous generators,
the rotational speed of a WTG changes with its operating point. Therefore, the variable
inertia constant scales with the operating point of the WTG in accordance with the available
kinetic energy stored in its rotation (see Equation (2)). Hence, the WTG provides as much
IR as possible in its current operating point, while minimizing the risk of reducing the
WTG speed too much.

PSI = −2 · Hvar· Prated·
RoCoF

fgrid
(1)

where PSI is the power change for SI, Prated is the rated power of the WTG and Hvar is the
variable inertia constant.

Hvar = Hdem·
0.5 · JWT ·

(
ω2

gen − ω2
cut−in

)
0.5 · JWT ·

(
ω2

rated − ω2
cut−in

) (2)

where Hdem is the inertia constant to be emulated as defined by the grid operator, ωgen
is the generator speed,ωcut-in is the generator speed at which the WTG starts to produce
power andωrated is the rated generator speed of the WTG.

The power controller of the WTG is modified by adding PSI to the optimal power
derived from the power-vs-speed characteristic of the WTG (see Figure 2). Therefore, PSI
directly influences the power reference of the WTG power controller and grid frequency
abnormities may directly affect the WTG dynamics. Please note that, for the sake of clarity,
Figure 2 does not show an additional controller mentioned in the introduction (e.g., drive
train damper).
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Figure 2. Power setpoint calculation and interaction with the WTG Flex5 model.

2.2. Grid Frequency Analysis and Scenario Definition

For the scenario definition, frequency measurements from the Western Indian power
system are analyzed. The data were recorded between March 2015 and January 2016
following the then most recent IEC 61,400 standard [33] with a state-of-the-art measurement
system and a sample time of 20 ms (in total 1,025,220,000 samples, equivalent to 237.3 days
of uninterrupted measurements). The accuracy of the measurement system is 0.9 mHz.
Hence, the smallest recognizable RoCoF is 0.045 Hz/s.

Load calculations in a previous project [34] showed that the effect of SI provision on
WTG loads during normal frequency behavior is negligible. Therefore, the analysis focuses
on two different abnormalities of the grid frequency, which are identified in the dataset:

1. Grid frequency oscillations: defined as periodic variations of the grid frequency. Os-
cillations are identified by a violation of a frequency-dependent amplitude thresholds
in the frequency domain.

2. Events: defined as abrupt changes of the grid frequency. Events are identified by a
violation of the threshold for the RoCoF (|RoCoF| > 1 Hz/s).
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Both abnormities were also analyzed in the previous project. However, a regular
pattern in frequency events was not addressed, which leads to a very high number of
events (>25,000/year) and eventually to questionable results of the load calculation. The
previous study also did not account for different amplitudes and frequencies of grid
frequency oscillations as it was only used one scenario for this abnormity. Hence, in this
study the recorded grid frequency measurements are analyzed in detail in order to derive
detailed scenarios that are more realistic.

The times during which grid frequency oscillations occur are identified with the
help of an analysis in the frequency domain. For that purpose, an amplitude threshold in
the frequency domain is defined, which leads to a power setpoint variation (PSI/Prated)
with an amplitude of at least 0.01 pu. To derive this threshold, Equation (1) can be solved
for the minimum RoCoF leading to such a power variation using fgrid,0 = 50 Hz and
Hvar = Hdem = 6 s [32]:

RoCoFmin =
PSI

Prated
·

fgrid,0

−2 ·Hvar
(3)

The minimum RoCoF according to Equation (3) must be reached during a grid fre-
quency oscillation. The general equation of a grid frequency oscillation (4) is used to derive
the relation between the RoCoF and the amplitude and the frequency of the oscillation:

fgrid(t) = fgrid,0 + Aosc· sin(2·π·fosc·t) (4)

where fgrid(t) is the instantaneous grid frequency, fgrid,0 the center value of the grid fre-
quency oscillation, Aosc the oscillation amplitude and fosc the oscillation frequency.

Equation (4) can be derived with respect to time to calculate the RoCoF during the
oscillation, RoCoFosc:

RoCoFosc(t) = Aosc·2·π·fosc· cos(2·π·fosc·t) (5)

The maximum RoCoF according to Equation (5) occurs when the cosine term is
1. Hence, Equation (5) can be simplified and solved for the amplitude of the grid
frequency oscillation:

Aosc =
RoCoFosc,max

2·π·fosc
(6)

In order to derive the amplitude threshold in the frequency domain, the maximum
RoCoF during the oscillation, RoCoFosc,max, in Equation (6), is substituted by the mini-
mum RoCoF according to Equation (3). Hence, the modified Equation (6) can be used as
amplitude threshold in the frequency domain.

In order to find times with relevant grid frequency oscillations, the recorded grid fre-
quency measurements are split into overlapping intervals (see Figure 3). The Fourier transform
of each interval is compared to the amplitude threshold according to Equations (3) and (6).
Intervals, for which a relevant oscillation is detected, are marked in green in Figure 3, while
the others are marked in red. Whenever frequency oscillations in adjacent intervals are
detected, these intervals are combined in a single time trace. For the example given in
Figure 3, intervals 3 to 6 (and all further intervals until the end of the ongoing oscillation)
are combined into a single time trace containing the full duration of the oscillation.

In order to define a reasonable number of scenarios for the load calculation, the
detected time traces of grid frequency oscillations are binned with respect to the oscillation
frequency. It is assumed that grid frequency oscillations with an oscillation frequency
close to the eigenfrequency (feigen) of WTG components are more harmful to the respective
component (due to resonance effects). Therefore, narrow frequency bins (feigen ± 10%) are
used around the most important eigenfrequencies of the WTG. All other oscillations of the
grid frequency are grouped and analyzed in three wider bins (see below). For the load
analysis, the scenarios must be properly defined in terms of typical RoCoFs during the
oscillation and the duration of the oscillation:

1. RoCoF during oscillation: The changes of the power setpoint for SI is directly propor-
tional to the occurring RoCoF (see Equation (1)). Hence, a representative RoCoF has
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to be defined for each oscillation bin. For this purpose, the weighted average of the
RMS value of the RoCoF of all time traces in a bin is calculated. The duration of the
individual time traces is used as a weighting factor. Longer time traces have therefore
more influence on the average RoCoF than shorter time traces. The results are chosen
as the representative RoCoF for the corresponding frequency bins.

2. Duration of oscillation: A longer grid frequency oscillation may be more harmful
to the WTG than a shorter one, especially when resonance may occur. Hence, a
representative duration has to be defined for each frequency bin. For this purpose,
the weighted average duration is calculated for each frequency bin. The RoCoF of
the individual time traces is used as a weighting factor, as stronger oscillations are
more harmful to the WTG than weaker ones. The resulting durations are chosen as
the representative duration for the corresponding frequency bins.
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The analysis showed that the majority of the grid frequency oscillations occurred with
an oscillation frequency between 2.6 Hz and 4.6 Hz (see Figure 4). Furthermore, there is a
second cluster with an oscillation frequency below 0.4 Hz. The lack of oscillations with a
frequency between 0.4 Hz and 2.6 Hz is actually beneficial, as most eigenfrequencies of the
vulnerable components of the considered WTG are within this frequency range. Hence,
scenarios for WTG components only have to be defined for the 1st eigenfrequency of the
tower and for the 2nd bending eigenfrequency of the blades (see Table 1). It has to be
noted that the eigenfrequencies of the relevant component may differ depending on the
WTG design, which would influence the choice of scenarios. For this particular WTG, five
scenarios are defined which represent grid frequency oscillations in the load analysis (see
Table 1). In addition to the three properties described above, the total duration of the time
traces in each oscillation bin is given in Table 1 and is used as a likelihood of occurrence
(i.e., % of measurements in which such oscillations occur). The time traces for the scenarios
were chosen such that the representative RMS value of the RoCoF and the representative
duration as defined above are met.
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Table 1. Overview of identified scenarios to represent grid frequency oscillation in the load analysis.

Scenario
Number

Oscillation
Frequency RoCoFRMS Duration Likelihood of

Occurrence Comment for Scenario

1 0.26 Hz 0.1 Hz/s 77 s 0.007% Low frequency oscillation

2 2.73 Hz 0.09 Hz/s 20 s 0.21% High frequency oscillation

3 0.3 Hz 0.07 Hz/s 22 s 0.004% Tower 1st eigenfrequency

4 2.4 Hz 0.127 Hz/s 61.7 s 0.008% Blade 2nd bending eigenfrequency

5 2–2.3 Hz 1 0.103 Hz/s 24 s 0.004% Oscillations with a frequency
between scenario numbers 3 and 4

1 The dominant frequency changes during the oscillation period.

The second abnormity considered in this analysis are frequency events. Figure 5 shows
an example of a frequency event, which occurred during the measurement campaign. The
grid frequency increases temporarily to 50.2 Hz before dropping to 49.65 Hz within 500 ms
and immediately returning to 49.95 Hz. The RoCoF threshold (±1 Hz/s) is violated several
times during the event, both in a negative and a positive direction.

Events can be detected in the recorded grid frequency measurements by a violation of
the RoCoF threshold. The properties of the detected events are analyzed in order to derive
scenarios for the load calculation. For this purpose, the events are categorized based on
three criteria:

1. Event type: An event occurs every twenty minutes in the recorded grid frequency
measurements. The exact reason for these regular events is unknown, but it is likely
caused by the measurement setup and is called an expected event. All other events
are called unexpected events (e.g., see Figure 5). While the expected events may
be avoided with a different measurement system, the other events are likely to be
measured with any kind of system. For this study, only the unexpected events are
considered in the load calculation.

2. Duration: During most events, the RoCoF threshold is violated several times during
a short period, typically less than 500 ms. These events are called singular events,
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e.g., a steep drop of the grid frequency followed by an immediate return to the steady
state value. Sometimes, multiple singular events occur with very short pauses (e.g.,
see Figure 5) causing multiple excitations of the WTG before the WTG can return
to its steady state operating point. Such multiple excitations are potentially more
harmful for the WTG. Hence, such multiple events are considered separately in
the load analysis. The event shown in Figure 5 is classified as a long event as the
RoCoF threshold is violated several times between 13:06:05 and 13:06:06 and again
at 13:06:07.5.

3. Maximum and minimum RoCoF: It is assumed that extreme RoCoFs are more harmful
for the WTG. A combination of maximum and the minimum RoCoF is used to
categorize individual events into clusters (see Figure 6).
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Figure 5. Example for an event of the grid frequency during which the RoCoF threshold is violated several times in a
short period.

There were 2131 unexpected events detected in the analyzed data. These events are
clustered with respect to the maximum and minimum RoCoF for two different durations
(see Figure 6a–c). During 6.5% of the events extreme RoCoFs occurred (see Figure 6a) for
which the detected grid frequency changed by up to −158 Hz/s and +90 Hz/s. These
events were assigned to five clusters (see Figure 6a). The majority of the events showed
smaller RoCoFs up to ±5 Hz/s for short events and up to ±10 Hz/s for long events. These
events were grouped in detailed clusters: three clusters for long events (see Figure 6c) and
seven cluster for short events (see Figure 6b). Even though the RoCoFs for these events are
small in comparison to the extreme events in the data set, they still have a drastic effect on
the power setpoint of a WTG providing SI.

For each cluster, a representative time trace of the grid frequency is chosen as a
scenario for the load calculations (see Table 2). The only exception is cluster one, for which
two separate time traces are chosen as the cluster contains many short and many long
events. The number of detected events in the recorded grid frequency measurements is
used to derive the expected number of events per year for each cluster. Data equivalent
to 237.3 days of uninterrupted measurements are recorded, hence the scaling factor to
365 days is 1.54. As the measurement campaign only recorded data between March 2015
and January 2016, the data are also checked for seasonality effects, e.g., they are caused
by the Indian monsoon. For the data at hand, no such effects stand out: grid frequency
oscillations and events occurred with a similar likelihood throughout the months. Hence, a
linear scaling seems appropriate.
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Table 2. Overview of identified event scenarios for the load analysis.

Scenario
Number Cluster Upper Limit

Minimum RoCoF
Lower Limit

Minimum RoCoF
Lower Limit

Maximum RoCoF
Upper Limit

Maximum RoCoF Duration Number of
Events in Dataset

Number of
Events Per Year

6 1 −50 Hz/s −120 Hz/s 25 Hz/s 90 Hz/s long 27 42

7 1 −50 Hz/s −120 Hz/s 25 Hz/s 90 Hz/s short 9 14

8 2 −10 Hz/s −50 Hz/s 15 Hz/s 75 Hz/s long 19 29

9 3 −100 Hz/s −160 Hz/s 0 Hz/s 20 Hz/s long 4 6

10 4 −10 Hz/s −50 Hz/s 0 Hz/s 15 Hz/s long 77 118

11 5 0 Hz/s −10 Hz/s 10 Hz/s 50 Hz/s long 10 15

12 6 −4 Hz/s −10 Hz/s 0 Hz/s 6 Hz/s long 17 26

13 7 0 Hz/s −4 Hz/s 2.5 Hz/s 10 Hz/s long 16 25

14 8 0 Hz/s −4 Hz/s 0 Hz/s 2.5 Hz/s long 33 51

15 9 −2 Hz/s −5 Hz/s 2 Hz/s 5 Hz/s short 27 42

16 10 −2 Hz/s −5 Hz/s 0 Hz/s 2 Hz/s short 74 114

17 11 0 Hz/s −2 Hz/s 2 Hz/s 5 Hz/s short 41 63

18 12 0 Hz/s −1.25 Hz/s 1.25 Hz/s 2 Hz/s short 129 198

19 13 0 Hz/s −1.25 Hz/s 0 Hz/s 1.25 Hz/s short 548 843

20 14 −1.25 Hz/s −2 Hz/s 1.25 Hz/s 2 Hz/s short 108 166

21 15 −1.25 Hz/s −2 Hz/s 0 Hz/s 1.25 Hz/s short 244 375
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The defined grid frequency scenarios are used in HiL tests and a Flex 5 simulation.
Both setups are introduced in the following sections.

2.3. Hardware-in-the-Loop Tests Experimental Setup

The analyzed time traces of the grid frequency were measured with a high-quality
measurement system, which is not available in a standard WTG. Hence, the WTG will mea-
sure a different frequency in an identical grid situation. In order to reduce the uncertainty,
which arises from the different measurement systems, HiL tests of exemplary time traces
are conducted (for scenarios 1, 2, 4, 7, 8 and 10). As the chosen time traces include typical
characteristics of the time traces of all scenarios, the HiL tests are representative for all
cases. For the HiL tests, the measured frequency signal is converted into three analogue
AC voltage signals using a Typhoon HIL 602 [35], which are then measured by the original
multi-function relay (MFR) of the WTG and processed in the original Bachmann [36] con-
troller hardware (see Figure 7). The sample rate of the analogue inputs and outputs of the
Bachmann controller is 1 ms. The frequency signal is sent to the Typhoon using an analog
signal with the same sample rate. The Typhoon HIL 602 has a 1 µS simulation time step
and the analogue output is updated with the same rate. The sampling of the Typhoon HIL
602 can go down even to 20 ns. The MFR measures the grid frequency every 10 ms and
submits its measurements to the Bachmann controller via a CAN connection.
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Figure 7. Measurement setup of the HiL tests and indication of the occuring accuracy issues and time delays.

However, these HiL tests can only reduce the uncertainty as it is inherently assumed
that the grid frequency was measured perfectly. Furthermore, the output signal of the
Bachmann controller has a limited accuracy and the created voltage signals are near perfect
sinusoidal curves with a limited modulation accuracy. By contrast, the transmission of
the MFR signal to the Bachmann controller does not limit the accuracy of the measured
signal. The results of frequencies measured in the HiL tests are presented and discussed
in Section 3.1. The resulting time traces are used in the FLEX 5 simulations (described in
the following section) and are compared to the frequency time traces measured by the
high-quality system to check whether the WTG reaction is affected by the limitation of its
measurement system.

2.4. Wind Turbine Simulation Model and Load Calcualtions

The load calculations are based on time domain simulations of a novel DFIG WTG
of the 3.x MW class, which will be introduced into the market in the near future. Due
to the novelty of this WTG, the technical details, which may be published, are limited.
The simulations are conducted with a Flex5 [30] model for the mechanical part of the
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WTG. The model has 20 degrees of freedom (4 for each blade, 2 for the main shaft, 6 for
the tower). A second order model of the generator-converter unit is also implemented
in Flex5. The power controller is modelled in Matlab/Simulink. It calculates a power
setpoint, Pref, which is passed on to the generator-converter model in Flex5 (see Figure 2).
The time traces of the grid frequency are processed with a low-pass (LP) filter with a
cut-off frequency of 10 Hz. The cut-off frequency is set in accordance with the ENTSO-E
recommendations [37]. The calculated power setpoint, Pref, is limited by a maximum
allowed power and a maximum allowed torque to protect the electrical and the mechanical
part of the drive train. The maximum allowed power change for synthetic inertia, PSI, is
set to ± 0.3 pu. The simulation time step is 10 ms.

For the variable H controller, a demanded inertia constant, Hdem, has to be defined.
In reality, this value would be defined by the transmission system operator. For the study
at hand two different inertia constants are chosen, which have to be emulated by the
WTG: 6 s, which allows a comparison to previously published results [34], and 12 s, which
may be necessary to allow a stable grid operation in extreme situations (high shares of
non-synchronous generation and large power imbalances [38,39]). In another previous
study, 12 s has also been applied to maintain sufficient grid inertia in a turbulent part load
wind [40].

The dynamic behavior of the WTG for the scenarios of the grid frequency as listed in
Tables 1 and 2 is simulated in turbulent wind with a 0.17 turbulence intensity at 15 m/s
wind speed. The simulated wind speeds are chosen such that an extrapolation to the full
operating range of the WTG is possible. For the load calculation, the reactions of the WTG
at different wind speeds are weighted based on a Weibull distribution to represent a site
with an average wind speed of 7.3 m/s. In post-processing, these results are compared to
the dynamic behavior without frequency support to calculate the load increases caused
by the SI provision over the lifetime of the WTG (20 years). Hence, 107 load cycles are
assumed. The analysis is carried out only for normal operation of the WTG (design load
case 1.2 [31]).

The loads are analyzed for so-called sensors. Each sensor represents a one-directional
torque or force at a certain segment of the WTG model. Hence, there are six sensors for
each analyzed segment. Flex 5 uses different coordinate systems for the different segments
of the WTG. An overview of the different coordinate systems used in Flex 5 is given in
Sessarego et al. [41] For this analysis, the tower is represented by five segments (tower top,
tower segment 1–3, and foundation), and the nacelle by three segments (main bearing, yaw
bearing, and hub center). Furthermore, each blade root is analyzed individually. Hence,
the loads are analyzed for 66 sensors in total.

The results of the time domain simulations and the load calculation are discussed in
Sections 3.2 and 3.3, respectively.

3. Hardware-in-the-Loop and Simulation Results, Load Analysis, and Discussion

In the first part of this section, the results of the HiL tests are shown. This is followed
by the time domain response of the WTG to exemplary frequency inputs, and finally the
last section shows the results of the load calculations.

3.1. Hardware-in-the-Loop Test Results and Discussions

The conducted HiL tests show the performance of a measurement system used in a
real WT. To allow an easier comparison among grids with a different steady-state frequency,
the frequencies and RoCoFs in Figures 8–10 are shown as normalized frequencies (base
value 50 Hz). The varying time delay between the originally measured frequencies and
those modelled in the HiL tests are caused by the HiL measurement setup and would not
affect the mechanical loads of the WTG or the capability of the WTG to provide SI in a
real grid.
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hardware-in-the-loop test (orange) for scenario 1 (a), scenario 2 (b), scenario 4 (c), scenario 7 (d), scenario 8 (e), and scenario
10 (f).

The chosen time traces for the HiL tests allow a sufficient representation of the major
characteristics of the frequency behavior for all scenarios defined in Section 2.1. The tests
show that grid oscillations with a high frequency and small amplitudes cannot be measured
reliably due to the limited accuracy of the measurement system. Hence, the simulation
results for scenarios 2, 4 and 5 may differ from the reaction of a real WT (see Figure 8b,c).
The time traces retrieved from the HiL tests are fundamentally different from the originally
measured ones, especially when looking at the RoCoF (see Figure 9).

In contrast, slow oscillations with a higher amplitude occurred (see Figure 8a). Fur-
thermore, high frequency oscillations can be measured if the amplitude is sufficiently high
(see oscillations after the event in Figure 8f). Events can also be measured very well by the
MFR (see Figure 8d–f). An exception is the nadir of frequency event for scenario 7, which
is underestimated by approximately 2% (see Figure 8d). This may be caused by the short
time the frequency stays in the nadir in combination with a very steep drop and rise, which
may not be fully captured by the limited sampling time of the measurement system.
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Figure 9. Comparison of the measured RoCoF (blue) with the RoCoF modelled in the hardware-in-the-loop test (orange) for
parts of the time traces for scenario 1 (a,b), scenario 4 (c,d), scenario 7 (e,f), scenario 8 (g,h) and scenario 10 (i,j). Scenario 2
is shown in Figure 10.

For the IR of the WTG, the RoCoF is more important than the absolute value of the
grid frequency (see Equation (1)). To allow an easier comparison between the original
and the HiL signals, only parts of the scenario time traces are shown in Figure 9. When
looking at the RoCoF, the limited sampling time of the measurement system in the HiL
tests becomes also relevant for scenario 8 (see Figure 9g,h)). As the MFR updates its output
slower than the Bachmann controller reads its input, the RoCoF alternates between 0 Hz/s
and very high RoCoF values (see Figure 9d,f,h)). This effect is reduced by the LP filter used
in the SI controller (see Figure 10). The slower and less extreme scenarios 1 and 10 are by
contrast captured extremely well by the WTGs measurement system even when looking at
the RoCoF (see Figure 9a,b,i,j).
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Figure 10. Comparison of the original frequencies and RoCoFs (blue) and HiL signals (orange) for a part of the time trace of
scenario 2. (a) Shows the originally measured and the HiL frequency, (b) the corresponding RoCoFs to the signals in (a), (c)
filtered version of the originally measured and the HiL frequency, and (d) the corresponding RoCoFs to the signals in (c).
Time axes of (c,d) are valid for the above subplots as well.

The measured frequency signals are not used directly in the load simulations but are
filtered with an LP filter with a cut-off frequency of 10 Hz (see Section 2.4). The RoCoF is
calculated from these filtered signals. For the exemplary time traces of scenario 2, Figure 10
shows a comparison of the filtered measured and filtered HiL signals. Filtering the signals
significantly decreases the RoCoF differences (see Figure 10b,d). The peaks of the HiL
RoCoFs are reduced by a factor of 2.5 and are much closer to the peaks of the measured
signals. However, the sinusoidal behavior of the signals is replaced by the LP filter response
to the arbitrary jumps in the frequency (see Figure 10c,d).

For scenario 2 and 10, the WTG reaction to the HiL and the corresponding original
time traces is shown and discussed in the next section. Furthermore, the acceleration of
WTG components are compared for all scenarios, which are analyzed in the HiL tests.

3.2. Wind Turbine Simulations

In order to get an idea of the WTG reaction to the different frequency signals, time
traces are shown and discussed for two exemplary scenarios. Furthermore, the differences
between the measured frequency and the frequency generated in the HiL test is shown and
discussed. Acceleration signals are analyzed for all scenarios for which HiL time traces are
available. All simulations in this chapter are conducted with a demanded inertia constant,
Hdem = 12 s.

Figure 11 shows the reaction of the WTG to scenario 2, a fast oscillation of the grid
frequency with a small amplitude (see Figure 10). The offset of the power setpoint, PSI (see
Figure 2), varies between ± 0.06 pu with a period of 0.37 s for the measured frequency
signal (see blue line in Figure 11b). For the HiL frequency signal, the power setpoint varies
almost arbitrarily between ± 0.19 pu (see red line in Figure 11b). This behavior is caused by
the limitations of the measurement system as discussed in the previous section. However,
a large part of the differences is reduced by the reaction of the generator-converter unit
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to the setpoint changes. Hence, the differences in the generator power (see Figure 11c)
are much smaller and for some parts of the time traces are almost negligible (e.g., 102 s
to 106 s). As the WTG uses kinetic energy stored in the drive train to provide SI, the
differences in the generator speed (see Figure 11d) follow the same pattern as the generator
power. The generator speed oscillates almost sinusoidally as the physical inertia of the
drive train dampens the sharper peaks of the generator power oscillations. The period
of the oscillation resembles the period of the grid frequency variations. In the final seven
seconds of the frequency oscillation, the WTG IR is occasionally limited by the maximum
allowed drive train torque, thus limiting the generator power setpoint. Such limitations
occurred for very short intervals: The longest duration of an ongoing limitation is 0.1 s.
The total duration of all torque limitations in scenario 2 is 0.7 s (measured frequency signal)
and 0.5 s (HiL signal). Such torque limitations also occur for other scenarios in high wind
conditions and hamper the capability of the WTG to provide a reliable frequency support
in high wind operating points.
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Figure 12 shows an example of the WTG’s reaction to a severe frequency event. The
IR is here often limited by the maximum allowed power offset for SI provision (±0.3 pu,
see Figure 12b). The event and the following oscillation of the grid frequency causes
drastic changes of the generator power, and consequently, of the generator speed (see
Figure 12c,d). The different reactions of the WTG to the measured and the HiL frequency
signal are mainly caused by the time delay of the HiL signal (appr. 0.4 s) and therefore
slightly different wind conditions and operating points of the WTG. The grid frequency
and the RoCoF for the two signals are almost identical (see Figures 8 and 9). Figure 12c,d
also shows that the aerodynamic performance of the WTG is hardly affected by the drastic
power changes, as the operating points of the WTG for both signals are almost identical



Energies 2021, 14, 5185 16 of 21

within one second after the last power offset for SI occurred. Furthermore, the results show
the capability of the WTG to change its power output extremely fast: the maximum power
gradient is close to ±4 pu/s (see changes of generator power between 102.5 s and 104 s in
Figure 12).
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Such drastic changes of the applied electrical torque leads to heavy excitations of
the drive train. Furthermore, drastic changes of the aerodynamic operating point may
cause tower head motions. This may affect the lifetime of the WTG, which is discussed
in detail in Chapter 3.3 for the measured frequency signals. In order to compare the HiL
to the original frequency signals, the effect of IR on the WTG is estimated by comparing
acceleration signals of the drive train and the tower head. The signals are chosen based on
the results of a previous study [34]. The standard deviation of these signals is calculated for
the original and the HiL scenarios and compared to the standard deviation during periods
without SI provision in identical wind conditions.

Table 3 shows that the tower is much less affected than the drive train. In the for–aft
direction, scenario 4 leads to the highest increase of the standard deviation for the originally
measured signal. However, as scenario 4 represents a fast oscillation of the grid frequency,
the effect is strongly reduced by the limitations of the WTG measurement system. When
looking at the HiL frequency, the WTG is affected strongest in scenario 8. This scenario
is characterized by a sharp increase in the frequency, followed by a longer decline and a
longer rise of the frequency, which is well measurable in the HiL test (see Figure 8). Hence,
the WTG shortly reduces its power, before it increases it for a longer time (approximately
0.7 s) and then reduces it again. This leads to a change of the WTG thrust, which causes a
for–aft motion in the tower. For the side–side acceleration, the changes vary between 0.3%
and 13%. Overall, the changes for the tower acceleration are small and can be neglected
even for the extreme scenarios used in this study.
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Table 3. Change of the standard deviation of the analyzed acceleration signals for six scenarios.

Scenario
Number

Tower Head Acceleration
(Fore−Aft)

Tower Head Acceleration
(Side−Side) Drive Train Acceleration

Meausred
Frequency HiL Frequency Meausred

Frequency HiL Frequency Meausred
Frequency HiL Frequency

1 −6.7% 2.9% 2.9% 2.7% 3.5% 8.8%

2 3.2% 0.1% 1.7% 0.8% 133.6% 86.1%

4 18.1% −0.2% 6.9% 0.3% 204.1% 57.2%

7 0.8% 3.6% 9.5% 13.0% 308.1% 222.4%

8 4.9% −0.9% 5.7% 4.4% 202.7% 232.9%

10 2.5% −0.7% 6.7% 6.7% 254.3% 253.2%

In contrast to the tower acceleration, the drive train acceleration is strongly affected
by all scenarios apart from scenario 1 (slow oscillation of the grid frequency). In scenario
1, the power setpoint for SI varies slowly and with a smaller magnitude than the power
variations arising from the turbulent wind. Hence, the drive train acceleration is only
slightly increased. The fast oscillations of the grid frequency (scenarios 2 and 4) lead to
a very high increase in the drive train accelerations. However, this increase is strongly
reduced for the HiL time traces. The instantaneous peaks in the SI power offset (see
Figure 11b, orange line and Figure 10) do not fully show in the generator power (see
Figure 11c) as the generator-converter unit changes its operating point with some time
delay. Hence, the drive train is less often excited and the speed becomes more stable. This
behavior is strongest towards the end of scenario 2 (see Figure 11d). Grid frequency events
(scenario 7, 8 and 10) strongly increase the drive train acceleration. For scenarios 8 and 10,
there is no relevant difference between the measured and the HiL frequency. For scenario
7, there is a considerable reduction, but the increase remains at a high level. This is in line
with the observation that grid frequency events can be captured very well by the WTG
measurement system (see Figure 8). Hence, events, as well as fast oscillations, may strongly
affect the WTG lifetime. The magnitude of this effect is quantified in the following section.

3.3. Load Analysis

The measurement and control system of each WTG differs and the analysis of the
accelerations (see Table 3) shows that the measurement system is likely to reduce the loads
of SI provision for the WTG. Hence, following a conservative approach, the originally
measured frequencies are used in the load calculation. The loads are calculated for the
SI provision case (i.e., for the scenarios listed in Tables 1 and 2). The resulting loads are
compared to the loads without SI provision. The calculations are done for two demanded
inertia constants: 6 s and 12 s.

For each sensor, the damage equivalent loads (DELs) of the frequency support case
are divided by the damage equivalent loads of the reference case. These calculations are
performed for various Woehler line exponents as these exponents are material depending
(e.g., 4 is the relevant coefficient for steel towers while 10 is used for concrete towers). In
addition, the load duration distribution (LDD) is calculated for the drive train to estimate
the load increase for the rotating components (e.g., gearbox).

Table 4 shows the results of the load calculations. The data shows that the provision of
SI has a negligible effect on the WTG loads. As expected, the highest increase is observed
for the torsion in the drive train (sensor MzR1) due to the frequent changes of the generator
torque. Furthermore, there are some smaller effects on the tower. There are no significant
changes of the DELs for the blades. The increases for the LDD calculations of the drive
train are also very small.
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Table 4. Load changes for sensors with an increase of more than 0.1% caused by the provision of SI.

Sensor Name [41] Sensor Description Calculation
Method

Woehler
Coefficient

Load Increase,
Hdem = 6 s

Load Increase,
Hdem = 12 s

MzR1 Mainbearing torque DEL m = 4 0.21% 0.27%

MzR1 Mainbearing torque DEL m = 8 0.14% 0.65%

Mx Tower top torsional moment DEL m = 10 0.12% 0.12%

My Tower bottom fore–aft bending DEL m = 4 0.24% 0.20%

Mz Tower bottom side–side bending DEL m = 4 0.17% 0.17%

There are various effects which explain the small increases of the loads, although ex-
treme scenarios have been modelled. The requested power changes are typically very short
and are often followed by another pulse in the opposite direction (increases/decreases).
Hence, the generator-converter unit does not always reach the new operating point before
an opposed signal starts. Therefore, the drive train speed changes little. Even for a longer
power pulse, as in scenario 10, the drive train speed only oscillates with an amplitude of
0.02 pu (see Figure 12). Although frequency events occur regularly (2131 expected events
per year, see Table 2), each event is only a few seconds long and hence the overall effect
on the annual loads is small. Furthermore, the observed oscillations in the grid frequency
(see Table 1) are not in the range of the eigenfrequency of the drive train. Hence, there
are no resonance issues for the directly affected components of the WTG. This might be
different for a different WTG or in a different grid, as the dominant oscillation frequencies
are grid-specific [42]. During the simulations for scenario one, there were also no resonance
issues for the tower. This can be partially explained by the aerodynamic damping through
the wind speed changes for such a slow oscillation and partly by the shape of the time
traces of the RoCoF, which only resemble a sinusoidal form (see Figure 9a,b).

There are also controller-related aspects, which explain the small effect on the WTG
loads. The variable H controller was designed to make sure that the WTG provides more
IR when the grid needs it and the WTG can provide it (i.e., high wind speeds and high
instantaneous shares of inverter-based renewables [11]). Hence, during lower wind speeds,
which occur regularly for onshore WTG, the WTG provides little IR and experiences and
therefore there are also small changes in the loads. The load reduction by using a variable
instead of a fixed inertia constant was shown in a previous study [34]. Furthermore, the
torque limitation in the controller occasionally prevents an additional power supply by the
WTG. While this has a positive effect on the WTG loads, it can be problematic for the grid
when such a limitation occurs during a critical state of the grid. This problem is particularly
important to overcome, as during high wind periods the grid is most likely to need SI
provision from WTGs. During high wind periods, conventional power plants tend to shut
down, especially when the high wind period lasts for a day or longer [43]. Hence, there
is little conventional inertia in the grid causing a high demand for SI to stabilize the grid
frequency. Therefore, WTGs should be able to supply SI reliably in these conditions. The
full capability of the WTG to provide SI has to be ensured, e.g., by strengthening the drive
train to allow higher torques. That may be achieved by replacing limiting components
such as the coupling between the gearbox and the generator. A higher maximum torque
is in return likely to increase the loading of the drive train. However, it is still expected
be in an order of magnitude, which does not make a complete redesign of the drive train
necessary. The peaks in the demanded torque are directly related to calculation method for
the RoCoF used in this study. It is chosen to create a worst-case, yet realistic scenario for
the WTG. The effect of other methods or parameters on the magnitude of the RoCoF and
consequently on the loads resulting from SI provision have not been studied. One critical
parameter is the high cut-off frequency of the used LP filter. While this is backed by an
ENTSO-E publication [37], the details of the RoCoF calculation still vary between different
grid operators. Even in the cited document, different measuring time windows for the
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RoCoF calculation are discussed. Any kind of averaging would result in smaller RoCoFs
leading to smaller power offsets for SI provision and consequently to smaller maximum
torque values. However, such an averaging would also lead to a delayed IR. Whether
a faster or a slightly delayed but more robust response is favorable may depend on the
particular grid in which SI is to be provided [44]. Hence, this topic is very critical: it may
need to be discussed with the individual grid operator and will be investigated further in
the future.

4. Conclusions

The effect of SI provision on the loads of a state-of-the-art WTG is shown for compre-
hensive scenarios, which are based on the measurements of the Indian grid frequency. The
detailed scenario definition allows a more realistic assessment of the dynamic excitations
from SI provision and the resulting load increases than in previous studies. The study
shows that supplying SI is marginally affecting the drive train. Other components of
the WTG are de-facto unaffected. Hence, SI provision does not have to be prominently
addressed in the load calculation of a WTG, although the RoCoFs of the analyzed grid
abnormities are very high and much larger than in previous studies [26–29]. The high
RoCoFs are plausible as the Indian grid is considerably weaker than European grids and
may therefore serve as an example for a future grid with higher shares of renewables, i.e.,
grids with little inertia. Furthermore, the RoCoF was calculated for short time intervals,
which automatically leads to higher RoCoFs. However, the results are limited to the specific
setup of the study as frequency analysis would differ for each grid (e.g., the frequency of
inter-area-oscillations differ). This may lead to resonance problems if the eigenfrequencies
of the WTG are close to the frequencies of the inter-area-oscillations. In addition, the results
depend on the used controller and the design of the WTG. Furthermore, the measurement
system of each WTG differs slightly, which would result in differences in the measured
frequencies and differences in the SI provision of the WTG. Finally, the effect of an in-
creased torque limitation on the loads is not considered in this study as it depends on the
limitations of the new drive train components. However, the load increases are so small
and the researched RoCoFs so high, that a different study setup is unlikely to change the
results fundamentally.

In addition to the effects on the fatigue loads discussed in this study, SI provision
may also lead to generator overspeed in extreme situations (e.g., system splits [39]). This
problem may be overcome with a feedforward path to the speed controller. Such a control
modification allows us to adapt the pitch angle faster and thus help to mitigate over-
speeding due to SI provision. The exact design of the feedforward control is part of
future research. Additionally, the effects of different RoCoF calculation methods and filter
parameter on peaks of the electrical torque and the consequences for the SI provision will
be studied in the future.

Considering all the limitations above, it is concluded that the continuous provision of
SI can be achieved with a state-of-the-art WTG without significant effects on the lifetime of
the WTG. This may help to stabilize future grids with little inertia.
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