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Abstract: The climate of Houston, classified as a humid subtropical climate with tropical influences,
makes the heating, ventilation, and air conditioning (HVAC) systems the largest electricity consumers
in buildings. HVAC systems in commercial buildings are usually operated by a centralized control
system and/or an energy management system based on a fixed schedule and scheduled control of a
zone setpoint, which is not appropriate for many buildings with changing occupancy rates. Lately, as
part of energy efficiency analysis, attention has focused on collecting and analyzing smart meters and
building-related data, as well as applying supervised learning techniques, to propose new strategies
to operate HVAC systems and reduce energy consumption. On the other hand, unsupervised learning
techniques have been used to study the consumption information and profile characterization of
different buildings after cluster analysis is performed. This paper adopts a different approach by
revealing the power of unsupervised learning to cluster data and unveiling hidden patterns. In this
study, we also identify energy inefficiencies after exploring the cluster results of a single building’s
HVAC consumption data and building usage data as part of the energy efficiency analysis. Time
series analysis and the K-means clustering algorithm are successfully applied to identify new energy-
saving opportunities in a highly efficient office building located in the Houston area (TX, USA).
The paper uses 1-year data from a highly efficient Leadership in Energy and Environment Design
(LEED)-, Energy Star-, and Net Zero-certified building, showing a potential energy savings of 6%
using the K-means algorithm. The results show that clustering is instrumental in helping building
managers identify potential additional energy savings.

Keywords: smart building; LEED building; energy efficiency; unsupervised learning; clustering;
time series; IoT

1. Introduction

According to the US Department of Energy, commercial buildings consume approx-
imately 20% of the United States’ energy [1]. In addition, it is well documented that
HVAC consumes more than 50% of the overall energy in commercial buildings [2]. The
potential cost savings and desirable environmental impacts have enticed many researchers
from various fields to investigate ways to optimize energy consumption. Given the sig-
nificance of the amount of power consumed by HVAC systems, several technological
developments have aimed operate HVAC systems more efficiently. However, there is
still room for improvement in the management and operation of HVAC systems, even
in the most highly efficient certified buildings [3]. This improvement will be possible by
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considering weather data, building-related data and machine learning algorithms, and
following data-driven approaches.

Internet of Things (IoT) devices (sensors, meters, actuators, etc.) make it possible to
access data related to building attributes. From a building management perspective, the
IoT and Artificial Intelligence (AI) provide more saving opportunities through machine
learning-based smart energy management techniques by considering how the occupants
use the building [4]. Significant attention has been paid to collecting and analyzing
occupancy data, as researchers strongly believe that adjusting HVAC operations to consider
the occupants’ presence and patterns will lead to significant energy savings [5–7]. However,
research that uses supervised machine learning (ML) techniques to adjust HVAC operation
to occupant activities assumes that the user has direct control of the HVAC system, making
it applicable only to homes or small offices [7]. In addition, the supervised ML techniques
tested for commercial buildings’ HVAC systems are mainly used for the prediction of
consumption or baselining to understand and evaluate the impact of the energy-saving
adjustment implemented by the building managers [8]. This paper adopts a different
approach, as it demonstrates that an unsupervised ML technique offers the opportunity to
identify and measure inefficiencies in the way buildings are managed. Building managers
can use these findings to develop more energy-efficient strategies and adjust the Building
Energy Management system (BEMS), a computer-based system used by energy managers
to control and optimize the energy needs of a system, accordingly [9].

Previous publications have utilized unsupervised machine learning techniques to iden-
tify typical operation patterns in buildings [10–18]. Most of these papers have focused on
the reliability and the sensitivity of knowledge discovery and how it can be used to operate
buildings better. Fan et al. used an Entropy-Weighted K-means (EWKM) clustering algorithm
to identify consumption patterns and used the data to cluster weekdays and weekend oper-
ations [9]. Other data mining techniques have been utilized to discover hidden knowledge
in a large dataset to improve building operational performance [19,20]. However, domain
knowledge expertise is still needed to apply the knowledge and discover the possible perfor-
mance improvement of the building operation. Among these papers, Howard et al.’s work is
the closest to what we propose in this paper. Howard et al. developed an automated data
mining method for identifying energy efficiency opportunities using whole-building elec-
tricity data. The researchers utilized a two-step approach, using piecewise linear regression
and the density-based robust regression model residual clustering to detect both schedule-
and operation-related electricity consumption faults [14]. The study is limited to identifying
inefficiencies caused by operation- and schedule-related faults, representing an obvious de-
viation from what is expected to be considered a regular operation. Our paper is different
from the previous work in that it uses unsupervised ML not only to understand the energy
consumption patterns of a building, but also to identify energy inefficiencies in an HVAC
system and quantify potential energy savings, even in a highly efficient building. Our work
demonstrates the importance of using human activity in managing HVAC systems and shows
the associated savings. In addition, the technique shows the inefficiencies without the need
for subject matter expertise.

This paper uses 1-year timeseries data of a Platinum LEED ENERGY STAR 99/100, Net
Zero-certified building in the Houston, TX area [21]. From the building design, construction,
and management perspectives, the LEED standards were developed in 1993 to build highly
efficient and green buildings that are comfortable and healthy for occupants. From an
operational standpoint, ENERGY STAR certification is a public benchmarking system
that helps commercial energy users understand how their building is ranked among
similar buildings in the United States [3]. LEED buildings use BEMS to manage HVAC
systems and adjust the building’s thermal comfort based on occupant preference. This
preference is configured by the building manager following the American Society of
Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) standards [22].

The main contributions of the paper are:
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1. This paper presents, in detail, a data analysis process applied to data collected from
Houston Advanced Research Center (HARC).

2. This paper demonstrates the significance of using unsupervised ML techniques to
identify inefficiencies.

3. This paper demonstrates the importance of using occupant activities in the way
building is managed.

4. This paper quantifies the possible energy savings that AI can provide in the operations
of HVAC systems, even in highly efficient buildings.

The rest of this paper is structured as follows. Section 2 describes the thermodynamic
process used by an HVAC system and presents a literature review of the most common su-
pervised learning techniques used to decrease HVAC energy consumption. Data collection,
description, and exploration are presented in detail in Section 3. Section 4 discusses how
the K-means clustering algorithm works, different metrics used to pick the right number of
clusters, and the importance of data scaling. The results of applying the K-means algorithm
to the data analyzed in this paper are outlined in Section 5. Finally, the conclusions and
future work are presented in Section 6.

2. Heating, Ventilation, and Air Conditioning (HVAC): An Overview and
Literature Review

Nowadays, many HVAC systems are developed to match building types, mercantile
and services, offices, health care, education, and lodging requirements. Other key elements
that impact the choice in HVAC system include the building architecture, climate conditions,
energy efficiency objectives, and the owner’s preference. In a typical LEED building, the
choice of a highly efficient HVAC system is significant as it affects its overall LEED scoring.
In gold- and platinum-certified facilities, renewable energy technologies such as solar
and geothermal are utilized. In particular, geothermal technology uses groundwater heat
pumps for direct radiant cooling and heating and has one of the highest Seasonal Energy
Efficiency Ratio (SEER) certifications granted to efficient central air conditioning systems
owners [23].

The data-driven approach requires the acquisition of data at different operational
points of an HVAC system. In addition, energy-efficient operations require the adjustment
of some HVAC operating points. Therefore, it is essential to understand how an HVAC
system works, its components, and the different steps of its thermodynamic cycle, as
presented in Figure 1.
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An HVAC system consists of four major components: a compressor, a condenser, an
expansion valve, and an evaporator. HVAC systems follow a thermodynamic process to
remove heat from one place, replace it with cold air, and expel the hot air to the outside
atmosphere. To achieve this exchange of heat, HVAC activity requires the use of a fluid
called refrigerant that flows through the connecting pipelines and the parts of an HVAC
system. Refrigerant changes liquid to vapor and vice versa at convenient temperatures
during the HVAC thermodynamic process. In physics, the second law of thermodynamics
states that heat flows from an object at a higher temperature to an object at a lower
temperature. To achieve this, a compressor is used to compress the refrigerant, thus
increasing its pressure/temperature compared to the outdoor pressure/temperature. The
high pressure/temperature gas refrigerant continues its journey and reaches the condenser,
where it changes its physical states from gas to liquid as the heat energy is absorbed from
the hot gas. Then, the heat energy is expelled to the outside environment using the outdoor
fan. The high temperature condensed liquid refrigerant reaches the expansion valve, which
reduces its molecules’ pressure, cools down its temperature, and controls the amount of
the refrigerant that enters the evaporator. The latter is a cooling effect generator, as the cold
refrigerant absorbs the heat from the indoor temperature and starts to evaporate to form a
vapor. Then, the indoor fan circulates the cold air from the coiling surface to the indoor
environment. Finally, the vapor leaves the evaporator and moves to the compressor where
the cycle is repeated [24].

Generally, building managers can optimize HVAC operations by adjusting the thermo-
stat temperature as a function of the number of people in a building and occupied space,
which drives the amount of air to be pumped in the space, therefore influencing the power
consumption. Most building managers set up a schedule based on the business operation
times: day vs. night and weekdays vs. weekend. However, HVAC systems can still exhibit
inefficiencies, as some space in the building is not occupied during business hours, and
the number of people fluctuates during the operation of the building. Ongoing ML-based
research is oriented toward identifying HVAC inefficiencies, using supervised learning
techniques to propose strategies to operate HVAC systems to decrease energy consumption
while maintaining adequate indoor comfort and then measuring the performance of the
proposed strategy. Using a model predictive control algorithm and adopting a logical
regression model to predict and adjust setpoints, researchers have proposed different
strategies to improve the use of HVAC systems.

Model predictive control (MPC) is a feedback control algorithm that uses a model
to make predictions about future outputs of a process by handling multiple input data
and constraints. Given data availability, the research community is interested in applying
MPC for efficient energy management in buildings. The problem formulation, applications,
and opportunities of various MPC algorithms managing an HVAC system have been
presented by G. Serale [25]. In their study, the researchers addressed the problems of
energy waste and inefficient operation of the HVAC system, which occur due to the lack
of a reliable system that can measure and predict the building occupancy. To solve this
problem, the researchers developed a logistic regression model to forecast the building
occupancy. The forecasted occupancy was used among the key variables to consider in
the MPC framework. Numerical simulations were applied to a building using 73-day,
15-minuteinterval occupancy data collected from a low-income residential house in San
Antonio, Texas. The results proved that a potential energy savings of 8% could be achieved
while maintaining occupant comfort. The work presented fits in developing supervised
learning techniques as a strategy to operate HVAC systems. However, the work does not
describe how the HVAC inefficiencies were identified.

Besides the use of MPC, W. Li addressed the energy improvement of an HVAC system
using an optimal setpoint and turning off the HVAC system automatically in unoccupied
offices [26]. The researchers deployed a set of IoT-based sensors to detect the indoor
environmental quality in real time, in which the temperature and CO2 concentration were
considered. The collected temperature data were used to identify if the HVAC setpoint
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was maintained within a preferred range, while the CO2 concentration data were used
to check if the HVAC system was turned off during unoccupied timeslots (i.e., low CO2
concentration). To estimate an optimal setpoint temperature of the HVAC system, the
authors used the mean value of the indoor temperature, utilizing one of the change point
analysis (CPA) models to evaluate the actual status of the setpoint temperature used in the
HVAC system. On the other hand, the indoor environmental indicators were also used
to evaluate whether is the setpoint temperature was effective in turning off the HVAC
system in an unoccupied space. The conducted analysis tackles some important factors that
impact the HVAC system efficiency. However, other important factors, such as outdoor
temperature and actual HVAC consumption, were not considered in the analysis to find
the inefficiencies.

The impact of using an optimal setpoint on energy conservation was also investigated
by S. Papadopoulos [27], who adopted an optimization framework to finetune heating
and cooling setpoints of large office buildings with respect to energy consumption and
occupant thermal comfort. The researchers simulated the building performance using a
multi-objective optimization algorithm. The study used genetic algorithms to evaluate
the objective functions and provide solutions for the parameters of each problem. These
parameters were then used to define the optimum setpoints. The performance of these
methods was tested in seven different climate zones in the US and showed a 60% annual
HVAC related energy savings without affecting the occupants’ thermal comfort. Despite
promising objectives of adopting the proposed framework, the work used only a simulated
environment and did not use real data to analyze the behavior of the test building. The
work also lacks a systematic approach to find the inefficiencies.

In contrast to the previous work, H. Do [28] conducted data-driven research evaluate
a building’s HVAC efficiency using building assessors, electricity demand, and outdoor
environmental data. The building assessors’ data were used to estimate the HVAC system
size and then estimate the HVAC system’s electricity demand curve. To define if the HVAC
system was operating as expected, the authors proposed an HVAC efficiency rating to
compare the model’s predictions and the actual performance data and considered as a
case study 39 occupied residential buildings in Austin, Texas. The study concluded that
85% of the analyzed buildings had an efficient HVAC system, while 15% did not. The
proposed HVAC efficiency rating can help to identify HVAC systems in need of energy
efficiency upgrades.

W. Jung [29] addressed the importance of reducing unnecessary energy consumption
by considering the human-in-the-loop in HVAC operations. The authors used a struc-
tured literature review approach, which involved investigating the human-in-the-loop
according to two human dynamics parameters that drive user-centric operations of HVAC
systems: occupancy and comfort. The paper proposed a five-tier hierarchical taxonomy
(human-in-the-loop HVAC modality, building type, measurement techniques, sensing
performance, and HVAC performance). The studies in the paper were classified based on
their contributions to occupancy- and comfort-driven human-in-the-loop HVAC operations.
Besides, the authors distinguished simulations from field evaluations to assess the actual
viability and challenges in achieving the desirable results in practice. The authors also used
a hype cycle model to qualitatively evaluate the developments of different technologies for
human-in-the-loop HVAC operations from a research perspective. The identification of
energy-efficient opportunities relies mainly on the human-in-the-loop experience.

Many researchers strongly believe that accounting for the dynamics of occupancy
in HVAC operations will lead to important energy savings and improve indoor thermal
comfort. To achieve this, D. Ardiyanto [5] proposed a method to adjust HVAC setpoints
based on occupant comfort, which is measured after computing the hourly Predicted Mean
Vote (PMV) based on real-time occupancy information, indoor temperature setpoints, and
humidity in a building. To test the effectiveness of the proposed method, the authors
developed a building model based on a real one located in Alexandria and simulated
the electrical consumption behavior after increasing the setpoint during unoccupied slots.
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The proposed method proved that more than 23% electrical consumption could be saved.
However, V. Erickson [30] proved that it is possible to achieve an annual energy savings of
42% if real-time occupancy data are used.

As noted, most existing of the work on energy efficiency has focused on using super-
vised machine learning techniques to implement HVAC operating strategies. However,
these studies have not considered how to systematically determine the inefficiencies. Even
though expert experiences are valuable and show efficiency improvement, they may miss
opportunities to achieve more efficiency. Methods must further explore the inefficiencies
missed by experts. This paper demonstrates the importance of collecting and analyzing
smart meter data, as well as how unsupervised machine learning can be utilized to find
inefficiencies in the way an HVAC system is operated.

3. Data Collection, Description and Exploration
3.1. Data Collection and Description

The unsupervised ML technique adopted in this paper used the time series power
consumption data collected from the Houston Advanced Research Center building, an
18,600 square foot office building located in The Woodlands, Texas (USA), as pictured
in Figure 2. Designed and certified as an LEED Platinum building, the HARC operates
the building as a living lab and continues pushing its boundaries. The HARC is one of
the 55 office buildings in the US certified as Zero Energy and has an Energy Star score of
100 out of 100.
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The power consumption data were collected at different building levels and included
the whole building and four sub-systems: lighting, plug loads, HVAC, and others. We
followed the standard data analytics process, presented in Figure 3, which consists of
defining the problem to solve, collecting the data, exploring the data, proposing a solution
to the target problem, and evaluating the proposed solution. This analysis aims to study
the building energy consumption and determine whether it is possible to identify any
inefficiencies in the HVAC system.
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The data analyzed in this paper consisted of 1-year data collected from four meters
that capture 1 min consumption of an HVAC system, lighting, plug loads, and others.
Table 1 describes the raw data and wrangled data used in the analysis.

Table 1. HARC collected data—a description.

Data Aspect Description

Before Wrangling

Initial data Dimension 12 by 525477

Description

1 min interval data that represent the following features: date, timeslot, others in kilowatt
(kW), plug loads in kilowatt (kW), lighting in kilowatt (kW), HVAC consumption in

kilowatt (kW), total in kilowatt (kW), others in kilowatt hour (KWh), plug kilowatt hour
(KWh), lighting in kilowatt hour (KWh), HVAC consumption in in kilowatt hour (KWh),

total in kilowatt Hour (KWh)
Sampling Rate 1 min

Number of rows missing 123
After Wrangling

Final Dimensions 3 by 8760
Sampling Rate 1 h

Number of rows 8760
Data Span Period From October 2018 to September 2019

3.2. Data Preparation and Exploration

Before exploring the data, we followed steps to prepare it:

1. We replaced a missing row with the average of the previous two rows.
2. If more than one row was missing, and because the consumption was a pattern

repeated weekly, we replaced the missing rows a similar day’s timeslot data.
3. We changed the data sampling rate from a 1 min interval to a 1 h interval for better

visualization of the data.
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Descriptive statistics and plot exploratory graphs are essential to understand data.
Figure 4 presents the energy consumption of four meters both for November 2018 (a cold
month in Houston) and August 2019 (a hot/humid month in Houston). As expected,
and because Houston weather is classified as a humid subtropical climate, the HVAC
meter showed a high consumption percentage compared to the other meters values. We
decided to narrow our analysis to study how the HVAC system is operated in the Houston
Advanced Research Center.
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The Houston Advanced Research Center uses a centralized HVAC system called
Webcontrol, developed by the company Automated Logic. The HVAC system is controlled
by changing a setpoint following a scheduled occupancy of the building and depending on
the climate period (i.e., hot (April to October) or cold (November to March)). To evaluate
the efficiency of the HVAC system, it was important to consider other essential variables
in the analysis, such as the outdoor temperature, indoor temperature, setpoint schedule,
and number of occupants. Unfortunately, all these variables’ values were not recorded.
However, given the importance of these data in the analysis, we collected the outdoor
temperature data from the WILLIAM P. HOBBY AIRPORT STATION weather station,
which provides hourly temperature data. We were not able to use the indoor temperature
in the analysis. As for the number of occupants, given that access to the building involves
the use of access cards, the system records only the entry time for every user. We used
these data to count the number of occupants in the building and assumed that every user
would remain in the building until 17:30 h. We did not use the setpoint in the analysis, as
the value was changed by the building energy managers when needed.

After adding data on the outdoor temperature and the number of users, we plotted
a first graph of the 1-month data for October 2018. The graph in Figure 5 represents the
daily values of the HVAC power consumption, the number of users, and the outdoor
temperature scaled in the range of 0 and 1. We identified that on 8 October, the HVAC
consumption was high while the number of users was relatively small, which might be
explained by a change in the setpoint or an inefficiency.
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To understand the change of HVAC consumption over the week, we ran the autocor-
relation function (ACF) on the hourly representation of HVAC power consumption. ACF
determines the autocorrelation between a time series and the same time series offset by
n steps, which can be plotted to obtain an overview of the data [31]. The autocorrelation
used the Pearson coefficient (r), which was calculated as follow [32]:

r =
n (∑ xy)− (∑ x)(∑ y)√[

n(∑ x2)− (∑ x)2
] [

n(∑ y2)− (∑ y)2
] (1)

where n is number of datapoints, x is the value of the x-variable in a sample, and y is the
value of the y-variable in a sample.

The value of the autocorrelation coefficient ranges between −1 and 1, where the latter
means a perfect positive correlation and the former means a perfect negative correlation.
Figure 6 is the ACF plot of the HVAC consumption, where the bars show the ACF values
at increasing timesteps (lags). Excluding the first bar that compares the autocorrelation of
variable value with itself (value obtained: 1), the highest correlation was obtained at lag
(timestep) 168, which implies that the HVAC consumption has a weekly repeated behavior.

To explore the change of HVAC consumption throughout the day, we plotted the box
graph of hourly consumption of the whole-year data in Figure 7. Because the setpoint
was changed at 6:00 a.m., Figure 7 clearly shows a change of consumption starting at
6:00 a.m., which then stabilizes over the next 3 h. Beginning at 10 a.m., the temperature in
Houston starts to increase, reaching a peak at 3:00 p.m. Then, the temperature decreased
afterward, stabilizing around 8:00 p.m. These patterns are clearly represented in the figure.
It is noteworthy that the HVAC consumption dropped after 16:00 and then continued to
decrease after 17:00 because the setpoint was changed again.
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After exploring the change of HVAC consumption throughout every hour/day, we
looked at the consumption change by weekday. As expected, and given the setpoint
configuration, the HVAC consumption exhibited the same behavior during the working
days (with a slight decrease on Fridays). The same trend applied for weekend days, as
presented in Figure 8.
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We also looked at the change of HVAC energy consumption by considering the number
of the users and the outdoor temperature. Table 2 presents the distribution of the number
of users throughout the day for working, weekend, and vacation days.

Table 2. Users distribution per hours of the day.

Day/Time
Slot

00:00
05:59

06:00
06:59

07:00
07:59

08:00
08:59

09:00
09:59

10:00
13:59

14:00
15:59

16:00
17:59

18:00
19:59

20:00
23:59

Working 0 1 7 17 19 21 22 23 2 0
From 00:00 to 7:59 From 8:00 to 12:59 From 13:00 to 23:59

Saturday 0 5 0
Sunday 0 3 0
Vacation 0 5 0

To explore the change of HVAC consumption by considering both the number of users
and the outdoor temperature, we plotted a matrix representing the correlation between the
three features, as presented in Figure 9.
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Unexpectedly, the correlation between the HVAC consumption and the outdoor
temperature was not very high, which suggests that other factors affected the power
consumption. The exploration phase unveiled a high consumption when the number of
users or the outdoor temperature was low. Therefore, we decided to use the K-means
algorithm to identify the timeslots that explain the HVAC consumption behavior.

4. K-Means Clustering Algorithm: A Step-by-Step Process

Machine learning algorithms can be split into two main categories: (1) supervised
learning, which involves making predictions with the help of labeled datasets (for instance,
given the geometrical measurement of a house and its location, a supervised algorithm
could predict its price); and (2) unsupervised learning, which involves using unlabeled
data to extract some information/patterns (for instance, finding out the probability of the
co-occurrence of items in a collection [33]). Besides associations, unsupervised learning is
also involves solving clustering problems meant to divide data into groups, where every
group contains data with the same behavior. For instance, after collecting consumption
data using building meters, an energy manager is eager to find buildings with the same
consumption behavior.

To identify inefficiencies in the HVAC system for the Houston Advanced Research
Center, the K-means algorithm was used to cluster the time series data presented in the
previous section. K-means is a clustering algorithm used to group data into K groups using
the mean (average) computation [34]. It is implemented in many data analysis tools, and in
this paper, we used the version implemented in the Scikit-Learn Python package. Figure 10
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is a flowchart that presents the steps used in the K-means algorithm to group data into
k clusters.
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The simplicity of this algorithm is among its “raison d’être” and why it is widely used.
K-means generally produces satisfactory clustering results, yet it has some caveats that
are addressed in this paper. The first caveat is the random initialization of the centroids,
which can sometimes lead to locally optimal solutions that are not globally supported. It
is important to mention that different initializations generate different clustering results,
which are sometimes far from the optimal. The second caveat is the determination of the
number of clusters before running the algorithm [35].

To avoid the first caveat, we used the Scikit-Learn K-means implementation, which
uses a method of initialization based on k-means++ algorithm that chooses the centroids in
a smart way to speed up the convergence [36]. K-means ++ consists of the following steps:

1. Randomly choose a datapoint to be a cluster center
2. For every other datapoint, compute the distance (let’s call it D(x)) from a point to the

cluster center
3. Choose the next centroid such that the probability of choosing a point is proportional

to D(x)2

4. Repeat the above two steps until the right number of centroids are found

Regarding the second caveat, the algorithm classifies points according to the specified
number of clusters k. To choose the right k value, different metrics are used to assess the
clustering results using different numbers of clusters. The ideal results occur when the
inter-cluster is minimized and the intra-cluster is maximized [34]. For all the indices used
in the analysis, the optimal number of clusters was based on the location of a bend in the
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generated graphs. In this paper, we used four different techniques that are explained in
Table 3.

Table 3. Different clustering metric techniques used in the analysis.

Metric Name Description Mathematical Formula Interpretation of Score

Elbow Method [37]

Looks at the within-cluster sum
square (measures the intra-cluster

variation) as a function of the number
of clusters

WSSE = ∑k
j=1 ∑n

i
∣∣∣∣µj − xi

∣∣∣∣2
2

Lower is better (homogenous clusters), as a
higher score represents more

heterogeneous clusters

Silhouette Score [38] Used to study the separation distance
between the resulting clusters

Silhouette Score = x−y
max (x,y)

x: mean distance to the points in the
closest cluster

y: the mean intra cluster distance

Silhouette Score value is in the range
of (1, 1)

+1 indicates that the sample is far away
from the neighboring clusters. A value of
0 indicates that the sample is on or very
close to the decision boundary between
two neighboring clusters and negative

values indicate that those samples might
have been assigned to the wrong cluster.

Davies Bouldin Score [39]

The average similarity measure of
each cluster with its most similar

cluster, where similarity is the ratio of
within-cluster distances to
between-cluster distances.

Davies Bouldin

Score = 1
k

k
∑

i=1
max

i#j

icd (Ci)+icd
(

Cj
)
)

distance
(

Ci ,Cj
)

where icd refers to intra cluster distance

Minimum score is 0 with lower values
indicating better clustering

Calinski Harabasz Score [40]
The score is defined as ratio of the

sum of between clusters dispersion
and of inter-cluster dispersion

Calinski Harabasz Score = n−k
k−1 . bcd

icd
where bcd refer to between cluster

dispersion and icd refer inter cluster
dispersion

Higher score refers to better
defined clusters

In addition to choosing the right number of clusters, feature scaling is an impor-
tant step for many machine learning algorithms that use the distance between data [41].
Commonly, the K-means algorithm compares data using the Euclidean distance using the
following formula:

Euclidean Distance (p1(x1, y1), p2(x2, y2)) =

√
(x1 − x2)

2 + (y1 − y2)
2 (2)

where p1 and p2 are the two points in Euclidean Space; and x, y are the Euclidean vectors
starting from the origin of the space.

Since data clustering is based on the difference between the value points, it is important
to have all features on the same scale. Otherwise, high values will be grouped regardless of
their patterns. To remove the volume difference in the data, we used three different scaling
methods and chose the method that led to balanced clusters. Table 4 describe the scaling
methods used from the Scikit-Learn package.

Table 4. Data scaling methods used in this paper.

Scaling Method Description Mathematical Formula

Min-Max Scaler

Used to normalize data in the range of [0,1]
For each value in the feature, the minimum value is subtracted and

then divided by difference between the original maximum and
original minimum [42]

X−min
max−min

Standard Scaler Used to rescale the distribution of the data by subtracting the mean
and then dividing by the standard deviation [43]

X−µ
σ

Robust Scaler Primary used to remove the effect of outliers as the centering and
scaling of this scaler are based on percentiles [44]

x−Q1
Q3−Q1

Given that three different features were used in our analysis, different units were
used, and the range of raw data values varied widely, it was important to standardize the
values in a specific range. The effect of scaling data is clearly shown in Figure 11, which
presents a sample of the original data (18 June 2019 data) along with the impact of the
scaling methods used. The latter clearly removed the difference in volumes and revealed
some initial data patterns, such as the mutual change of HVAC consumption, along with
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the change of the number of users and temperature, excluding the timeslots where the
setpoint was changed (i.e., 06:00 a.m.).
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The next section presents the results of applying the different data processing tech-
niques along with the K-means algorithm to identify possible HVAC system inefficiencies.

5. Applying K-Means: Results and Discussion

The K-means algorithm requires choosing an optimal number of clusters that can be
identified by plotting the change of some metrics, such as elbow, silhouette, Davies Bouldin,
and Calinski Harabasz (explained in Table 3), as we increase the number of clusters from 2
to N [45]. Using these metrics involves watching the change of the graph as the number of
clusters increases, and then picking the number of clusters where the first elbow formation
in the curve occurs. This is a common technique used in clustering, as adding another
cluster beyond the elbow formation does not lead to a much better modeling of the data.
Figures 12–14 present the results using the data scaled with the min-max, standard, and
robust scalers.
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Figure 14. Metrics change for the robust-scaled data.

The elbow method showed a break at k = 2. However, the other metrics, including the
silhouette, Davies Bouldin, and Calinski Harabasz, showed an overall elbow formation
at k = 3 for the three scaling techniques, so we decided to use k = 3 as the initial number
of clusters. As for the proper scaling technique, we looked at the generated clusters and
evaluated the clustering method that produced the most balanced clusters. Table 5 presents
the obtained results.

Table 5. Cluster distribution using different scaling methods.

Scaling Method
Clusters Size

Cluster 0 Cluster 1 Cluster 2

Min-Max Scaler 3775 2545 2440
Standard Scaler 3630 2569 2561
Robust Scaler 1095 5725 1940

Looking at cluster distributions, the min-max and standard scalers resulted in rel-
atively similar distributions. However, for the robust scaler, cluster 1 contained more
than 65% of the analyzed data. To get more insight on the impact of the scaling method,
we decided to explore clustering using two variables: HVAC Consumption and Outdoor
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Temperature, then HVAC Consumption and the Number of users. Clustering results are
presented next in the next section.

5.1. Clustering HVAC Consumption and Outdoor Temperature

Table 6 presents the results of clustering the HVAC consumption along with the
outdoor temperature using the three scaling methods: min-max, standard, and robust.

Table 6. Clustering the HVAC consumption and outdoor temperature: results.

Clusters
Content Min Max Scaling Standard Scaling Robust Scaling

Cluster # Number of
Data Points

HVAC
kWh

Outdoor
Temperature (F)

Number of
Data Points

HVAC
kWh

Outdoor
Temperature (F)

Number of
Data Points

HVAC
kWh

Outdoor
Temperature

(F)

0 4247 2.332612 78.75936 4228 2.314971 78.85005 4143 2.254525 79.09003
1 3167 2.961723 55.12472 3161 2.902028 55.19329 3168 2.795683 55.53346
2 1346 12.74543 83.57281 1371 12.75034 82.94384 1449 12.5911 81.40787

Looking at clustering membership distribution, all scaling methods resulted in a
nearly similar distribution of data. Cluster 2 grouped datapoints with high-temperature
values (an average >80 F), Cluster 0 assembled points where the average temperature
was around 78 F, and Cluster 1 grouped data where the average temperature was around
55 F. Even though the average temperature in Cluster 1 was less than that of Cluster 0, the
average HVAC consumption in cluster #1 was higher than the value in Cluster 0. To further
analyze the data, we evaluated the timeslots from cluster #1, highlighted in green, where
the HVAC consumption was high while the outdoor temperature was low. The analysis
produced an average of 1340 timeslots (for every scaling method) where the consumption
was more than 2.33 kWh when the outdoor temperature was low. Table 7 presents the
timeslots corresponding to every month (for data scaled used the min-max scaler).

Table 7. Number of timeslots/month with high HVAC consumption.

Month Oct_18 Nov_18 Dec_18 Jan_19 Feb_19 Mar_19 Apr_19 May_19

Number of timeslots 254 325 85 319 177 114 70 2

Given the length of the obtained results, we present a screenshot of a sample of some
concerned months (columns represent the date, hour, HVAC consumption, and outdoor
temperature) in Figure 15.
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Using the clustering results, it was possible to identify timeslots where the HVAC
consumption was high while the outdoor temperature was low. Table 8 presents the hours
and frequency where such status occurred.

Table 8. Timeslots with high HVAC consumption despite low temperatures.

Hour 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Freq 18 22 17 20 29 32 85 112 112 113 105 94 88 79 71 73 73 76 37 25 18 13 14 14

Excluding the timeslots where the setpoint is changed, i.e., 6:00 a.m. and 6:00 p.m.,
other slots between 7:00 and 16:00, highlighted in green, are important for building man-
agers to consider as they present potential wastes of energy in the HVAC system.

5.2. Clustering HVAC Consumption and Number of Users

In this section, we explore the results of clustering the HVAC consumption along
with the number of users. As the number of users, between 6:00 a.m. and 6:00 p.m., was
based on the assumption that every person remained in the building until 5:30 p.m., this
assumption may not have been 100% correct. Thus, we limited our focus to timeslots where
the number of occupants was 0, but the HVAC consumption had a high value. Table 9
presents the clustering results.

Table 9. Clustering the HVAC consumption and the number of users: results.

Clusters
Content Min Max Scaling Standard Scaling Robust Scaling

Cluster # Number of
Data Points

HVAC
kWh N_Users Number of

Data Points
HVAC
kWh N_Users Number of

Data Points
HVAC
kWh N_Users

0 5973 1.988811 0.693286 1711 5.62081 20.877265 5716 1.791676 0.621064
1 2440 7.964945 20.47541 6029 2.051677 0.713717 1984 5.705946 17.899194
2 347 14.778369 2.951009 1020 14.17153 14.804902 1060 14.037649 15.153774

By clustering the HVAC consumption and number of users, we noted that Cluster 2,
highlighted in green, grouped datapoints where the average consumption was about
14.8 kWh when the number of users was relatively small. Some important insights and
inefficiencies were concluded after analyzing Cluster 2 datapoints. The results of the
analysis are summarized in Table 10.

Table 10. Identifying the timeslots with inefficiencies.

Timeslots Increase in HVAC Consumption: Explanation

All working days 6:00 to 7:00 a.m. Setpoint was changed
Some 6:00 a.m. to 7:00 a.m. slots for vacations still have a

high consumption
Example: 23,24 November; 31 December 2018, 21 January 2019,

18 February

Some areas did not switch to unoccupied mode properly in the BAS
system, causing an inefficiency

- Columbus Day (Monday: 8 October 2018): 06:00 a.m. to 17:00
- Thanksgiving Day (Thursday: 22 November 2018)

- Saturday 10 August 2019: high consumption from 7:00 a.m. to 17:00

Either HARC staff worked during this day, or the day was not input as a
vacation day in the system, causing an inefficiency

November 24, 2018: 3:00 a.m.: 11 kWh
26 November: 2:00 a.m. and 5:00 a.m.: more than 9 kWh

Either an outlier or inefficiency. The building had a minimum
temperature setpoint of 65F. When a zone reached that temperature

during winter nights, the heating systems warmed up that specific zone.

For all working days between 6:00 a.m. to 17:00
The control system did not allow the

configuration of occupancy-based
setpoints

Looking at the different timeslots grouped in Cluster 2, we identified the timeslots that
had a high consumption when the number of users was zero. Table 11 shows the results.
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Table 11. Timeslots with high HVAC consumption when the number of users is low.

Hour 0 2 3 4 5 6 7 13 14 15 16 17 18 20

Freq 1 1 1 1 1 8 2 4 3 3 4 4 2 1

To estimate the energy waste, we explored the timeslots grouped in Cluster 0 and
Cluster 2, respectively. The former aggregated timeslots where the HVAC consumption and
number of users were both of low values, while the latter is the cluster where inefficiencies
were found. We computed the average consumption of every timeslot in Cluster 0, then
compared the values to the corresponding values grouped in Cluster 2 (same timeslot, same
temperature). Our analysis showed that a minimum of 1.87% savings could be achieved
for 1-year consumption if the HVAC system was configured correctly by accounting for the
number of users in the building.

Finally, it was important to look at clustering results when considering the three
features (the HVAC consumption, number of users, and outdoor temperature). The results
are presented in Table 12. The goal is to identify high average power consumption when
the outdoor temperature and the number of people values are low. This provides an
indication to the building managers to change the setting of these conditions to a more
energy-efficient condition, such as lowering the setpoint of the thermostat.

Table 12. Clustering the HVAC consumption, number of users, and outdoor temperature: results.

Clusters
Content

Min Max Scaler Standard Scaler Robust Scaler

HVAC
kWh

Outdoor
Temperature (F) N_Users HVAC

kWh
Outdoor

Temperature (F) N_Users HVAC
kWh

Outdoor
Temperature (F) N_Users

Cluster 0 2.92041 79.321325 0.79497 1.98926 79.047934 0.625069 13.87707 83.121461 15.52785
Cluster 1 7.96495 74.409836 20.4754 8.98954 76.07863 18.82016 1.774806 70.057293 0.747598
Cluster 2 2.35077 55.230648 0.8503 2.39227 54.342054 1.759859 5.714216 66.734021 17.44433

All three scaling methods produced good clustering results regarding the outdoor
temperature and number of users. For every scaling method used, the K-means algorithm
resulted in a cluster with high consumption proportional to the high temperature and
number of users. In addition, the results showed a second cluster grouping data with the
high temperature and low number of users, as well as a third cluster grouping data with a
low consumption proportional to the low temperature and low number of users. Compared
to the previous results, the second cluster revealed good results, as we could identify the
timeslots with energy losses which could be considered for future HVAC settings.

Besides accounting for occupancy, we explored the energy savings that could be
achieved if we delayed the change of the setpoint from 06:00 a.m. to 07:00 a.m., given that
the number of occupants is only one. Our analysis showed that an extra savings of 4%
could be achieved if the morning setpoint change was shifted by an hour, which is another
suggestion that the energy manager can consider for future HVAC settings.

6. Conclusions and Future Work

HVAC systems consume a significant amount of energy in a building, which is partic-
ularly apparent in hot and humid areas such as Houston, TX, USA. High temperatures lead
to an increased demand for cooling using HVAC systems throughout the year. Given the
improvement of information and communication technology (ICTs), significant attention
is devoted to collecting building-related data that analysts can use to uncover energy
inefficiencies. This paper presents a step-by-step methodology able to unveil improvement
opportunities in HVAC management using the K-means algorithm, an unsupervised ma-
chine learning algorithm, in highly efficient buildings. The data used in this paper were
collected from a weather station, building access cards, and a meter. The meter represents
the 1-year consumption of a LEED Platinum-, Energy Star 99/100-, and Net-Zero-certified
office building owned and operated by the Houston Advanced Research Center (HARC).
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The results show that using time series analysis and an unsupervised learning technique
can distinguish timeslots to reduce or eliminate the use of HVAC consumption. Our study
proves the possibility of saving up to 6% in energy that energy managers can consider for
the future configuration of the HVAC system.

For future work, we propose an implementation of a real-time collection of the number
of users in the building and measuring the inside temperature, as this is important to
understand the relationship between the indoor temperature and the changes in HVAC
consumption. Storing the setpoint used is another important future action, as improving
the setpoint affects the HVAC system consumption in the next hour(s) [46]. In addition to
collecting more building-related data, our next research work will focus on comparing the
performance of the K-means algorithm to other clustering techniques in identifying energy
inefficiencies, as this is an important step to identify the best clustering technique to use for
the problem addressed in this paper.
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