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Abstract: As the interconnection of renewable-energy-based distributed generations (DGs) to the
distribution system increases, the local and temporary voltage and current problems, which are
difficult to resolve with the existing operation method, are becoming serious. In this study, we propose
a short-term operational method that can effectively resolve voltage and current violations caused
by instantaneous output fluctuations of DGs in a system with a high hosting capacity of renewable
energy sources. To achieve the objectives, a modified heuristic network reconfiguration method, and
a method determining the maximum power output limit of individual DGs are proposed. We propose
a cooperative method for controlling the power output fluctuations of renewable-energy-based DGs,
which includes voltage control, network reconfiguration, and power curtailment. The proposed
algorithm was verified through case studies by using a test system implemented in MATLAB
environments. It can effectively resolve violations caused by DGs while minimizing the number of
switching operations and power curtailment. The proposed method is an appropriate operation
method to be applied to the real system as it can cope with the instantaneous output fluctuation of
DGs, which was not dealt with in the existing operation method.

Keywords: active distribution network; hosting capacity; network reconfiguration; operational
planning

1. Introduction

Renewable energy sources (RESs) have been increasingly used in electric power
systems to reduce the consumption of fossil fuels and greenhouse gas emissions. However,
RESs introduce new problems to the distribution system, such as overvoltage, overcurrent,
and protection coordination failure [1]. The conventional distribution network has been
designed with a fit-and-forget approach, assuming the worst scenario at the planning stage;
hence, it does not require special controls [2]. Therefore, additional system infrastructure
is required to address the problems introduced by the increased use of RESs. However,
infrastructure reinforcement requires large investments and new site locations to expand
and install new lines or facilities. However, it is difficult to secure new sites because of
opposition from residents or environmental problems. Therefore, countermeasures must
be taken to enhance the penetration rate of renewable energy generation with minimal
investments in additional infrastructure.

The conventional operational method for distribution systems does not actively con-
trol the power system, which results in a low capacity factor. Recently, active control
methods of distribution systems have been proposed to increase the penetration rate of
RESs by resolving the problems caused by the increased integration of RESs [3]. Active
control measures, such as voltage control, network reconfiguration, and curtailment can
reduce the integration problems of RESs. Recent studies on dynamic network reconfigura-
tion methods focused on hourly control and included the abovementioned measures as
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well as load control objectives. Existing research on network reconfigurations, including
dynamic network reconfiguration, aimed primarily at loss minimization [4–7]. Silva et al.
proposed a method of dynamic network reconfiguration for loss minimization and ana-
lyzed the computational time according to the algorithm execution cycle [4]. Jafari et al.
conducted dynamic reconfiguration studies to improve reliability and minimize loss. Their
method used a hybrid algorithm that combined an exchange market algorithm and the
wild goats algorithm to improve computational speed and accuracy [5]. In addition to loss
minimization, some studies focused on load balancing, voltage fluctuation minimization,
and voltage profile improvement [6,7]. Furthermore, a dynamic network reconfiguration
can perform more frequent switching operations than a static network reconfiguration.
Therefore, some studies aimed to minimize the number of switching operations [8,9]. Fu
et al. calculated the nominal hosting capacity (HC) of each hour to evaluate the maximum
RES penetration rate and derived a 24 h reconfiguration schedule to accommodate the ca-
pacities of all hours [8]. Peng et al. investigated dynamic network reconfiguration methods
to minimize three-phase imbalance problems and the number of switching operations in a
system that was integrated with various types of distributed generations (DGs) [9].

As a dynamic network reconfiguration has various applications, some studies mini-
mized the operating cost by using cost functions [10–15]. Ameli et al. proposed a dynamic
reconfiguration method to minimize the electricity cost, customer service interruption
penalty, transformer life cycle cost, and switching cost [10]. In their research, scenarios
were set using harmonic search, and the ant colony algorithm was used to search for an op-
timal solution. Esmaeili et al. developed a dynamic reconfiguration method for minimizing
operational costs by accounting for the cost of the total loss, switching cost, demand-
responsive load and generation cost, and the cost of exchanging power [11]. Mixed-integer
linear programming was used to derive an optimal operating schedule of 12 h, considering
the hourly reconfiguration, energy storage system, and demand response. They applied
model predictive control to create an hourly schedule that reflected the uncertainties.

Apart from dynamic network reconfiguration, some studies investigated cooperative
control methods. Pamshetti et al. proposed a cooperative control scheme of volt-var
control, network reconfiguration, and service recovery algorithms to minimize energy
consumption [12]. By applying the ZIP load model, they implemented a control scheme
that minimized power demand and line loss according to voltage. Murty and Sharma
proposed a cooperative control method of an on-load tap changer (OLTC), DG, distribution
static compensator (D-STATCOM), and network reconfiguration for voltage regulation
and cost minimization [13]. In addition, they determined the optimal location of DG and
D-STATCOM and analyzed the effect of cooperative control, according to the presence or
absence of the regulating devices. Pilo et al. proposed a cooperative control scheme to
minimize the operating cost including the power curtailment of DGs, auxiliary service,
demand response, and power loss [14]. A two-stage operation plan consisting of the
first stage considering only output limitation and auxiliary services and the second stage
including system reconfiguration was proposed. Liu et al. proposed the optimal control
method that the network reconfiguration, voltage regulator, step voltage compensator,
distribution static synchronous compensators, and shunt capacitor banks to minimize the
total operating cost of an unbalanced distribution network [15]. There are also studies to
increase the HC by using the power electronic device, such as soft open point (SOP) [16].
This method alleviates the violation caused by DGs by controlling the power flow at the
point using SOP instead of the existing switch of on/off method. HC can be increased by
replacing frequently controlled switches with SOPs and controlling them together with
other switches. However, an additional cost is required to replace the existing switches
with SOPs.

These previous studies derived control solutions based on the predicted values of
load and DG, which were primarily hourly predictions. However, even if the one-hour
average output can be accurately predicted, it is difficult to respond to the fluctuation
of RESs with hourly-forecast-based operation method. Since temporary overvoltage and
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overcurrent frequently occur when the HC increases, measures to appropriately respond to
the fluctuation of RESs are required.

In this study, we propose a short-term operation planning method that can effectively
respond to the output fluctuations of DGs in a distribution system with high HC of RES.
The proposed method is a cooperative operation method of voltage control, network
reconfiguration, and determining the maximum power output limit of individual DGs. In
order to cope with the instantaneous output fluctuation of DGs, a control method with a
shorter period is required. However, a control method with a shorter period is accompanied
by a greater number of controls. Therefore, this study derives a control method capable of
effectively resolving violations while minimizing the number of switching operations and
power curtailments through the analysis of several control periods. The main contributions
of this study are as follows:

(1) We developed a modified technique for heuristic network reconfiguration that can be
applied to a power system integrated with multiple DG units.

(2) We developed a method for determining the maximum power output limit of in-
dividual DGs in each control period that can respond to real-time power output
fluctuations of DG.

(3) We developed an optimal combination based on the performance index; our ap-
proach combined the control period, network reconfiguration, and maximum output
determination methods.

The remainder of this paper is organized as follows. Section 2 summarizes the back-
ground of this research. Section 3 describes the proposed method of heuristic network
reconfiguration, a method of determining the maximum output of DG, and the short-term
operational methods of the distribution system. In Section 4, case studies performed us-
ing MATLAB are presented. The results of these studies verified the performance of the
algorithms and short-term operational methods. Finally, Section 5 concludes this paper.

2. Motivation of the Research
2.1. Necessity for Short-Term Control to Address the Fluctuations in RES Output

Fluctuations in the power output of the RESs complicate the operation of a power
system with a large RES HC. The most effective method for controlling these fluctuations
is real-time control according to the state of the power system. However, a considerable
amount of measurement data are needed to implement real-time control, which requires
a high-performance communication infrastructure. Furthermore, this approach would
involve significantly more frequent control operations than the conventional operating
method, which is a challenge for practical implementations. A more realistic approach
would be to perform short-term control, such as at 5 or 15 min intervals. Recently, several
studies predicted photovoltaic (PV) output in a duration of several minutes, such as 5, 15,
and 30 min, instead of 1 h. In particular, Zhou compared the accuracy for predictions made
in 1, 5, 15, 20, 25, and 30 min. In general, the shorter the prediction period, the better the
prediction accuracy [17–20].

To derive a solution for the system control, we can use the averages over a certain
period for the predicted values of the load and DG output. The fluctuation of load values
is not extremely large; therefore, the control solution using the average values would
rarely cause a problem in system operations. However, as the RES output has large
fluctuations, the control solution derived using average values may cause problems in
real-time operations. This problem aggravates as the HC increases. Figure 1 compares
the power output fluctuations recorded in 1 min periods and the output values averaged
over 5, 15, 30, and 60 min. The solid lines represent the output powers, and the dotted
lines represent the corresponding peak values. With a longer period, the output fluctuation
is less visible. Figure 2 shows the maximum current magnitude of the system averaged
at 5 min (black line) and 60 min (red line), respectively, and the allowable current limit
(blue line). No overcurrent was observed in the 60 min average, but frequent overcurrent
was observed in the 5 min average. Thus, overcurrent can occur frequently if the system
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is operated using measurements averaged over 60 min without other means of control.
Therefore, short-term control should consider several-minute cycles instead of one-hour
periods, and control measures need to respond to fluctuations in the RES output.
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Figure 1. Comparison of power output fluctuations with control periods of 1, 5, 15, 30, and 60 min.
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Figure 2. Comparison of current magnitudes between 5 and 60 min average power output.

2.2. Necessity for a Network Reconfiguration Method Suitable for Local Controllers

Network reconfiguration is essential to effectively control power output fluctuations
of RESs in a system with high HC. The conventional method of network reconfiguration
derives the optimal topology for a wide range of distribution systems from the central
operation system. In recent years, along with the increase in the integration of RESs in
distribution systems, methods of deriving an hourly topology operation schedule were
investigated using the day-ahead forecasting of the DG power output. These methods
primarily use predicted values on an hourly basis to provide the upcoming 24-h topology
operation schedule for each period. The time margin for creating this schedule is large,
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which indicates a low restriction on the computational time. However, the control solutions
must be computed quickly for shorter periods, such as 5 or 15 min. In addition, the
required control period for responding to power output fluctuations of the RES is shorter
and the amount of data are larger than in conventional control solutions. Consequently,
deriving control solutions for all topologies in a central system is not practical. Therefore,
effective responses to the power output fluctuations in RESs require data collection and
the derivation of a control solution from the local controllers that can operate at the
substation or bank level. Therefore, we need a network reconfiguration method that is
less computationally intensive, can operate in local controllers, and can quickly derive a
control solution.

3. Proposed Cooperative Operational Method

We propose a cooperative method for controlling the power output fluctuations of
RESs, which includes voltage control, network reconfiguration, and power curtailment.
Each control measure is applied according to the power output of the RES and the state
of the system. Figure 3 shows a conceptual diagram of the operational method. Using
the predicted values of the load and power output of the next period, we calculate the
values of the OLTC tap control, system topology, and maximum power output limit of DGs.
Subsequently, when the next control period starts, we control the topology and OTLC tap
according to the operating solution and adjust the maximum output of the RES during
this period.
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This section presents a summary of the method, and the following subsections explain
individual algorithms. Figure 4 shows the flowchart of the proposed method. The predicted
data of DG and load of the next control period are used as input, and the system state of
the next period is predicted using the power flow calculation. The method determines
whether an overvoltage, undervoltage, or overcurrent violation occurs. Voltage control is
performed if a voltage violation occurs without an overcurrent violation. If the result of
the power flow calculation shows an occurrence of overcurrent, the algorithm determines
whether the overcurrent is caused by the load or by the DG. In the case of overcurrent
caused by DG, if the magnitude of overcurrent does not exceed a certain range of the
current limit value, the overcurrent violation is resolved using DG output curtailment. If
the overcurrent is caused by the load or if the magnitude of the overcurrent exceeds a set
range, a network reconfiguration solution is derived to resolve or mitigate the overcurrent



Energies 2021, 14, 6340 6 of 25

problem. The algorithm determines whether voltage violation will occur in the system
after reconfiguration; if necessary, a voltage control solution is derived. Subsequently,
the algorithm for specifying the maximum output range of each DG in the next period is
executed based on the current topology. Finally, the OLTC tap control solution, network
reconfiguration solution, and maximum output value of each DG are saved, and the
algorithm is terminated.
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The proposed operational method requires more frequent control actions than those
in the conventional method. The control of the active and reactive power of the inverter,
which has a relatively low risk of control failure, does not pose a significant problem for
the system operator even if the control is performed frequently. However, in the event
of control failure in OLTC tap control or switches, the failure may have a direct adverse
impact on the system. Furthermore, the maximum number of switching actions for these
devices is limited by the service life of the devices. Consequently, frequent switching
control may cause severe problems for the system operator. Therefore, in this study, we
apply measures to prevent the frequent control of OLTC taps and switches. During voltage
control, the OLTC control is performed only when the solution could not be obtained by
controlling the reactive power of DG alone. A margin factor α is applied to the allowable
current limit condition to reduce the number of switch control operations. With the
application of the margin factor α and the allowable current value of Ilimit, the network
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is not immediately reconfigured when the maximum current of the system exceeds Ilimit.
Instead, we reconfigure the network when the maximum current of the system exceeds
Ilimit × (1 + a). This allows for more stringent conditions for network reconfiguration,
reducing the frequency of network reconfigurations.

3.1. Power Flow Equation

In this study, the result of power flow calculation using the predicted load and DG output
are used as the system state for determining the control solutions. The power flow solution is
based on the Newton–Raphson method implemented in the MATPOWER package [21]. The
active and reactive power of node i are defined as Equations (1) and (2), respectively.

Pi =
N

∑
k=1
|Yik||Vk||Vi|cos(θik − δi + δk), (1)

Qi = −
N

∑
k=1
|Yik||Vk||Vi|sin(θik − δi + δk) (2)

where i and k are the bus indices, N is the number of nodes, |Yik| and θik are magnitude and
angle of the element Yik of admittance matrix. |Vi| and |Vk| are the voltage magnitudes and
δi and δk are the phase angles of node i and k, respectively. Based on Equations (3) and (4),
the Jacobian matrix gives the linearized relationship between small changes in voltage
angle and voltage magnitude with the small changes in real and reactive power. It can be
expressed as Equation (3). [

∆P
∆Q

]
=

[
J1 J2
J3 J4

][
∆δ

∆|V|

]
, (3)

3.2. Voltage Control Method

In this study, we applied the voltage control method proposed in [22]. This method
controls the voltage using the tap control of OLTC, the step voltage regulator, and reactive
power control of DGs in the distribution system. In prior work, the optimal solution was
derived without distinguishing the priorities of tap control and reactive power control.
However, in this study, our first approach is to resolve the voltage violation using the
reactive power control of DG alone to minimize the number of OLTC tap controls. Only
when the problem is not resolved using this approach, we concurrently perform both the
OLTC and reactive power control to resolve the voltage violation problem. The objective
function for the voltage control is defined as Equation (4) to maintain the voltages of all
nodes as close to the nominal voltage as possible.

min OF =
N

∑
i=1

(Vi −Vrat)
2, (4)

where Vi is the voltage value of the ith node, Vrat is the nominal voltage, and N is the
number of nodes. Figure 5 shows the flowchart of voltage control.
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3.3. Dynamic Network Reconfiguration Method

The network reconfiguration algorithm derives a control solution by acquiring data
from the local controller, as described in the previous section. It is important to provide
the solution quickly if this algorithm controls systems with a large RES HC. Therefore,
we developed a heuristic method that can derive the solution quickly. The conventional
heuristic methods for network reconfiguration made a loop by closing an open switch,
and then opened a switch where the minimum current flows in the loop [23–26]. This
conventional method derives solutions for distribution networks with load only. In such
a system, there is only one location at which the direction of the loop current changes, as
shown in Figure 6a. The point at which the current flow is changed is the same as the
point at which the minimum current flows. Therefore, the accuracy of the existing heuristic
method is relatively high in a load-only system. However, when DGs are connected to
the distribution network, the loop current becomes more complicated than that in the
load-only network; therefore, the conventional heuristic method is not adequate. Figure 6b
shows the loop current in a DG-connected system. Even in the case of adding only one
DG to the system, the current direction can change at up to three points. This situation
becomes even more complicated with an increased number of DGs integrated into the
system; hence, it becomes impractical to apply the existing heuristic method. Therefore,
in this study, we set the switches adjacent to the current-flow-changing point as the open
switch candidates. Among the candidate switches, we select a switch that minimizes the
performance index (P.I.NR) value in Equation (5) as the open switch. The performance
index aims to resolve the voltage and current violations, maintain the voltage of each node
as close to the nominal value as possible, and achieve a uniform distribution of the current
flow in each section.

P.I.NR = ωv

N

∑
i=1

(Vi −Vrat)
2 + ωi

M

∑
j=1

( Ij

Ilimit

)2

+ ρOC, (5)

where Ij is the current in section j, Ilimit is the current limit value, M is the number of
sections; ωv and ωi are the weights for the voltage and current, respectively, and ρOC is the
penalty in the case of overcurrent.
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The proposed network reconfiguration algorithm is based on Zin’s method [26], except
for the method of selecting the open switch candidates, as described above. The proposed
algorithm is as follows, and its flowchart is presented in Figure 7.

(1) The system data are received as input, and a set of open switches in the system is
determined.

(2) A loop is created by closing the first switch from the open switch set, and the switch is
removed from the open switch set. The loop current pattern generated by closing the
open switch is analyzed to determine the point of change in the current flow direction
in the loop.

(3) All switches adjacent to the current flow change point are selected as open switch
candidates, each candidate switch is opened, and the open switch is added, which
minimizes the performance index to the end of the open switch set.

(4) Repeat steps 2–3, and if the closed switch and the opened switch are the same, this
is counted.

(5) When the number of closed and open switches is equal to the number of switches in
the open switch set, the open switch set is saved, and the algorithm is terminated.
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3.4. Method of Designating the Maximum Power Output Limit of DGs

In the recently developed grid-connected inverter, the active power output can be
controlled so that it is the maximum power output limit set for a specific period, as shown
in Figure 8 [27,28].
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The following method determines the maximum output limit of each DG to prevent
overcurrent in the system with multiple DGs.

(a) Method of determining the representative section.

The current magnitude of all line sections should be analyzed to designate the al-
lowable output range of DGs. However, in a radial distribution system with only loads
and DGs, the maximum output of each DG can be determined by the current analysis of
specific sections. The overcurrent caused by DGs occurs when more current is generated
than can be consumed by the load. Therefore, the overcurrent flows in the reverse direction
toward the feeder terminal. Among the possible current combinations of each DG, the
largest magnitude of current flows in the line section farthest from the feeder terminal, as
marked with a red line in Figure 9. These sections are defined as representative sections.
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If the power output of DGs is controlled to prevent overcurrent in the representative
sections, there will be no overcurrent in the other sections of the system. Therefore, we
analyze only the current magnitude of the representative sections when designating the
maximum power output of each DG.

Figure 10 shows the flowchart of the algorithm for selecting the representative sections
in each feeder. First, we identify the DG nodes connected to k–th feeder. Next, the line
sections in the path from the k–th feeder terminal to each DG node are identified and
saved as Ωk

path,g. Using this information, we identify the DGs that affect the current of each
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section and save the corresponding DG set. Among the sections that have the same DG
set, we select the farthest section from the feeder terminal and save it as an element of
the representative sections of the k–th feeder (Ωk

line,rep). The DG set of the n–th element

of Ωk
line,rep is denoted as ΩDG,n. The representative sections are updated whenever the

topology is changed by the network reconfiguration.

(b) Method of determining the maximum power limit of individual DGs.
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The maximum power limit in the corresponding control period of each DG is calcu-
lated using the current of the representative section and the maximum allowable current.
As the active power curtailment value of the DG needs to be calculated, only the real part
of the current is used for calculation based on the current in the representative section, as
shown in Figure 11. In this figure, In, In,R, and In,X represent the magnitude of current
in the representative section n and its real and imaginary components, respectively. Ilimit

n
and Ilimit

n,R are the magnitudes of the maximum allowable current and its real component,
respectively, in the representative section. We can assume that the change in the imaginary
component (In,X) of the current in the representative section during the control period is
insignificant. Therefore, the difference ∆In,R between In,R and Ilimit

n,R is distributed to each
DG to calculate the allowable output range of DG. As shown in Figure 11a, if In does not
exceed Ilimit

n , the excess current is distributed to each DG, and the maximum power limit of
each DG will be set higher than the expected output. As shown in Figure 11b, if In > Ilimit

n ,
the maximum power limit of each DG will be set lower than the expected output. From
Figure 11, the real component (∆In,R) of the current difference in the representative section
n can be derived using Equation (6).

∆In,R =

√(
Ilimit
n

)2 − (In,X)
2 − In,R (6)
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The maximum power limit of each DG is calculated as follows. The real component
of the current difference in the representative section is distributed to DGs that affect
the current in the section according to the rated capacity (Srat

g ). The real component of
the maximum output current of the g–th DG (Ilimit

g,R ) can be defined as the sum of the
real components of the output current of each DG (Ig,R) and the distributed difference in
current in the section. Therefore, the allowable power limit (Plimit

g,n ) considering the current
difference in the representative section n of the gth DG can be calculated using the voltage
(Vg) of the connected node and Ilimit

g,R , as shown in Equations (7) and (8). The DG that does
not correspond to the DG set (ΩDG,n) of the representative section n does not affect the
current in the section; thus, the maximum power limit of the DG is set as the rated capacity.

Ilimit
g,R = Ig,R + ∆In,R ×

Srat
g

∑g∈ΩDG,n
Srat

g
(7)

Plimit
g,n =

{
Vg × Ilimit

g,R i f g ∈ ΩDG,n

Srat
g otherwise

(8)

Power output fluctuations of one DG can affect the current in several representative
sections. Therefore, the minimum among Plimit

g,n values, calculated by considering all the
representative sections in the feeder, is set as the final allowable range of power (Plimit

g ) of
the gth DG, as shown in Equation (9).

Plimit
g = min

n∈Ωk
line,rep

(
Plimit

g,n

)
(9)

4. Simulation Results

The test system used in the simulation was a radial distribution system with two
substations and five feeders, as shown in Figure 12. The test system included 187 nodes
and 192 branches, and the parameters of switch configuration and the line were selected by
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reflecting the actual distribution system characteristics of Korea Electric Power Corporation
(KEPCO) (Naju-si, Korea) [29]. The nominal voltage was 22.9 kV, the line was set to
ACSR 160 mm2, the impedance was 0.1823 + j 0.3901 Ω/km in all sections of the line,
and the maximum allowable current was 251.6 A, corresponding to the rated capacity of
10 MVA. For the operating range of voltage, the minimum voltage was 0.96 p.u., and the
maximum voltage was 1.02 p.u. For the load pattern, we used the representative patterns
for residential, commercial, and industrial load provided by KEPCO by season and by day
of the week. For the output pattern of the PV system, we used the actual measured values
in one-minute periods over 1 year of the PV system installed on the campus. In the test
system, feeders #1, #2, and #5 were set as medium-to-long-distance feeders with a large PV
HC, and mainly included residential and industrial loads. Feeders #3 and #4 were set as
short-distance lines with a concentration of commercial loads. The HC is defined as 100%
when a PV of 10 MW is installed to each of the #1, #2, and #5 feeders. To verify the effect of
mitigating congestion caused by DG, we performed the simulation for 38 days in a year
with a high PV generation output.
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The simulation was performed for three cases. In Case 1, to verify the performance
of the proposed dynamic reconfiguration algorithm, we compared the existing heuristic
method [26] and the binary particle swarm optimization (BPSO) method [30]. In Case 2,
to verify the effectiveness of the proposed short-term operational method, we analyzed
the number of switching operations and DG curtailment by changing the value of α, the
condition for relaxing the application of reconfiguration, and the control period. Finally, in
Case 3, we compared the increments in output and in curtailment according to an increase
in the HC to analyze the expected increase in output when integrating additional RESs
when the HC in the system was already high.

We did not analyze the uncertainty in load and PV output prediction. Load fluctuation
is not large when the duration of the control period is on the order of a few minutes, and
the accuracy of short-term load prediction is very high. Consequently, it is reasonable
to assume that the load is almost constant during the control period. The accuracy in
the prediction of PV output has been improved in recent studies; in particular, short-
term output prediction when the time unit is in minutes for the immediate future has
a considerably high accuracy [31,32]. Even if the actual PV output is different from the
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predicted value, the short-term variability can be controlled by the proposed curtailment
method to resolve any problems caused by line overcurrent and voltage violations.

4.1. Performance Verification of the Proposed Heuristic Algorithm for Network Reconfiguration

We compared several methods for selecting the open switch candidates in the loop.
In the simulation, we changed the number and capacity of DGs integrated into a 22-bus
system, which is shown in Figure 13. For the location of DG installation in each scenario,
we considered all possible installation combinations in 20 nodes, except for nodes #1 and
#12, which are slack buses. The following four methods were compared for determining
the open switch candidates:

− Method 1: one point where the magnitude of the current is minimum [26].
− Method 2: the point where the magnitude of the current is minimum, and the switches

at both ends.
− Method 3: the point where the current sign changes.
− Method 4: the point where the current sign changes, and the switches at both ends

(proposed).
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Figure 13. Simple 22-bus distribution system.

The optimal and suboptimal solutions were derived by calculating the performance
index (described in Equation (5)) while opening all possible switches one-by-one in each
scenario and method. Table 1 shows the probability of finding the optimal solution and
the probability of finding either an optimal or a suboptimal solution for each method
described above. When we apply method 1, which uses the conventional approach, the
probability of finding the optimal solution is very low (15% to 25%), and it is only 30%
to 50% if we include suboptimal solutions. By changing and expanding the candidates
of the open switches to the points of the current change and the adjacent switches, the
probability of finding the optimal solution increases to 80%–93%. If we include subopti-
mal solutions, it increases to 95%–100%. Compared with the other methods, method 4
may require increased computational time because it has to search within an increased
number of candidate switches. However, the computational load does not increase signifi-
cantly because the process of searching the candidate switches is a simple search using a
magnitude comparison.

We performed the simulations on the test system shown in Figure 13 to verify the
performance of the proposed heuristic method for network reconfiguration. The computer
used for the simulation had an i7-7700 3.60 GHz processor and a memory of 16 GB. In the
system with HC = 250%, the simulation was performed for the time period in which a
network reconfiguration was required when the PV output was the largest during the day
for 38 days. We compared the performance of the proposed method, BPSO [30], and the con-
ventional heuristic method [26] in terms of the performance index presented in Equation (5)
and computational time. Figure 14 shows the performance index values and computational
time for the simulation results for 38 days, and Table 2 lists the average values of each
evaluation index. In all simulation cases, the values of P.I.NR are significantly lower in
the proposed method compared with those in the conventional heuristic method [26], but
are slightly higher than those from the BPSO. In addition, the computational time of the
proposed method is significantly reduced compared with that of the BPSO. The proposed
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method could derive a solution closer to the optimal solution at a much faster rate than
that of the BPSO. Therefore, the proposed method is suitable for the situations in which
a control solution must be computed rapidly by a local controller with a relatively low
computational capacity in a distribution system with a large HC of DG.

Table 1. Probabilities of finding optimal and suboptimal solutions using each compared method.

1 DG
(8 MW)

2 DGs
(5 MW, 5 MW)

2 DGs
(7 MW, 3 MW)

3 DGs
(5 MW, 3 MW, 7 MW)

# Of
Simulation

Cases
20 190 380 1140

Optimal (%)
Optimal +

Suboptimal
(%)

Optimal (%)
Optimal +

Suboptimal
(%)

Optimal (%)
Optimal +

Suboptimal
(%)

Optimal (%)
Optimal +

Suboptimal
(%)

Method 1 25.0 45.0 15.2 32.6 14.7 31.8 25.5 49.1
Method 2 60.0 65.0 27.4 57.4 30.0 57.1 37.6 65.6
Method 3 30.0 60.0 43.2 69.5 36.6 62.9 62.1 84.7
Method 4 80.0 95.0 88.9 100 85.5 98.4 93.0 99.5
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Table 2. Comparison of the average values of performance index and the computational time for
each method

Method Average Value of the
Performance Index

Average Value of
Computational Time (s)

Conventional Method [26] 0.077 2.09
BPSO [30] 0.037 71.15

Proposed method 0.049 5.37

4.2. Effect of the Control Period and Parameter Setting

Figure 15a shows the PV data for the 33rd day with HC = 250% and Figure 15b shows
the maximum current in a section of the system without network reconfiguration and
curtailment control. An overcurrent exceeding the maximum allowable current occurs
frequently between 11:00 and 14:00, the hours of high PV power generation; an overcurrent
up to 180% of the current limit can be seen. Figure 16 shows the results of applying
network reconfiguration and curtailment control, assuming that real-time control is possible
whenever a violation occurs. Figure 16a shows the results for the following case: in the
event of an overcurrent, network reconfiguration is performed first, and the unresolved
overcurrent is resolved by DG power curtailment. All events of overcurrent violation are
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resolved. However, large fluctuations in the PV output led to frequent and unnecessary
network reconfigurations, excessively increasing the number of switching operations.
Figure 16b shows the result when only DG curtailment was applied without changing
the system configuration. In this case, all events of overcurrent violation were resolved;
however, excessive PV curtailments occurred. On that day, 2.81% of the available generation
had to be curtailed. In particular, at 13, 10.8% of the available PV generation had to be
curtailed to solve the problem of overloading.
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Figure 15. Profile on the 33rd day: (a) PV pattern; (b) maximum current in the system.

In this context, if the system configuration is changed whenever an overcurrent is
expected, unnecessary switching occurs even if the overcurrent can be resolved with a
small percentage of DG curtailment. In contrast, if reconfiguration is not performed,
a significant percentage of curtailment is continuously required even for overcurrent
violations that could otherwise be resolved by changing the system configuration; this can
greatly compromise the operational efficiency of renewable energy service providers. Thus,
the results confirm that appropriate cooperative operation is required to adjust the priority
of network reconfiguration and curtailment control according to the expected magnitude
of overcurrent.

In our simulations, we also analyzed the effect of the margin factor α and the control
period setting in the proposed operating method. The control periods (∆T) were set to
5, 15, 30, and 60 min, and the control solution of the next period was derived using the
average load and PV power output prediction for each control period. Moreover, α values
were changed to 0, 0.1, 0.2, and 0.3.

Figure 17 shows the simulation results with ∆T of 15 min using the data for the 4th
and 33rd days to analyze the effect of α. Figure 17a shows the magnitude of the maximum
section current of the system analyzed using the predicted data before deriving the control
solution, using the data for the 4th day. The expected maximum current at 09:46 is between
Ilimit and 1.1Ilimit. Therefore, in this control period, we reconfigure the network only when
α = 0; for other cases, curtailment is performed to resolve the overcurrent.
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Figure 16. Curtailment and the number of switching operations: (a) network reconfiguration applied first; (b) with
curtailment only.

At 13:01, the maximum current was predicted to be between 1.1Ilimit and 1.2Ilimit;
hence, in this case, the network should be reconfigured when α = 0 and α = 0.1. The
overcurrent expected at 14:46 occurs because of the decrease in the PV output arising
from the modified system topology, which should be resolved by network reconfiguration
regardless of α. Moreover, PV curtailment is not required in this case. On this day, the
magnitude of the overcurrent was not large; therefore, the network was not reconfigured
in the case of α = 0.2 and α = 0.3. Figure 17b shows the amount of hourly curtailed power
for each case. Between 09:00 and 13:00, the curtailment was the lowest when α = 0 because
the network was reconfigured. However, the curtailment was not high in the other three
cases. Between 13:00 and 14:00, the curtailment difference between the case with network
reconfiguration (α = 0, 0.1) and the case without network reconfiguration (α = 0.2, 0.3) was
large. Figure 17c,d show the simulation results using the data for the 33rd day. For the
overcurrent expected at 10:16, the network was reconfigured only when α = 0, and the
system topology did not change in the other three cases. Accordingly, the figure shows
that the curtailment at α = 0 between 10:00 and 13:00 is lower than that for the other three
cases. As the overcurrent at 13:46 was expected to be higher than 1.2Ilimit, the network
was reconfigured in three cases: α = 0, 0.1, and 0.2. For α = 0.3 without reconfiguration,
higher curtailment occurred than in the other three cases. The overcurrent expected at 15:16
was caused by the load due to the decrease in the PV output, as in the previous case, and
network reconfiguration was required for all three cases (α = 0, 0.1, and 0.2). The simulation
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results of the two specific days confirm that the number of network reconfigurations (switch
controls) decreases with an increase in α, but a higher percentage of PV curtailment occurs
to resolve the overcurrent.
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Figure 17. Maximum current and curtailment with respect to α on Days 4 and 33: (a) maximum current before control on
Day 4; (b) curtailment on Day 4; (c) maximum current before control on Day 33; (d) curtailment on Day 33.

Next, we analyzed the effect of the control period. Our simulation with α = 0 used the
data for the 33rd day. The results are shown in Figure 18. Specifically, Figure 18a shows the
magnitude of the maximum section current of the system analyzed using the predicted data
before deriving the control solution, when ∆T was set to 5, 15, 30, and 60 min. For control
with ∆T = 5 min, the network was reconfigured nine times at 10:11, 10:26, 10:31, 12:01,
13:11, 13:26, 13:31, 13:46, and 15:16, respectively. For control with ∆T = 15 min, the network
was reconfigured three times, and for ∆T = 30 min, two network reconfigurations were
performed. For control with a 60 min period, no network reconfiguration was required.
These results show that the number of reconfigurations decreases with an increased control
period. Figure 18b shows the curtailed power for each case. According to our results, the
curtailment increases with an increased control period.
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Figure 18. Maximum current and curtailment with respect to the control period on Day 33: (a) maximum current before
control; (b) curtailment.

The previous simulations examined the results for specific days. To examine the
effects of the control period and α value, our simulation covered 38 days, using five
control periods (1, 5, 15, 30, and 60 min) and α values (0, 0.1, 0.2, 0.3, and infinity (without
reconfiguration)). Figure 19a shows the number of switching operations according to the
network reconfiguration in each case. The number of switching operations was maximal
when ∆T = 1 min and α = 0, and it decreased with increasing the control period and α.
Figure 19b shows the PV curtailment in each case. The highest curtailment can be observed
for the case without reconfiguration (α = infinity), and it decreases with decreasing control
period and α.
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A network reconfiguration through switch control may lead to a power outage in the
case of operation failure, and frequent opening/closing operations of the switch shorten
the service life of the switch, posing a burden on the power system operator. However, the
curtailment of DG may require economic compensation for DG owners depending on the
market system, which can hinder the expansion of RES installations. Therefore, depending
on the characteristics of the power system and the market system, the importance and
priorities of the two different goals related to the number of switching operations and
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curtailment may vary. Therefore, to facilitate determining of an adequate control period
and α value depending on the situation and objectives of system operations, we defined a
performance index (P.I.) considering the respective weights of the two goals, as shown in
Equation (10). After normalizing each of the two factors of P.I. with the average of all cases,
a weighted sum was calculated.

P.I. =
NSW(n, l)

Avg
m∈Ω∆T ,l∈Ωα

(NSW(n, l))
×ωSW +

Pcur(n, l)
Avg

m∈Ω∆T , l∈Ωα

(Pcur(n, l))
×ωCur (10)

Here, Ω∆T is the set of the control periods, Ωα is the set of α values, NSW(n, l) is the number
of switching operations in this case, PCur(n, l) is the curtailment in this case, and ωSW and
ωCur are the weights for the number of switching operations and curtailment, respectively.

Figure 20 compares P.I. according to α values and control periods in nine cases for
different values of ωSW and ωCur. When ωSW ≥ 0.7, the P.I. decreases with the increase in
the control period and α value. Therefore, when assigning priority for reducing the number
of switch control operations according to network reconfigurations, it is appropriate to
perform curtailment only (α = infinity) or to apply a control period of 60 min.
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Figure 20. Comparison of P.I. for each case with respect to ωSW and ωCur.

When ωCur ≥ 0.7, the P.I. value decreases with an increase in α value and a decrease
in the control period; however, this pattern is not as evident as that with a large ωSW . In
situations when reducing the curtailment of DG is given priority, it is appropriate to select
a control period of 5 or 15 min and an α value of 0 or 0.1. When the importance of the two
goals is similar, the P.I. value is the smallest when the control period is set to 15 min and
α = 0.1. Currently, the period of the regular voltage management of KEPCO’s distribution
system and advanced metering infra structure (AMI) data measurement of the customers
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is also set to 15 min; therefore, setting the control period at 15 min would not be difficult
in terms of implementation and operation under the current infrastructure of the KEPCO
system operation.

4.3. Case 3: Simulation Results with the Increase in the HC

Next, we analyzed the effect on the change in the number of switching control op-
erations by reconfiguration and curtailment with the increase in the HC. Specifically, we
increased the HC from 260% to 350% in steps of 10% in simulations. The effect on cur-
tailment was evaluated by defining the incremental curtailment (I.C.) as the ratio of the
increment of curtailment to the increment of the possible power output of PV with a 10%
increase in the HC, as shown in Equation (11).

I.C. =
∆Pcur

∆Pavail
× 100 (%) (11)

where ∆Pavail is the increment in the possible output (MWh) with a 10% increase in the HC,
and ∆Pcur is the increment of the curtailment (MWh) after applying the actual control. An
I.C. of 50% indicates that, for a newly installed PV, half of the power output that can be
generated will be curtailed because of the constraints in the system. Figure 21 shows the
results for two cases: (1) ∆T = 15 min and α = 0.1 and (2) ∆T = 5 min and α = 0.2. Figure 21a
shows the number of switching operations with the increase in the HC. If the control period
and α value are fixed, the number of switching operations caused by reconfigurations
does not change significantly with the increase in the HC. This is because, when the HC is
above a certain level, even though the magnitude of possible overcurrent with PV increases,
the frequency of overcurrent occurrences that require network reconfiguration no longer
increases. Figure 21b shows I.C. according to the HC. In both cases, if the HC is increased,
I.C. also increases. When HC = 350%, for ∆T = 15 min and α = 0.1, 70% of the power output
that could have been generated with additional installations of PV would be curtailed.
For ∆T = 5 min and α = 0.2, 50% would be curtailed. Therefore, when considering the
integration of additional DGs in a system with already integrated sources of renewable
energy, the installation of new DGs should be determined based on the review of the
economic feasibility, considering the new installation capacity, expected power output,
and curtailments.
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5. Discussion

The performance of the proposed short-term cooperative operational scheme was
verified through three case studies in a test system similar to the actual distribution network.
The simulation results can be summarized as follows.

(1) The P.I. value of the proposed heuristic network reconfiguration method was 32%
greater than that of BPSO. However, it showed much improved performance com-
pared to the conventional method, whose P.I. value was more than twice that of BPSO.
Moreover, the average computation time of the proposed method was just 5 s while
that of the BPSO was 71 s.

(2) The performance of the proposed cooperative operational scheme was analyzed
according to the change in control period and the control variable α. The shorter
the control period and the smaller the α value, the higher the number of switching
operations. On the contrary, the amount of power curtailment increased when the
control period was longer and the α value was larger. When the weighting factors
of the number of switching operations and power curtailment were set similarly, the
appropriate control period and α value were found to be 15 min and 0.1, respectively.

(3) When HC increased above a certain value, the ratio of curtailment increased signifi-
cantly even when the proposed method was applied, but the number of switching
operations did not change significantly. Therefore, economic feasibility should be
carefully reviewed before installing additional DGs in a system with high HC.

The excellence of the proposed method can be summarized as follows. First, the
proposed heuristic network reconfiguration method can find near optimal solution in
a short time, so it is suitable as a method to cope with real-time output fluctuations of
DG. Second, the proposed method was able to effectively respond to the real-time output
fluctuations of distributed power sources, thereby proving that it is possible to operate
without violation even if the HC of the distribution network is greatly increased. These
results showed that the installation of new infrastructure could be delayed even if the
interconnection of DGs increases and, therefore, there is a great advantage when applied to
the actual distribution system operation.

6. Conclusions

The real-time output fluctuation of RESs, which was difficult to respond with existing
operation methods, becomes a greater risk to the operation of the distribution system as
the HC increases. In this study, we proposed a short-term operation method to effectively
resolve the congestion in a distribution system with high HC, combining the methods of
voltage control, network reconfiguration, and DG curtailment. In this scheme, we intro-
duced novel methods of heuristic network reconfiguration and a method for determining
the maximum output reference value of DGs. The proposed method can be implemented in
a local controller that connects between the distribution management system (DMS) and the
field devices and monitors and controls several feeders. The proposed method effectively
resolved violations caused by output fluctuations of RESs while minimizing the amount
of power curtailment and the number of switching operations through the appropriate
combination of control period and reconfiguration execution conditions. Through the case
studies, the proposed method was verified as an effective control method for increasing
HC while deferring the installation of new infrastructure in the distribution system. Since
the proposed network reconfiguration method can find a solution in 5 s, even in a system
with 192 nodes, it can be applied to local controllers where the solution needs to be derived
quickly. Even if switch control fails, other solutions can be quickly derived, which reduce
the burden on operators. As the interconnection of RES increases, more measurement
devices are being installed. Moreover, recent DG inverters have various smart functions to
comply with enhanced grid codes. Therefore, the proposed method can be applied to the
current distribution system without large-scale investment, and is expected to contribute
to increasing HC.
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Nomenclature

Yi,k Element of admittance matrix
| Vi| Voltage of bus i (p.u.)
δi Voltage angle of bus i (rad)
Pi Active power of bus i (p.u.)
Qi Reactive power of bus i (p.u.)
Vrat Nominal voltage (p.u.)
N Number of nodes
ωv Weights for the voltage
ωi Weights for the current
M Number of sections
Ij Current of section j (A)
Ilimit Limit of current (A)
ρoc Penalty in the case of overcurrent
Ωk

path,g Set of paths from the k-th feeder terminal to g–th DG

Ωk
line,rep Set of representative sections of the k–th feeder

ΩDG,n DG set of the n–th element of Ωk
line,rep

In Magnitude of current in the representative section n (A)
In,R Real components of In (A)
In,X Imaginary components of In (A)
Ilimit
n Magnitudes of the maximum allowable current (A)

Ilimit
n,R Real component of Ilimit

n (A)
Srat

g Rated capacity of g-th DG (MVA)
Ilimit
g,R Real component of the maximum output current of the g–th DG (A)

Ig,R Real components of the output current of each DG (A)

Plimit
g,n

Allowable power limit considering the current difference in the representative
section n of the g–th DG (MW)

Plimit
g Allowable power limit of g–th DG (MW)

Ω∆T Set of control period
Ωα Set of α values
NSW Number of switching operations
PCur Power curtailment (MW)
ωSW Weights for the number of switching operations
ωCur Weights for the power curtailment
Pavail Available power output (MW)
DG Distributed generation
RES Renewable energy source
OLTC On-load tap changer
D-STATCOM Distribution static power compensator
SOP Soft open point
HC Hosting capacity
PV Photovoltaic
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KEPCO Korea electric power corporation
BPSO Binary particle swarm optimization
P.I. Performance index
I.C. Incremental curtailment
AMI Advanced metering infrastructure
DMS Distribution management system
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