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Abstract

:

This paper evaluates the performance of coordinated control across advanced distribution management systems (ADMS), distributed energy resources (DERs), and distributed energy resource management systems (DERMS) using an advanced hardware-in-the-loop (HIL) platform. This platform provides a realistic laboratory testing environment, including accurate dynamic modeling of a real-world distribution system from a utility partner, real controllers (ADMS and DERMS), physical power hardware (DERs), and standard communications protocols. One grid service—voltage regulation—is evaluated to show the performance of the coordinated grid automation system. The testing results demonstrate that the coordinated DERMS and ADMS system can effectively regulate system voltages within target operation limits using DERs. The realistic laboratory HIL testing results give utilities confidence in adopting the grid automation systems to manage DERs to achieve system-level control and operation objectives (e.g., voltage regulation). This helps utilities mitigate potential risks (e.g., instability) prior to field deployment.






Keywords:


advanced distribution management system; distributed energy resource management system; hardware-in-the-loop; voltage regulation












1. Introduction


Power systems are evolving from centralized systems toward massively distributed energy systems with millions of controllable nodes [1]. Transformative changes, notably at the distribution level, are taking place where increasing numbers of distributed energy resources (DERs)—such as renewable generation devices, energy storage devices, and flexible loads—are becoming prominent considerations. This requires the grid planners and operators to modernize electric grids as uncontrolled/uncoordinated DERs may cause issues to the electricity grids, such as overvoltage problems. The utility industry is exploring ways to leverage DERs to enhance system operations, paving the way for distribution-level markets, and offer new services to customers [2].



Distributed energy resource management systems (DERMS) are emerging as scalable solutions to control and monitor groups of DERs at the grid edge [3]. DERMS will interface with distribution management systems (DMS) to provide the grid services as requested by the DMS [4]. New control strategies will be needed to manage DERs, DERMS, and DMS in a coherent manner to achieve system-level benefits, such as constraint management and DER flexibility utilization [5].



Various DERMS-related research has been developed and validated through numerical simulations. A hierarchical distributed DERMS algorithm was developed in [6] to solve optimal power flow (OPF) problems aiming to dispatch DERs for voltage regulation at minimal cost, and satisfactory performance was achieved with numerical simulation of a test feeder in OpenDSS. An OPF-based DERMS was developed and evaluated in [7] for congestion management (e.g., voltage profiles) and operational planning with historical advanced metering infrastructure (AMI) data in a simulation environment. An integrated DERMS for residential customers was developed in [8] to provide demand prediction, optimal planning, and real-time operation of DERs and the performance was evaluated in simulations with satisfactory results and effectiveness for DER management. An EMS for a smart community comprising residential units with DERs and a shared facility controller using noncooperative game theory was developed in [9] to minimize total operational cost for utility and electricity bills for customers, and a numerical study was performed to validate the effectiveness of the proposed DERMS control. A hierarchical, distributed, model predictive control-based energy management strategy for smart grids was developed in [10] comprising both centralized and distributed control approaches to solve and decompose the complex management objective function of large-scale power systems, and it was evaluated via both simulation and hardware experiments focusing not only on the control/optimization but also on communications problems. Work focusing on virtual power plant (VPP) applications for DERMS was developed in [11,12] that aimed to balance generation and load, handle emergent events in real-time, and optimize the benefits of DERs, especially energy storage, and validated through numerical simulations. An energy management system for hybrid AC/DC microgrid is developed in [13] to develop a risk-based uncertainty set optimization method to address the uncertainty of distributed energy resources and numerical simulation is performed to validate the design and prove the concept. A microgrid EMS system based on state machine is developed in [14] to manage transition operation of microgrid and optimal power flow in grid-connected mode and the concept is validated through numerical simulation.



All these works were validated, demonstrated, and tested using numerical simulations. Numerical simulations are a preliminary step toward proving the concept and showcasing the performance of DERMS for DER management and providing requested services to distribution grids; however, numerical simulations might not be reliable and sufficient because detailed models of the components are often unavailable or insufficient, the impact of physical communications systems and links are missing, and the dynamics and real responses of the hardware controller cannot be represented and evaluated. Therefore, further validation of DERMS is necessary to mitigate risks (e.g., instabilities, communications delay, malfunctioning of the components) prior to field deployment.



Hardware-in-the-loop (HIL) evaluation is the most effective approach to test DERMS because the DERMS hardware controller can dynamically interact with the distribution system model with real-time measurements and dispatched power set points and with hardware DER inverters through standard communication protocols as if the controller were interacting with real-world systems in the field [15]; thus, the stability of the whole system and the control performance of DERMS can be evaluated with much more reliable and trustworthy results. In particular, potential hazards or risks of hardware failure/damage in the field can be known and understood in advance, and proper measures can be taken to mitigate those issues if they occur in the field. Overall, HIL evaluation is a highly recommended approach, and it significantly increases the confidence level that the communication system works correctly and consistently, the desired control and operation performance of DERMS is achievable, and the distribution system is stable and regulated with integrated DERMS technology. The key challenge of HIL evaluation of DERMS technology is to set up the testbed and fully replicate the field deployment with a real-world distribution system model, hardware controllers, hardware inverters, and communications.



A generic hardware testbed for evaluating coordinated control among advanced distribution management systems (ADMS), other utility management systems (e.g., DERMS and microgrid controller), DERs, and legacy utility equipment controllers (e.g., LTC, capacitor banks and voltage regulator controllers) was established in [16] to provide a realistic and trustworthy laboratory testing environment to evaluate the performance and functionalities of ADMS system. An advanced HIL platform was established at NREL’s Energy System Integration Facility (ESIF) leverging the HIL capability in [16] to evaluate the control performance of voltage regulation of DERMS with real-time simulations of a real-world utility distribution system with a high penetration of photovoltaics (PV), an integrated real hardware controller (ADMS and DERMS), and power hardware (DERs) [17]. Yet, HIL testing of DERMS is still an underdeveloped area that requires more research and engineering effort to move the DERMS technology forward; therefore, this paper expands on [17] and goes beyond existing work to develop a generic HIL simulation framework by focusing on evaluating DERMS controller(s) and it provides helpful insights into developing the integrated platform and evaluating the performance of DERMS. One example is given to apply the generic framework and demonstrate the benefits of the advanced HIL platform, e.g., helping utility partners understand the advantages of using DERMS to manage large-scale DER integration and to mitigate the risks of technology integration. In particular, we focus on demonstrating how to replicate field deployment, and how to test communication and functionalities of the DERMS.



The major contributions of this paper are summarized as follows: this paper (1) proposes an generic HIL framework for DERMS performance evaluation and uses one real-world project as example to apply for the generic framework; (2) presents the detailed information and implementation process of each element for the example HIL setup, and especially provides guidance on testing and tuning the coordinated system in terms of communications and algorithm convergence; (3) evaluates the impacts of different execution time steps of the DERMS coordinator and local controllers on the system voltage regulation performance, identifies the time step of DERMS coordinator affect system performance significantly, and suggests a fast operating DERMS coordinator is key for satisfactory control performance and (4) compares the HIL evaluation results with baseline scenario (volt-VAR smart inverter) to demonstrate the performance and efficacy of the DERMS coordinated control, and verifies the feasibility of the HIL platform for DERMS performance evaluation.




2. Integrated Framework of the HIL Setup


To have a generic HIL setup that can test various utility distribution systems, vendors’ ADMS, and DERMS, the integrated HIL framework needs to have the following features and capabilities:




	
Real-time simulation of a large distribution system that can accurately simulate and represent the steady-state and transient dynamics of the utility distribution systems for the study of system-wide coordination. Further, the simulated DERs should be able to emulate the real response and dynamics of the physical DER inverters and the interactions with the distribution grid.



	
The ADMS should be configured based on the database provided by the utility partner, and it can be modified to accommodate the needs of the HIL testing and evaluation.



	
The DERMS should communicate with upstream ADMS and downstream DER inverters. Based on the request from the ADMS, the corresponding control and operation algorithm should be enabled to dispatch the DERs. If the source code of the DERMS algorithms cannot be accessed, black-box testing should be possible.



	
Hardware DER inverters should receive the dispatched setpoints and commands from the DERMS and perform the expected operation to output the active and reactive power.



	
Communication and data exchange among elements should use standard industry communications protocols so that they can be deployed as they would be in a utility environment.








Figure 1 shows the generic HIL setup that incorporates all the features into an integrated framework. This integrated setup comprises the HIL platform (real-time simulation platform and power amplifiers, etc.) common for all projects and systems under test (ADMS, DERMS, and hardware DER inverters) for a specific project.



The real-time simulation platform can simulate the distribution system in real-time, and it can provide analog inputs and outputs for power-hardware-in-the-loop (PHIL) and communications channels for the controller under test. Power amplifiers include a grid simulator and a DER emulator (if no physical PV panels/battery are installed). A grid simulator is a high-power, high-bandwidth power electronics amplifier to reconstruct the simulated voltage from real-time simulation to physical voltage and enforce the real power virtually exchanged between the real-time simulator and the actual hardware under test (HUT). A DER emulator is also a power electronics amplifier that can emulate the physical dynamics of the DC side of a DER inverter. The system under test includes elements from the device-level DER inverters, to the feeder-level DERMS, to the substation-level ADMS. The communications network and link are developed to allow them to communicate with each other and to interact with the distribution power system model in real-time. As shown in Figure 1, the integrated framework integrates the signal-level and power-level HIL, which is commonly used to test a specific component as well as the complete distribution system with hardware controllers and devices. Note that the communications interface is optional depending on whether the DERMS downstream and the hardware inverters are assigned in the same network and communicate to each other using the same protocol.




3. Development of the HIL Platform for HCE Project


This section presents the realization of the integrated HIL platform to demonstrate the feasibility of the generic HIL framework. We use the HIL platform developed at the National Renewable Energy Laboratory to evaluate the grid automation system for a local utility in Colorado, Holy Cross Energy (HCE). HCE has the goal to achieve 70% clean energy by 2030. Thus, pilot projects for deploying renewable energy and related technology are developed in the field. A field demonstration with the same grid automation system was planned after the laboratory testing which validates functionality and communication of the grid automation system, proves the concept, and de-risk technology integration in the field.



The platform configuration, shown in Figure 2, includes the co-simulation (OpenDSS, testbed coordinator, and OPAL-RT) of the HCE distribution feeder, a three-phase grid simulator with independently controlled phases, and a PV emulator with multiple modules and the system under test includes the substation-level controller Survalent ADMS, feeder-level controller DERMS coordinator, two DERMS DER local controllers, and six DER hardware inverters. This example platform accurately represents the dynamics of the real-world distribution system and evaluates real controllers and power hardware devices with standard communication protocols, thus providing a realistic laboratory testing environment. The following sections explain each main element in detail along with the communications protocols and data exchange among them.



3.1. Co-Simulation


An actual distribution feeder located in Colorado in the service territory of the utility HCE is shown in Figure 3. The green line is three-phase or polyphase, the yellow line is Phase A, the red line is Phase B, and the blue line is Phase C. The peak load of the feeder is 11 MW. With nearly 4000 three-phase nodes, the feeder is large compared to many standard test systems. The renewable penetration level in the feeder is approximately 15.6% of peak load, including PV, battery, and electric vehicle (EV). To simulate the full model of this large system and accurately represent the dynamics in real-time, co-simulation is used that includes quasi-static time-series simulation in OpenDSS and an electromagnetic transient (EMT) real-time simulation in OPAL-RT. The simulation time step resolutions in OpenDSS and OPAL-RT are 2 s and 100 µs, respectively.



The topology of the utility distribution feeder is shown in Figure 3. The feeder consists of 163 all-electric homes—i.e., the household equipment includes residential rooftop PV, residential battery energy storage system, heating, ventilating, and air-conditioning unit, and electric water heaters. The locations of the all-electric homes are highlighted by the red dots in Figure 3. A large portion of the feeder is modeled in OpenDSS. The load and PV profiles are generated using the AMI data recorded in the field for the feeder modeling as detailed in [18].



The feeder section encircled by the oval in Figure 3, referred to as subtree, is modeled in OPAL-RT using the EMT simulator eMEGASIM. This subtree having 72 nodes is selected because it represents the typical circuit structure of HCE and it has the DERs required for the PHIL evaluation. The subtree head is modeled as a Thevenin circuit with Zs and Vs as the source impedance and voltage, respectively. Zs is the short-circuit impedance at the bus where the subtree is connected to the main feeder and it is obtained from the offline feeder fault study. The magnitude and angle of Vs come from OpenDSS power flow at each time step in the real-time co-simulation. In addition to running the power flow, the OPAL-RT also interfaces with the power hardware via analog inputs and outputs and communicates the selected measurement data from the power flow to the ADMS using industry-standard Distributed Network Protocol 3 (DNP3).



A co-simulation manager developed in Python for the ADMS test bed [16], referred to as testbed coordinator, is used to perform the co-simulations in this work. The testbed coordinator uses the Hierarchical Engine for Large-scale Infrastructure Co-Simulation (HELICS) [19] framework and ensures the synchronous data exchange between OpenDSS and OPAL-RT in the real-time co-simulation through time. As shown in Figure 2, the testbed coordinator combines OpenDSS, OPAL-RT, load profiles, load models, and simulated DER controllers to enable data exchange among entities with a programmable timing mechanism. The inputs to the DERMS are the power flow measurements from the feeder modeled in OpenDSS and OPAL-RT. At each time step, the measurements from OpenDSS are collected first and sent to OPAL-RT. The OPAL-RT combines these measurements with those from the subtree and sends to the ADMS. The ADMS sends them to the DERMS coordinator. This process is repeated at every time step of the co-simulation.




3.2. Controller Hardware-in-the-Loop (CHIL)


In this example HIL platform, the controller under test includes the Survalent ADMS, the Heila DERMS coordinator, and two Heila local controllers. They are all commercially available grid automation products. To emulate the field deployment, the ADMS receives real-time measurements (the same variables from the AMI data) from the co-simulation through the DNP3 protocol. The data are then passed to the DERMS coordinator as inputs for the optimization algorithms. Further, the ADMS works as the brain of the distribution automation system to control the legacy devices and coordinate with the DERMS.



Therefore, the Survalent ADMS performs two key functions: (1) Enable/disable the DERMS algorithm to provide the grid services to the distribution feeder and set voltage limits (for voltage regulation) and power references (for VPP control) and (2) to emulate a supervisory control and data acquisition (SCADA) system for data visualization and a gateway to communicate the measurements to the Heila DERMS coordinator.



The NREL team developed the DERMS algorithms based on the real-time optimal power flow (RT-OPF) algorithm from [20]. The high-level schematics of the DERMS optimization algorithm are shown in Figure 4a. The measurement variables are the voltages at selected nodes and the active and reactive power at the feeder head which are sent to the RT-OPF coordinator to run the optimization algorithm. The RT-OPF coordinator also receives the control settings and operation constraints from upper streams, such as distribution system operator (DSO) through DMS/ADMS. The outputs of the coordinator are the dual variables (gradients) for each DER distributed/local controller. Each DER local controller receives the dual variables from the coordinator and local measurements from the DERs (e.g., battery state of charge) and then outputs the optimal power setpoints for each DER. Coordinatively, the DERMS achieves the system-level goal of enforcing limits (voltage regulation) and the device-level goal of minimizing customer bills in this project. λ_i,μ_i,γ_i are dual variables that capture the system over-voltage, under voltage, feeder head power tracking over the power injection at node i. Note that each dual variable includes two variables, the first one corresponding for active power and the second one corresponding for reactive power.    P  P V , t  k  ,  Q  P V , t  k      and    P  B E S S , t  j  ,  Q  B E S S , t  j    are real-time power output from PV connected at node i and output from Battery connected at node j.    P  P V , t + 1  *  ,  Q  P V , t + 1  *  ,  P  B E S S , t + 1  *  ,  Q  B E S S , t + 1  *    are optimal power setpoints for devices. DERs’ parameters include inverter capacity, SOC limit, charging/discharging power limit, which can be hardcoded in the local controllers.



Another important aspect of deploying RT-OPF DERMS is to determine the communication architecture. Therefore, Figure 4b presents the proposed communication architecture to deploy this RT-OPF DERMS. The measurements for RT-OPF coordinator can be collected through AMI and SCADA through DNP3 protocols, and the resolution is seconds to minutes. The signals from DSO can be sent through enterprise-level communication protocols, such as CIM, ICCP and MultiSpeak, and the resolution can be minutes to hours. The outputs of the coordinator are sent to the local controllers through DNP3/UDP with a resolution of seconds to 1 min. For the local controller, it receives local measurements and sends the setpoints to DERs through ModBus communication protocols with a resolution of milliseconds to 20 s. Note that the local controllers can also communicate with the DERs through other protocols, such as OpenADR, IEEE 2030.5 and SunSpec ModBus.



The DERMS coordinator algorithm is embedded in a commercial Heila EDGE controller for this project which is referred to as the Heila DERMS coordinator. Further, two local DER controller algorithms are implemented in two additional Heila EDGE controllers, referred to as Heila local controllers. The remaining 161 local DER controllers associated with the all-electric homes are implemented in the computer running the co-simulations. The high-level implementation of the Heila coordinator is shown in Figure 5. The Heila coordinator receives the measurement inputs from the ADMS every 3 s through the MultiSpeak standard. The inputs include the vectors Psp for the feeder-head active power set points, Ppcc for the feeder-head active power, Vmeas for the voltage measurements, Vlim for the voltage limits. After receiving the data inputs, the Heila control functions execute standard commands for data handling, such as fetching data from ADMS, send start/stop commands, and set power dispatch commands. In each 3 s interval, the DERMS coordinator computes the optimization parameters, i.e., the voltage and power gradients based on the dual variables λ, γ, and μ. The optimization parameters are sent to the downstream communications module and to the Heila local controllers every 1 s through DNP3.



The implementation and the data flow in the Heila local controller are shown in Figure 6. The Heila local controllers collect the coordinator outputs and the local DER measurements from the DER inverters and pass them to the local DER controller algorithm. The local DER measurements include active and reactive power statuses and the state of charge of the battery energy storage systems. Based on these inputs, the local DER controller algorithm computes the optimal power setpoints for the physical DER inverters in the PHIL. The Heila controllers send the setpoints to the physical DER inverters at every 2 s through Modbus.



Because of space and budget constraints, most DER distributed controllers are validated via a simulation environment. To emulate field deployment and provide realistic testing results, all simulated DER local controllers are implemented to emulate the hardware DER Heila local controllers: (1) program in the same language; (2) receive the dual variables from the Heila coordinator with the same rate; (3) receive the local measurements from DERs with the same rate, and (4) have the same execution time to run the algorithm and output the set points. Testing the simulated DER local controllers is called controller-software-in-the-loop (CSIL). CSIL testing provides an excellent complement to traditional controller-hardware-in-the-loop (CHIL) simulation with fast-code modification and code debugging, trustable results, and performance evaluation of control source code [21]. The simulated DER local controllers receive the optimization parameters from the DERMS coordinator via an HTTP interface and receive the power flow measurements from OpenDSS through the testbed coordinator. Based on these inputs, they compute the optimal power set points and send them to the simulated DERs in OpenDSS. They run every 2 s as the Heila hardware controller, and the inputs and outputs are synchronized with the co-simulation through the testbed coordinator. This generates real-time responses of simulated local controllers as if they were running in real hardware controllers, such as the Heila local controllers. The mixed CHIL and CSIL essentially creates a real-time and realistic testing environment and results for distributed DERMS deployed in real life.




3.3. Power Hardware-in-the-Loop (PHIL)


The DER inverter power hardware is integrated using PHIL to output the desired amount of power based on the power setpoints from the Heila local controllers; therefore, each DER inverter is configured within the same subnetwork as the Heila local controller and to be controlled by an external controller via Modbus Transmission Control Protocol (TCP).



The DER inverters are connected to a grid simulator that reconstructs the simulated voltages where the DERs are connected in OPAL-RT. The measured currents and voltages of the DER inverters are fed back to OPAL-RT to control the current source; thus, the use of a measurement-control feedback loop replicates the actual dynamics and response of the DER inverters. There are six DER inverter HUT as shown in Figure 2 that are installed in two DER racks. Each rack represents a point of common coupling (PCC) of an actual all-electric home in the field. Table 1 presents the high-level descriptions of these racks.



A grid simulator (RS90 manufactured by California Instruments) is used to interface both the DER racks with the subtree simulated in OPAL-RT. The grid simulator is a controllable AC power source and is used to reconstruct the nominal voltages corresponding to the simulated voltages in OPAL-RT at the DER locations. Racks 1 and 2 are connected to phases A and B, respectively using single-phase isolation transformers each rated for 15 kVA for protection.





4. Implementation and Testing of the HIL Platform


4.1. Develop Communications


The HIL platform includes multiple communications paths that use standard industry communication protocols, which are listed in Table 2. The Internet Protocol (IP) network is assigned first based on the layers shown in Figure 1. The device/controller in the same layer has the same subnet, which reflects the realistic implementation in the field because different layers are geographically far from each other, and different subnets are usually used for communications. Each Heila coordinator and local controller has two IP addresses: one for upstream communications and another one for downstream communications. The IP addresses for the downstream communications in the Heila local controllers are assigned the same subnet as the DER inverters. The ADMS and the Heila coordinators have different subnets. Therefore, an internet exception is implemented in the ADMS to enable communications between them.



Then, each device is configured to ensure that the correct settings (IP address, TCP port, point number, communications protocols, master/slave relationship, and link address) are mapped. Next, the data publish/subscribe time intervals in each element need to be defined. Except for the ADMS, all the elements use an execution time step as the interval. Note that the publish/subscribe intervals in the ADMS are determined by multiple trial tests that enable step changes in OPAL-RT and change the publish/subscribe intervals in the ADMS to see how long it takes for the Heila coordinator to receive the step changes from OPAL-RT. One second is the smallest time interval that includes the inherent time delays and latencies in the two paths (between OPAL-RT and the ADMS and between the ADMS and the Heila coordinator). Table 2 lists the data publish/subscribe intervals.



Extensive communications testing is performed before deploying each element in the whole platform. Specifically, we ensured that the communications between OPAL-RT and ADMS, ADMS and Heila coordinator, Heila coordinator and local controllers, and Heila local controllers and DER inverters were working correctly before proceeding to the co-simulation.




4.2. Implement Co-Simulation


The majority of the HCE feeder is simulated in OpenDSS, and a subtree is simulated in OPAL-RT. To set up the co-simulation, a User Datagram Protocol (UDP) communications block is developed in both simulation platforms, and the settings—such as IP address and port number—are then defined. At each time step in the co-simulation, the OpenDSS sends the magnitude and angle of the subtree head voltage to OPAL-RT and the OPAL-RT sends back the active and reactive powers to close the loop. The subtree head voltage information received from OpenDSS is used to set up the voltage source of the subtree in OPAL-RT. Additional variables including current magnitude, active and reactive powers are also exchanged between OpenDSS and OPAL-RT to compare the power flow. Further, a set of 167 variables needed for the DERMS algorithm including the 161 voltage measurements and the feeder head active and reactive powers are sent from OpenDSS to OPAL-RT.




4.3. Implement ADMS


A remote terminal unit (RTU) is developed in the ADMS to include all the measurement data from OPAL-RT, and a communications line is established to link all the data with specified communications settings. The ADMS in the field polls the measurements from the meters at a fixed time interval using DNP3. To emulate this, we set up the ADMS to collect the measurements from OPAL-RT using DNP3 every 1 s which are then sent to the Heila coordinator using MultiSpeak standard (Version 5.0), and the interface type is ‘Outage Analysis’ with the method of ‘GetLatestSCADAAnalog’. The setpoints (voltage upper and lower limits and feeder-head active power references) and enabling signal (voltage regulation) are implemented as “Set-Point” in the RTU to change them in real-time, and they are sent to the Heila coordinator together with the measurements.




4.4. Implement DERMS


The RT-OPF DERMS algorithms were implemented and tested through pure simulation first to ensure that the algorithms were implemented correctly and that the performance (voltage regulation) was achieved. Then the Python codes of the coordinator and local controller are uploaded and integrated into the hardware controllers. Extra tuning effort is needed because the various delays related to the hardware implementation (e.g., multiple communications paths, data encoding and decoding in the hardware, and communications request and response) all affect the performance of DERMS.



Essentially, the performance of the RT-OPF DERMS is a function of hyperparameters, mainly including global gradient step size in the coordinator, local step size, and the weights of the active power curtailment and reactive power generation in the DER local controllers. Because the gradient step size in the coordinator dominates the convergence and performance of the RT-OPF, the first step is to tune this parameter. Increasing its value accelerates convergence and could result in oscillations and instability, and reducing its value decelerates convergence and could achieve poor performance. The recommended value of gradient step size in the coordinator can be found in [18], and it can be slightly increased/decreased with the step of 10−4 based on the performance.



The second step is to tune the parameters in the local controllers. The gradient step size in the local controllers is tuned to achieve a “reasonable” response time (a settling time of 1–2 min). Also, the weight of the active power term in the cost function is selected relatively higher in comparison to the reactive power term so that the voltage regulation is accomplished primarily by the reactive power compensation without relying heavily on the active power curtailment.



After setting the parameters in the local controllers, the gradient step size in the coordinator is adjusted again to ensure convergence because the standard learning rate parameter needs multiple iterations of adjustment in the gradient descent algorithm. The convergence of the RT-OPF is achieved through tuning those parameters via multiple iterations, and the optimum parameters were found for the convergence and the best performance.




4.5. PHIL Configuration and Implementation


A schematic diagram of the PHIL implementation for each rack is presented in Figure 7, which shows the interface algorithm in OPAL-RT and the signal flow between the hardware and the real-time simulation.



The DER inverters HUT at each PCC is modeled as a current source connected to the subtree of the distribution feeder. The RMS value of the DER inverter terminal voltage, v, is calculated to re-create a sinusoidal wave for the grid simulator with a fixed frequency and phase angle (60 Hz and 0°). This is different from traditional PHIL testing, which uses the scaled sinusoidal wave of v directly for the grid simulator. Thus, the grid simulator replicates the full dynamics of the simulated voltage, v, for the DER inverters. Re-creating the sinusoidal wave with RMS of v and fixed frequency and angle, however, can produce a relatively clean waveform and still represent the system phasor dynamics. This is acceptable because the focus is to evaluate how the DERMS collectively respond to the request from the ADMS and dispatch the DER inverters and how DER inverters respond to the dispatch signals from the DERMS at the feeder-level rather than the DER inverters’ device-level dynamics and stability.



The actual current and voltage of the DER racks are measured through a current transformer and potential transformer, respectively, and sent back to OPAL-RT through analog inputs. The current and voltage are then scaled up to actual values in the DER racks, and then the actual power is calculated. Noticeable artificial reactive power bias (approximately 500 volt-ampere reactive [VAR]) is observed in each rack because of the different delays in the current sensor and voltage sensor. Additional compensation is added to cancel out the bias in the reactive power [22]. The simulated voltage, v, is used to generate the synchronized current reference to control the current source and close the PHIL loop.



Sample PHIL testing results are shown in Table 3. Note that the power references (P* and Q*) are sent from the Heila local controllers with manually set values. The last two rows are the power feedback to OPAL-RT. The calculated tracking errors for the active and reactive power are less than 1% and 3%, respectively; thus, this PHIL interface algorithm ensures the stability of connecting multiple HUT at one PCC and multiple PHIL PCCs into the system, and it guarantees the accuracy of replicating the actual output power and dynamics from physical DER hardware inverters.





5. Integration Test


After establishing communications and implementing each element, all elements except the hardware inverters are connected for the stability test. Note that the two hardware Heila local controllers use the set points from the last step as the feedback measurements for the test. The operation procedures of evaluating voltage regulation performance are summarized as follows: run the co-simulation first, check if the ADMS receives the DNP3 data points, confirm if the DERMS coordinator receives the measurement data and setpoints, verify if the local controllers receive reasonable dual variables, enable the voltage regulation in the ADMS, view the dual variables and PV outputs from the dashboard of the selected local controllers, and observe if the system is stable and voltages are regulated within the operation limits from the ADMS data visualization system. If this stability test is successful, the hardware inverters are then connected for the integration function test.



5.1. Function Test


After the stability test, all the elements are integrated to test the communications and functionality. Each element has its own execution time step, and data exchange among elements is defined with a fixed interval; thus, tuning the time step and data exchange intervals is necessary to ensure that the DERMS optimization algorithms converge with the multi-time scale system. Note that the ADMS plays a key role in determining how fast the DERMS algorithms converge because it acts as a gateway twice to pass data between OpenDSS and the Heila DERMS coordinator. The general practice is to ensure that the ADMS is not slower than the execution time step of the receiver (e.g., coordinator). The integrated HIL platform with multiple timescales is illustrated in Figure 8, and the time step in each element is obtained through a tuning process to ensure that the DERMS optimization algorithms converge.



To show the convergence of the DERMS algorithms, the preliminary test results of the voltage regulation are shown in Figure 9. The simulation starts from the baseline scenario without DERMS control, and then the DERMS is enabled by the ADMS near step 100. As shown from the results, the voltages converge near 140 steps, 40 steps after the control is enabled. Note that each time step is 1 s, and the upper limit for voltage regulation is set to be 1.038 p.u. After the DERMS regulation, the voltages are regulated under the limit. These preliminary test results show that the DERMS works as expected to regulate the voltages within the limit and that the HIL platform can be used to evaluate the performance of DERMS.




5.2. Time Step Test


More work is carried out to examine the impact of the time steps in the DERMS on the control performance and to determine the time step resolution that leads to the optimal performance. We implemented various time steps in the DERMS coordinator and the local DER controllers.



Starting from the coordinator, t = 2, 5, 10, 15, and 20 s, respectively, are used for the coordinator with a fixed time step (2 s) in all the distributed local controllers. The voltage regulation is enabled from the baseline scenario with high solar irradiance and overvoltage violations. Outputs of the coordinator for a selected local controller (overvoltage gradient λ includes gradient 1 and 2), active and reactive power output of the corresponding PV inverter, and the PCC voltage measurements are recorded with different time steps in the coordinator. The results are shown in Figure 10a–c.



As shown in Figure 10a, the overvoltage gradient 1 and 2 have similar performance under the same time step of the coordinator, and both behave consistently under different time steps. The faster the coordinator runs (e.g., 2 s), the larger the overshoot and the faster the overvoltage gradients settle and reach their steady-state value. As the name suggests, the gradient is the slope rate of how fast/slow the local controller descends from the current location. The larger gradient values in the local controller drive the DER response faster and reach the target performance quicker. The active and reactive power outputs of the corresponding PV shown in Figure 10b indicate that outputs of PV with the smallest time step (2 s) reach steady-state the fastest, in less than 12 steps. The same response is observed in the PCC voltage of the corresponding PV shown in Figure 10c.



Similarly, we use t = 2, 3, 5, 8, and 10 s for all the local controllers with a fixed time step (10 s) in the coordinator, and we record the voltage regulation performance. The selected results are presented in Figure 11. As shown in Figure 11a, the overvoltage gradients 1 and 2 do not show the fastest response with the local controller running the fastest (2 s). A closer look at the settling times for each time step shows 97 steps with a 2-s time step, 92 steps with a 3-s time step, 88 steps with a 5-s time step, 91 steps with an 8-s time step, and 87 steps with a 10-s time step. At the beginning of the test, the response of the system with a slower time step in the local controller is slower, and the voltage regulation performance is also slower. This means that the coordinator must respond to the overvoltage, and the output of the local controller running in the largest time step has the largest overshoot and gradient descent. The largest gradient descent, in turn, means that the local controller with the largest time step reaches a steady state faster (shown in Figure 10b, the response of the reactive power output). For the case with the smallest time step (2 s), the response of the local controller is faster, and the voltage regulation performance is faster in the beginning. This results in the output of the coordinator running in the smallest time step having the smallest overshoot and gradient descent later, as shown in Figure 10a. The interactions between the coordinator and distributed local controllers indicate that the largest time step in the local controllers has the fastest response in voltage regulation and the smallest time step has the slowest response.



Comparing the two tests, we can conclude that the time step in the coordinator dominates the system response, and the time step in the local controllers is less influential. To obtain a satisfactory response, the key is to have the coordinator run in a smaller time step (e.g., 5 s).





6. Experimental Results


In this section, the laboratory experiment results will be presented by using the developed advanced HIL platform to evaluate the voltage regulation performance of the coordinated system among the ADMS, DERMS and DERs. A 1-h (11:00 a.m.–12:00 p.m.) simulation window is selected, which is the peak time of solar irradiance, and a high-voltage issue is found. The load and PV profile data are derived from the AMI measurements collected in the field, but they are interpolated to 1-min resolution for simulating the near-real-time operation of the DERs. This HIL testing uses real feeder model data, commercial ADMS and DERMS controllers, physical hardware inverters, and standard communications protocols, which provide high-fidelity experimentation and trustable results, wherein actual hardware controllers and physical DER inverters interact with a real-time software model by leveraging CHIL and PHIL.



Because increasingly more DER inverters operate with smart inverter functions in volt/VAR mode, we simulate a baseline scenario with all PV operating with smart inverter functions following the volt/VAR curve for comparison.



6.1. Baseline Scenario


For the baseline scenario, all PV inverters operate in volt/VAR autonomous mode, and the battery inverters are disabled. The volt/VAR curve used in the simulation is shown in Figure 12, where the reactive power limits are set to 50% of the inverter active power rating. In this scenario, the distribution system model with the PV’s autonomous control is simulated and implemented in OpenDSS, the power flow converges, and the system is numerically stable.



Figure 13 shows the results of the volt/VAR mode for the selected 1-h window (11:00 a.m.–12:00 p.m.), including all the control node voltage measurements. The results of the voltage measurements are very similar to those of the constant power factor mode in [17]. With the contribution of the reactive power in volt/VAR mode, the average system voltages are shifted down approximately 0.01 p.u. compared to the constant power factor mode; however, the voltages are still greater than the target operation limits of 1.038 p.u. This voltage limit is chosen instead of 1.05 p.u. to have a better comparison between baseline volt-VAR mode and control with DERMS.




6.2. DERMS Control


In this scenario, DERMS control is enabled in the ADMS server at the beginning of the test, and the upper and lower voltage limits for the DERMS voltage regulation are set as 0.96 p.u. and 1.038 p.u., respectively.



A photograph of the laboratory hardware setup reflecting the conceptual HIL architecture in Figure 1 is presented in Figure 14. We access the ADMS server that is located at a different place through its user interface software. Note that the ADMS server is placed in a different location as the HIL setup, and we access the ADMS server through its user interface software. The elements on the left in Figure 14 are the controller/device under test, including CHIL testing of the ADMS server, the Heila coordinator, and two Heila local controllers and PHIL testing of two DER racks with six hardware devices connected at two separate PCCs. We simulated 161 local controllers running in the laptop as the software controller under test.



In this test, the time steps in the Heila coordinator and Heila local controllers are 5 s and 2 s, respectively. Representative results reflect that the HIL platform works collectively, and the DERMS control algorithms function correctly. The coordinated control across the ADMS, DERMS and DERs are presented in Figure 15, Figure 16, Figure 17, Figure 18 and Figure 19.



Figure 15 shows the voltage measurements of the scenario with DERMS control. At the beginning of the simulation, the voltages exhibit large transients because of the dynamics caused by the PV controlled by the DERMS. A closer look shows that all the voltages start to move toward steady-state approximately 2 min after reaching the peak point. This is because with the feedback control—the error cancellation and the gradient descent effect—the voltages gradually move toward the target values. As shown by the results, all the voltages are regulated under the upper limit with increasing solar irradiance and increasing PV generation. These results demonstrate the fast and smooth dynamics of the distribution system voltages and the satisfactory performance of using the DERMS for voltage regulation.



Figure 16 shows the total PV measurements with DERMS control and with volt/VAR autonomous mode (baseline). Compared to the baseline scenario, there is some curtailment of active power. In the baseline scenario, approximately 250 kVar of reactive power is absorbed by all the PV inverters, and the active power of the PV inverters is barely curtailed because the reactive power is very small, which allows the active power to still output the available power. For the case with DERMS control, the calculated power curtailment is 12.73%, which allows room for the reactive power to contribute to voltage regulation with approximately 625 kVar reactive power absorbed by PV. The response of the PV in the baseline scenario shows that volt/VAR autonomous mode results in smooth dynamics in the PV. Under this high-voltage scenario, the DERMS control has a “brutal” force that pushes all the controlled PV to operate in the direction to curtail active power and increase reactive power absorption. This results in the output active and reactive power of all PV.



The results of the hardware Heila DER local controller for Rack 1 are presented in Figure 17. The top trace shows the dual variables of the hardware DERs received from the Heila controller, which exhibit large overshoots in both variables and a small undershoot in the second variable. A closer look shows that the two dual variables reach steady-state near 11:04 a.m., 4 min after starting the test. Then, they are kept at zero during the rest of the test because all the voltages are maintained within the limits. Figure 17b–d shows the responses of each hardware inverter, the two PV inverters (PV 1 and PV 2), and one battery inverter. Each inverter can follow the power setpoint closely. Even though the hardware inverters are connected at the same location, the responses of the inverters differ from each other. For instance, PV 1 has small ripples in the active power output, and the reactive power output reaches a steady state of absorbing 2.5 kVar reactive power and PV 2 exhibits smooth transients in the active power output during the test and outputs zero VAR reactive power in steady-state. The differences in the two PV inverters’ responses are caused by the differences in the capacities, with PV 1 at 5 kVA and PV 2 at 3 kVA. The battery inverter is controlled to discharge a small amount of active power—approximately 105 W—because of the high state of charge (82%) during the test. The PCC voltage where the hardware inverters are connected exhibits some ripples, which are caused by harmonics of the output voltages and currents from the real hardware inverters.



The results of the hardware Heila DER local controller for Rack 2 are presented in Figure 18. The top trace shows the dual variables of the hardware DERs received from the Heila controller, which exhibit large overshoots in the two variables and a small undershoot in the first variable. These two variables reach a steady state near 11:04 a.m. Responses of the two PV inverters are presented in Figure 18b,c, which shows that both PV inverters track their power setpoints well. PV 1 curtails active power during the test and absorbs reactive power to regulate the voltage in the beginning and stops absorbing reactive power in steady-state and PV 2 has no curtailment in the active power and shows a response similar to PV 1 in the reactive power. Note that PV 2 has smoother active and reactive power outputs than PV 1 because the two inverters are from different PV manufactures. The EV is controlled to charge 1.5 kW of active power (22.7% of the full capacity) to maintain the system voltage within the limits. The PCC voltage is maintained within the limits, and it shows small ripples caused by the harmonics from the hardware inverters.



One of the 161 simulated PV inverters with high PCC voltage is selected to show the responses of the simulated PV and the control performance of the DERMS. As shown in Figure 2, the Heila coordinator sends the optimization parameters (dual variables) to the simulated DER local controllers via HTTP link, and the simulated local controllers output the optimal power set points and send them to the simulated PV in OpenDSS through the testbed coordinator. The dual variables received by the simulated PV inverter are presented in Figure 19a. Because the dual variables are related to the upper voltage violations, each dual variable is larger and has a higher PCC voltage than those presented in Figure 17 and Figure 18. The active and reactive power output tracks the power reference very well. The dynamic response of the active power is similar to the real hardware PV inverters. The reactive power has a smaller undershoot, and it outputs a large amount steadily and reaches a steady-state smoothly. Both active and reactive power exhibit faster dynamic responses than the hardware, which is expected because there are fewer delays involved with simulated PV inverters. The PCC voltage of the simulated PV shows that the voltage is regulated within target operating limits.





7. Discussion


This example HIL platform demonstrates the feasibility and efficacy of evaluating DERMS systems. Voltage regulation is the performance we evaluate. This platform can be expanded for more test scenarios/conditions. A few directions are summarized as follows:




	
Evaluate futuristic scenarios with higher renewable penetration (e.g., 100% renewables)



	
Evaluate other functionalities of DERMS, such as VPP, peak load management/shaving



	
Evaluate coordinated voltage regulation between ADMS and DERMS with ADMS regulating legacy devices (e.g., capacitor bank, LTC and voltage regulators) and DERMS regulates fast-response DERs



	
Test more hardware inverters from various vendors with an easy plug-and-play feature of the platform



	
Test communication systems, such as loss of communication, package loss, and new communication protocols of an inverter (e.g., 2030.5, SunSpec ModBus, and OpenADR)









8. Conclusions


This paper presented the performance evaluation of coordinated voltage regulation across ADMS, DERMS, and DERs using an advanced HIL platform. This HIL platform was used as an example to demonstrate the feasibility of a proposed generic platform, which includes the HIL platform (digital real-time simulator and power amplifiers) and the systems under test (ADMS, DERMS, DER inverters). We presented the implementation details of this example HIL platform, including co-simulation of the utility distribution feeder in real-time, the communications and gateway in the ADMS, the communications and control algorithms in the DERMS hardware controllers (Heila coordinator and Heila local controllers), and the closed-loop PHIL testing of six hardware DER inverters. Special interest was in the time step in the DERMS hardware controllers, and we investigated the voltage regulation performance under different time steps in the DERMS coordinator and local controllers. The results show that the time step in the DERMS coordinator influences the control performance more than the time step in the DERMS local controllers. Finally, an integrated test was performed in the peak solar time period to demonstrate the superior voltage regulation performance with DERMS control against the baseline mode with all PV inverters operating in autonomous volt-VAR mode. The results also illustrate that: the dual variables of the local controllers indicate that the DERMS algorithm converges, responds to system voltages and regulates system voltages with fast dynamics; (2) the hardware PV inverters in the same rack have similar responses in active power, while the reactive power responses are different; (3) battery inverter does not play a big role in voltage regulation, and EV is dispatched only 22.7% of full power for voltage regulation; (4) the harmonics and noise in real inverters are replicated by the simulated controlled source in OPAL-RT and the terminal voltage exhibits some harmonics, which shows the advantages of testing real hardware inverters and (5) the simulated PV inverter behaves similarly to the hardware PV inverter 1 in DER rack 1, which further indicates the hardware inverters work correctly. The main limitation of this example platform is that the simulated DER local controllers in the HELICS framework cannot function exactly the same as the real hardware controller because they are only software code without communication and operation systems as in the real controller. This will make the DERMS function in an ideal situation without any communication issues that might happen in real life.



This platform provides a realistic laboratory testing environment, and the testing results provide valuable insights for the utility prior to field deployment, including where to place the meters and the data rate in the ADMS SCADA; whether the DERMS functions in the field; the expected responses of the DERs and how the DERMS and ADMS coordinate with each other. For future DERMS-related projects, the co-simulation can be used to simulate distribution systems for different utility partners, software reconfiguration can be made in a real-time digital simulator for the grid simulator, the elements in the system under test can be changed to test products from different vendors with reconfigured communications and functions, and the DER hardware inverters can be dispatched by different external controllers. Therefore, the generic framework shown in Figure 1 provides great flexibility and extension ability for testing various DERMS technologies in a realistic laboratory testing environment.
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Figure 1. Generic schematic diagram of the HIL platform for testing the distribution automation system. 
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Figure 2. Schematic diagram of the HIL platform of the example project. 
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Figure 3. Topology of the real-world utility distribution feeder shown in Google Earth. Provided by HCE. 
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Figure 4. RT-OPF: (a) high-level schematics of the DERMS optimization algorithms and (b) communication architecture of implementation. 
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Figure 5. Illustration of Heila DERMS coordinator implementation. 
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Figure 6. Illustration of the Heila local controller implementation. 
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Figure 7. The PHIL interface algorithm implemented in OPAL-RT. 
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Figure 8. The integrated HIL simulation with multiple time steps. 
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Figure 9. Preliminary functionality test results of voltage regulation. 
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Figure 10. Impact on voltage regulation with different time steps in the coordinator: (a) outputs of the coordinator; (b) active and reactive power output of a selected PV inverter, and (c) voltage measurements. 
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Figure 11. Impact on voltage regulation with different time steps in the local controllers: (a) outputs of the coordinator, (b) active and reactive power output of a selected PV inverter, and (c) voltage measurements. 
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Figure 12. Volt/VAR curve used in the baseline simulation [23]. 
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Figure 13. Results of volt/VAR control baseline scenario: average, maximal, and minimal voltage and all the voltages across the feeder. 
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Figure 14. Components of the experimental setup of the HIL platform. Photos by NREL. 
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Figure 15. Voltage measurements of the scenario with DERMS control: (a) all the voltages across the feeder and (b) the average, maximal, and minimal voltages. 
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Figure 16. Total PV measurements: (a) active power output in baseline mode (P_baseline) and active power output with DERMS control (P_meas) and (b) reactive power output in baseline mode (Q_baseline) and reactive power output with DERMS control (Q_meas). 
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Figure 17. Results of hardware Heila DER local controller for Rack 1: (a) the dual variables received from the Heila coordinator; (b) the optimal power set points and measurements of PV inverter 1; (c) the optimal power set points and measurements of PV inverter 2 and (d) the optimal power set points and measurements of the battery inverter (left) and the PCC voltage of Rack 1 (right). 
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Figure 18. Results of hardware Heila DER local controller for Rack 2: (a) the dual variables received from the Heila coordinator; (b) the optimal power set points and measurements of PV inverter 1; (c) the optimal power set points and measurements of PV inverter 2 and (d) the optimal power set points and measurements of the EV (left) and the PCC voltage of Rack 2 (right). 
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Figure 19. Results of a selected simulated local controller of PV: (a) the dual variables received from the Heila coordinator; (b) the optimal power set points and measurements of PV and (c) the PCC voltage of PV. 
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Table 1. List of DERs.






Table 1. List of DERs.









	Rack Components
	Description





	Rack 1:



	
3-kW SMA PV inverter



	
5-kW Fronius PV inverter



	
5-kW SolarEdge battery inverter





	Both PV inverters produce active and reactive power, and the battery inverter produces only active power. The PCC voltage and current are fed back to OPAL-RT. The DC side of the PV inverters is powered by PV emulators, and the battery inverter is powered by a LG battery.



	Rack 2:



	
3-kW SMA PV inverter



	
5-kW Fronius PV inverter



	
6.6-kW/22-kWh Nissan Leaf EV





	Rack 2 has the same PV units as Rack 1. The EV is connected through an EV supply equipment and can only draw active power from 0 to rated power, i.e., it cannot discharge or provide reactive power.
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Table 2. Communications in HIL platform.
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	Communications Path
	Communications Protocol
	Data Publish/Subscribe Interval





	OPAL-RT and ADMS
	DNP3
	100 μs and 1 s



	ADMS and DERMS coordinator
	MultiSpeak
	1 s and 1 s



	Coordinator and Heila local controller
	DNP3
	3 s and 2 s



	Local controller and DER inverter
	Modbus
	2 s and 2 s
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Table 3. Sample PHIL Test Results.






Table 3. Sample PHIL Test Results.





	

	
Rack 1

	
Rack 2




	
SMA

Inverter

	
Fronius

Inverter

	
LG

Battery

	
SMA

Inverter

	
Fronius

Inverter

	
EV






	
P*

	
1500

	
2000

	
1300

	
2000

	
2500

	
20%




	
Pm

	
1525

	
1992

	
1333

	
2048

	
2490

	
1325




	
Q*

	
500

	
1000

	
0

	
0

	
2000

	
-




	
Qm

	
529

	
1048

	
10

	
13

	
2033

	
-




	
P*/Pm

	
4800/4825

	
5820/5846




	
Q*/Qm

	
1500/1543

	
2000/2056
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