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Abstract

:

Battery Management System (BMS) design for Lithium-ion batteries State of Charge (SoC) prediction has a crucial role in Electric Vehicles (EVs) and smart grids development. The need to design compact, light and fast devices requires finding a suitable trade-off between effectiveness and efficiency. In the literature, it is well emphasized that the application of electrochemical-based methods such as the Pseudo-Two-Dimensional (P2D) model is computationally prohibitive and requires significant simplifications. Conversely, plain Equivalent Circuit Models (ECM) are too simple and unable to represent the cell dynamics. The application of an Ensemble Neural Network (ENN) as Equivalent Neural Network Circuit (ENNC) emerged as a promising solution able to synthesize expressive and computationally efficient models. Indeed, with the support of a suitable dataset, an ENN can be configured to represent a given ECM, modeling each lumped parameter through an assigned Neural Network (NN). Accordingly, the ENNC system is able to keep a physical description of the battery cell while approximating the non-linear dynamic of each component. The paper proposes a novel ENNC battery named Physical Inspired-Equivalent Neural Network Circuit (PI-ENNC) whose ensemble architecture relies on a fractional-order Extended Single Particle (ESP) Lithium-ion cell formulation. The PI-ENNC is designed to approximate the ESP transfer functions referred to the ohmic effects, the electrolyte diffusion and the non-uniform charge distribution in the cell. The proposed model has been tested with three publicly available datasets, investigating the model behavior according to two different training strategies and with different input configurations. In order to prove its effectiveness, results have been compared with a simpler version proposed in a previous work. Results highlight the effectiveness of PI-ENNC in SoC prediction, underlining the importance of designing an ENN architecture that leverages on equations and constraints that reflect the physical phenomena of the cell.
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1. Introduction


Li-Ion batteries emerge as the main Energy Storage System (ESS) technology in the automotive field and smart grids for the integration of renewable energy sources, electric mobility, Vehicle to Grid (V2G) systems and demand response programs into the electric grid [1,2,3,4]. With respect to other technologies, Lithium-Ion batteries are characterized by high energy densities, fast-response and competitive costs. In [2,5], the authors reported a detailed review on the Lithium-Ion ESS applications in automotive and V2G systems, highlighting the increasing efforts in the research field as well as all the progress in energy management, safety issues and cost abatement. Concerning the latter, Lithium-Ion batteries costs have been reduced by   70 %   in the last decade. Although the price is still considerably high (“500   ( $  /kWh) that is about USD 35,000 to 40,000 of the overall EVs’ price” [2]), it is expected to reach values lower than 200   ( $  /kWh) [6].



In addition to possible improvements in chemical materials, cell design and circuital components, the research activity directions move towards the optimization of intelligent Battery Management System (BMS) devices to improve the reliability of the battery pack. The BMS is in charge of monitoring and managing every cell inside the battery system ensuring that their working points are bounded within the safety area [7]. Moreover, the excessive charging/discharging currents and power transients should be monitored by the BMS avoiding possible damages and deterioration of the battery cell. Usually, its working frequency is equal or greater than one second and its hardware must be as light and compact as possible in order to fit into an Electric Vehicle (EV) [8]. A detailed study on the hardware design, functioning and BMS architecture is discussed in [7,9].



Designing an effective and efficient prediction model able to approximate the cell dynamic and thus its State of Charge (SoC) is a crucial facet for BMS systems, as widely emphasized in the literature [10,11,12]. Indeed, other than maximizing the prediction effectiveness, the BMS algorithm should be characterized by low computational costs.



Amongst the prediction models proposed in the literature, direct methods emerged as the most popular approaches due to their intuitive reasoning and ease of implementation. Indeed, they are only based on “Direct measures of physical battery properties such as voltage, current, and temperature, and then, by using an equation or relationship” [13]. Typical examples of direct methods are Coulomb Counting (CC) estimation [14], the Open Circuit Voltage (OCV) estimation and the Electrochemical Impedance Spectroscopy (EIS) estimation [13,15,16]. By leveraging on a limited number of equations, relations and direct measures, these methods appear very efficient in terms of computational cost and ease of implementation.



However, SoC estimation techniques based on direct measures, i.e., OCV methods and CC algorithms, are not satisfactory for the battery pack installation in complex power systems like automotive systems and smart grids which usually show high power peaks and power transients. Indeed, these models are not able to take into account the ohmic and the electrolyte diffusion effects in the cell, which produce very high uncertainties during power transients. This phenomenon is well described in [17] by means of a mechanical analogy. In the manuscript, the problem of estimating the amount of charge stored in a cell based on voltage and current measurements has been associated with the problem of estimating the volume of the water stored in a reservoir based on pressure and flow rate measurements.



Even though CC is widely adopted [3,18,19], in [20,21], the authors described four types of error sources that can compromise the accuracy of the SoC prediction. These can be summarized in: (i) current measurement error; (ii) error due to the approximation of current integration with respect to time; (iii) uncertainty in the knowledge of battery capacity; and the (iv) error (drift) in timing oscillator.



Considering the same approach, three types of error are summarized also for voltage-based (or OCV-based) models [21]: (i) OCV-SOC modeling error; (ii) voltage-drop modeling error; (iii) voltage measurement error.



For the motivations discussed above, the authors suggest the implementation of suitable filters supporting the prediction model to improve the SoC estimation. Non-linear Kalman Filters (KFs) such as Extended Kalman Filter (EKF) [22] and Unscented Kalman Filter (UKF) [23] emerge as interesting and widely adopted solutions for this purpose as well as Recursive Least Square, Particle and H-infinity filters [11,13].



In order to design more effective BMSs, non-linear KFs are usually supported with accurate prediction models impacting on the computational costs of the procedure as discussed in [24,25,26,27,28].



In the literature, there are several surveys and reviews concerning the categorization of BMS prediction models. In [9], the authors distinguished three main approaches: electrochemical models, Equivalent Circuit Models (ECMs) and black box models. A similar categorization is proposed in [11,29], where authors summarize the SoC estimation methods into direct measures, computational intelligence and model-based approaches [11], whereas in [29], they are distinguished by electrochemical, empirical-ECM and empirical-Neural Networks (NNs).



Electrochemical models are based on high-order differential equations representing the chemical and electrochemical kinetics, as well as the mechanical and transport laws used to simulate the Li-ion battery’s characteristics and reactions. These models can accurately predict physical quantities through a fine tuning of the model coefficients and parameters. However, they are usually characterized by considerably high computational costs. Indeed, electrochemical models consist in high order differential equations, such as Pseudo-two-Dimensional (P2D) models [30], which are not suitable for online applications. For this reason, P2D models are often reformulated in order to provide a good trade-off between the prediction accuracy and computational costs [31,32,33,34,35].



Conversely, ECMs are featured by fewer (lumped) parameters and they are often used in online applications. Indeed, these models are linear (or piece-wise linear) systems that can be represented by an equivalent electric circuit. However, in most cases they lack physical interpretation and can only provide the description of high-level physical quantities [12]. In many studies, ECMs models have been tuned offline according to a suitable optimization algorithm since the real lumped parameter values are hardly ever known a priori. Evolutionary algorithms and Swarm Optimization approaches such as Particle Swarm Optimization (PSO) have been proved to be effective solutions for correctly determining meaningful values for the ECM parameters [36,37,38,39,40].



Regarding black box models, they describe a linear or non-linear mapping function of battery voltage response characteristics [9]. According to [11,29], these models rely on machine learning algorithms and data driven techniques. Therefore, they neglect the internal mechanisms of the cell and do not provide further physical explanation of the cell behavior since the model is learned by considering only the dataset at hand. Concerning the models proposed in the literature, Fuzzy Inference Systems (FISs) [41,42], NNs [43,44,45,46,47] and Support Vector Machines (SVMs) [48,49] have been widely explored.



Beyond the categorizations written above, it is interesting to highlight the following points. In the case of an electrochemical model, a suitable simplification and problem linearization can collapse its transfer functions into an ECM representation, that is, when the differential equations are simplified (i.e., truncated) to the first-order as in [16,34]. An ECM can be synthesized through a suitable machine learning model, (e.g., NNs, SVMs or FISs) in order to tune the lumped parameters non-linearities according to the available dataset representing the cell for approximation. This approach would be able to provide some degree of interpretability of the ECM moving toward a white box equivalent model [9,46].



As proposed in [46], the application of Equivalent Neural Network Circuits (ENNCs) based on Ensemble Neural Network (ENN) systems [50] is an interesting solution. Indeed, a given ENN can be configured to reproduce a corresponding ECM by assigning each NN of the ensemble system to an ECM lumped parameter in order to better approximate the circuit non-linearities and therefore the cell behavior. In this paper, a Physical Inspired Equivalent Neural Network Circuit (PI-ENNC) is proposed as an extension of the ENNC introduced in [46]. The ENN architecture of PI-ENNC has been conceived to attain a strong analogy with the ESP fractional-order model proposed in [34]. The tests are focused on an exhaustive comparison between the ENNC and the PI-ENNC considering the SoC prediction and different training procedure and dataset.



The main contributions of this work can be summarized as follows:




	
An exhaustive description of the ENNC model and its representation of a corresponding ECM;



	
The introduction of a novel physical-inspired model where the NN architecture approximates the ESP transfer functions referred to as the ohmic effects, the electrolyte diffusion and the non-uniform charge distribution in the cell;



	
A comparison between the PI-ENNC model and its basic version using different training and test datasets available in the literature as well as different training procedures.








The paper is organized as follows: in Section 2 the BMS problem formulation is introduced; in Section 3 the BMS functioning is completely described explaining the KF application and its configuration settings; in Section 4, an in-depth description of the EMC and ENNC models are provided; Section 5 is dedicated to the PI-ENNC, which is the object of this paper. The manuscript continues with the dataset presentation, test settings and results commented in Section 6, Section 7 and Section 8, respectively. Finally, conclusions are drawn in Section 9. In Appendix A, additional figures regarding the predicted SoC and output voltage time series are provided.




2. Problem Formulation


An electrochemical cell can be formulated as a non-linear dynamic system described by the state equations:


  x  k + 1  = F  x  k  , u  k    



(1)






  y  k + 1  = G  x  k  , u  k    



(2)




where  x ,  u  and  y  are respectively the cell state vector, the input and the output array and  F  and  G  are both non-linear functions. Equation (1) determines the cell state evolution whilst Equation (2) evaluates the output of the dynamic system.



As reported in many studies focused on the BMS generation through circuital models [8,51], the main physical quantities that contribute to the electrochemical cell state are the input current, the output voltage, the cell temperature and the State of Charge (SoC). According to [17], the terminal voltage of an electrochemical cell can be summarized as the superposition of three contributions:




	
Quasi-stationary voltage   V  q s t   : it corresponds to the OCV curve representing the voltage contribution related to the amount of charge actually stored in the cell. The use of the suffix quasi-stationary instead of OCV aims at distinguishing the manufacturer curve from the voltage contribution to predict while the cell is working, i.e. when the circuit is closed.



	
Dynamic voltage contribution   V  d y n   : this contribution takes into account the voltage transient response due to the electrolyte diffusion phenomenon whose effects can be approximated to a low-pass filtering with respect to the input current [34].



	
Instantaneous voltage contribution   V  i s t   : it takes into account the internal resistance, namely the ohmic effects and the electrochemical kinetics of the cell as well [34]. Due to its nature, this contribution does not depend on previous battery states, i.e., it has no memory and it is mainly a function of the current.








According to the previous discussion, the terminal voltage of a battery cell can be formulated as follows:


   V  o u t    k  =  V  q s t    k  +  V  d y n    k  +  V  i s t    k   



(3)







Due to the non-linear electrochemical processes occurring during the charging/discharging phases,   V  d y n   ,   V  q s t    and   V  i s t    may show non-linear dependencies with respect to the main physical quantities, i.e., the input current   I  i n   , the state of charge   S o C   and the cell temperature   T  i n   :


   V  d y n    k  =  F  d y n     V  d y n    k − 1  , S o C  k  ,  I  i n    k  ,  T  i n    k    



(4)






   V  i s t    k  =  V  i s t    (  T  i n    k  ,  I  i n    k  , S o C  k  )  =  R  i s t    (  T  i n    k  ,  I  i n    k  )   I  i n    k   



(5)






   V  q s t    k  =  V  q s t    S o C  k    



(6)




where k is the time slot index.



In Equation (4),   F  d y n    addressed the non-linearities involved in the dynamic voltage contribution. As stated before,   F  d y n    has a low-pass filter behavior with respect to the input current   I  i n   . In Equation (5),   R  i s t    represents the resistance function that models the instantaneous voltage   V  i s t   . It is supposed to approximate the ohmic effects involved in the cell, does not have memory and is only a function of the load current and the temperature. Finally,   V  q s t    approximates the OCV curve, and hence, it is supposed to be only a function of the SoC, as shown in Equation (6).



Regarding the SoC variable estimation, it is defined as follows:


  S o C  k  =  F  S o C    S o C  k − 1  ,  I  i n    k    



(7)




where   F  S o C    is calculated by means of a normalized discrete approximation of the load current integral, known as the CC algorithm [14]:


   F  S o C    S o C  k  ,  I  i n    k   = S o C  k  +   T S   C n    I  i n    k   



(8)







In Equation (8),   C n   is the cell capacity that is expressed in   Ah   whilst   T S   is the time length sample.



In Figure 1, a schematic diagram of the BMS model is shown according to the problem formulation just discussed.   I  i n   ,   T  i n    and   S o C   undergoes a preprocessing stage in the Input Mapping block. Specifically, this block performs a linear transformation, which normalizes   I  i n   ,   T  i n    and   S o C   in the   [ 0 , 1 ]   range according to their respective maximum and minimum values observed in the training set. Additionally, the input quantities are collected in   u  d y n   ,   u  i s t    and   u  q s t   , which serves as input for the blocks that implement Equations (4)–(6), i.e., the main voltage contributions that determine the output voltage   V  o u t   :


      u  d y n   =  S o C ,  I  i n   ,  T  i n        



(9)






      u  i s t   =   I  i n   ,  T  i n   , S o C      



(10)






      u  q s t   =  S o C ,  I  i n        



(11)








3. SoC Approximation with Non-Linear Kalman Filter


As reported in the literature, KF is an efficient method for SoC estimation [25,52,53]. In particular, non-linear versions of KF, such as UKF and EKF have been largely used for this purpose as reviewed in [28], where the authors highlighted the improvements given by non-linear KF with a special emphasis on UKF.



Non-linear KF is a recursive algorithm that aims at estimating the state vector of a dynamical non-linear discrete system in the presence of additional noise measurement expressed as follows:


     x [ k + 1 ]                = F ( x [ k ] , u [ k ] )             + q [ k ]       y [ k ]                = G ( x [ k ] , u [ k ] )             + v [ k ]     



(12)




where  x ,  y , and  u  are the state vector, the output vector, and the input vector, respectively.  F  and  G  are non-linear functions defining the state update and the output equations whilst   q = N ( 0 , Q )   and   v = N ( 0 , V )   are the state and output noises drawn from a zero mean gaussian distribution having, respectively,  Q  and  V  covariance matrices. The block diagram in Figure 2 shows the main operations performed by the procedure, i.e., prediction and update. The prediction phase is the model-driven part of the algorithm. The available model is exploited for predicting the state evolution and the related output along with their relevant statistics: the state-covariance matrix   P  x x   , the output-covariance matrix   P  y y   , and the state/output-covariance matrix   P  x y   . On the other hand, the update phase exploits a data-driven approach in which the output vector   y m   measured on the real system is used for updating and correcting the predicted state vector and the state-covariance matrix.



In this work, a non-linear KF has been adopted for the SoC estimation in the electrochemical cell as shown in Figure 3. In particular, the Square Root-Unscented Kalman Filter (SR-UKF) variant [54] has been deployed in order to deal with the non-linearity of the state transition and observation models, as depicted in Equations (1) and (2). Configurations and settings are the same adopted in [46].




4. Ensemble Neural Network Architecture Adaptation to Equivalent Circuit Model


The formulation of a suitable circuital model for the battery cell is a critical facet for describing the dynamical behavior of the system. ECM is able to separately estimate the three contributions   V  q s t   ,   V  d y n    and   V  i s t    defined in Equations (4)–(6), respectively. This strategy enables the synthesis of a robust and effective prediction model, which keeps the interpretability properties of the ECM. In this section, the ECM is initially described in order to exhaustively explain limitations and advantageous of ENNC architecture.



4.1. Equivalent Circuit Model


The purpose of designing an ECM is to adequately reflect the physical behavior of the electrochemical cell. In the ECM, the main voltage quantities (i.e.,   V  q s t   ,   V  i s t   , and   V  d y n   ) are expressed as the electric response of specific circuital elements:




	
The instantaneous contribution   V  i s t    is modeled as the voltage drop across the resistor   R  i s t    emulating the internal resistance of the electrochemical cells.



	
The dynamic contribution   V  d y n    is schematized as a series of M different   R C   cells, which aims at modeling the low-pass behavior of the voltage transient response given by the internal charge distribution.



	
Being the quasi-stationary contribution   V  q s t    mainly characterized by the amount of charge stored in the cell, it has been modeled as the voltage drop across the capacitor   C  q s t    by means of the OCV-SoC curve. This is the only non-linear component on the whole circuit.








The ECM schematic representing the battery cell is depicted in Figure 4. The ECM parameters identification procedure is based on the analysis of the cell voltage response to a given current profile. For the sake of clarity, Figure 5 can be observed as an example of the voltage contributions, especially the dynamic one, considering a given input current profile constituted by two pulses separated by a resting time interval.



Regarding the dynamic contribution, the characteristic equations of a single   R C   cell are composed by a resistance   R  d y n    and a capacitor   C  d y n   , which can be expressed in function of the input current   I  i n   :


   I  i n    ( t )  =  C  d y n     d   V  d y n    ( t )    d t   +    V C   ( t )    R  d y n     



(13)







Hence, the dynamic voltage contribution   V  d y n    is evaluated as follows:


   V  d y n    ( t )  =  e  −  1   R  d y n    C  d y n      ( t −  t 0  )     V  d y n    (  t 0  )  +  ∫   t 0   t   e  −  1   R  d y n    C  d y n      ( t − τ )     1  C  d y n     I  i n    ( τ )   d τ  



(14)







Moving toward the discrete time domain, Equation (14) is formulated as follows:


   V  d y n    [ k + 1 ]  =  V  d y n    k   e  −   T S   τ  d y n      +  R  d y n    I  i n    k   ( 1 −  e  −   T S   τ  d y n      )   



(15)







By considering M different   R C   cells, the overall dynamic voltage can be expressed as the summation of the individual voltage drops:


   V  d y n    [ k ]  =  ∑  i = 1  M   V  d y n , i    k   



(16)







The instantaneous contribution   V  i s t    can be written in the discrete time as the voltage drop across the resistor   R  i s t   :


   V  i s t    [ k ]  =  R  i s t    I  i s t    [ k ]   



(17)







It is worth noting that in the considered ECM,   R  i s t    (see Equation (5)) is assumed to be a constant value   R  i s t   . Regarding the quasi-stationary contribution,   V  q s t    takes into account the non-linear behavior of the capacitor   C  q s t   , which aims at approximating the cell OCV curve:


   V  q s t    [ k ]  =  V  q s t    ( S o C  [ k ]  )   



(18)







Eventually, the output voltage   V  o u t    reads as follows:


   V  o u t    [ k ]  =  V  q s t    ( S o C  [ k ]  )  +  ∑  i = 1  M   V  d y n , i    k  +  R  i s t    I  i s t    [ k ]   



(19)







The principal drawback of the proposed method regards the   R C   parameters for defining the transient response of the cell. Indeed,   R  d y n    and   C  d y n    must be correctly defined in order to adequately reflect the transient response, as well as the resistive contribution   R  i s t    given by the instantaneous voltage   V  i s t   . Additionally, the number of cell M to employ in order to correctly approximate the low-pass filter behavior is not known a priori. Nonetheless, as the ECM is designed explicitly from a physics hypothesis, it can be interpreted as a white box model with the undeniable advantage of the interpretability aspect. In [40], the authors propose an optimization technique based on swarm intelligence methods (i.e., a PSO algorithm) that automatically select the most suitable parameters of the considered ECM methods. However, the ECM model proposed considers only   I  i n    as input, neglecting other relevant parameters as the operating temperature and the   S o C   influences on   V  d y n    and   V  i s t   . Indeed,   R  i s t   ,   R  d y n , i    and   C  d y n , i    are constant values that do not change once optimized.




4.2. ENNC Model


The limitation imposed by the ECM model has been faced with introducing an ensemble of NNs [50], which individually model the non-linear behavior of the circuital components described in Section 4.1. Specifically, the ENNC approach [46] is able to preserve the interpretability aspect characterizing the ECM and simultaneously solving the main issues regarding the inability to take into account the relevant input parameters. In the block diagram shown in Figure 6, it is possible to spot how the circuital component has been displaced in favor of specific NNs while maintaining the same ECM circuital architecture. Even though the resistors components   R  i s t   ,   R  d y n    still respect the constitutive electrical law (i.e.,   V = R I  ) their values are instead non-linear functions of   I  i n   ,   T  i n   , and   S o C  . The same discussion holds for   C  q s t    and   C  d y n   : the capacitor still impose a voltage drop defined by the equation   V =  1 C  ∫ I d t   but their capacitance values are individually defined as non-linear functions of the relevant parameters according to the NNs outputs. The system equations read as follows:


       S o C  k + 1         V  d y  n 1     k + 1       ⋮       V  d y  n N     k + 1       = A  (  u dyn   k  )       S o C  k         V  d y  n 1     k       ⋮       V  d y  n N     k       + B  (  u dyn   k  )   I  i n    k   



(20)






   V  o u t    [ k ]  =  V  q s t    (  u qst   k  )  +  ∑  i = 1  M   ω  d y  n i     V  d y n , i    k  +  R  i s t    (  u ist   k  )   I  i s t    [ k ]   



(21)







In Equation (21), M is the state space dimension where   M = N + 1  , with N being the number of   R C   bipoles that model the dynamic behavior of the cell. Furthermore,   V  q s t    is the OCV-SoC curve that gives the indication about   C  q s t   ,   ω  d y n    and   V  d y n    are respectively the   R C   weights and the output values, whilst   R  i s t    is the non-linear function modeling the instantaneous response of the cell with the responsive behavior.



The state equations shown in Equation (20) are described according to   A ∈  R  M × M     and the vector   B ∈  R  M × 1    :


  A  (  u dyn   k  )  =     1   0   …   0     0    e   −  T S    τ  d y  n 1   (  u dyn   k  )        …   0     ⋮   …   ⋱   ⋮     0   0   …    e   −  T S    τ  d y  n N   (  u dyn   k  )           



(22)






  B  (  u dyn   k  )  =       T S   C n         ( 1 −  e   −  T S    τ  d y  n 1   (  u dyn   k  )      )   R  d y  n 1     u dyn   k       ⋮       ( 1 −  e   −  T S    τ  d y  n N   (  u dyn   k  )      )   R  d y  n N     u dyn   k        



(23)







The non-linear functions   V  q s t   ,   R  i s t   ,   R  d y n    and   T  d y n    are individually defined by four different NNs, which shall reflect their basic properties:




	
  R  i s t    is a Multi Layer Perceptron (MLP) NN that evaluates   R  i s t    in Equation (17) starting from the input vector   u  i s t    (see Equation (10)). Hence, its output layer is limited to a single neuron.



	
  R  d y n    and   T  d y n    are both MLP networks taking in input   u  d y n    as defined in Equation (9). In their output layers, the networks are equipped with exactly N neurons according to the number of   R C   cells employed for the dynamic contribution. Hence, their output values are respectively    R  d y n   =  {  R  d y  n 1    ,   ⋯ ,    R  d y  n N    }   , and    τ  d y n   =  {  τ  d y  n 1    ,   ⋯ ,    τ  d y  n N    }   .



	
  V  q s t    is addressed by a Functional Link Neural Network (FLNN) since it has been already shown effective capabilities in the approximation of the OCV-SoC curve [46]. The input vector   u  q s t    takes into account only the temperature   T  i n    and   S o C   values. Indeed, the currents used for the OCV curve generation are negligible. Moreover, this model constraint is necessary for avoiding any kind of conflict between the MLP modeling   R  i s t    and the FLNN modeling   V  q s t   .








The ENNC architecture implementing the NNs blocks is shown in Figure 7.



In addition to the three MLP NNs and the FLNN, a single-layer Recurrent Neural Network (RNN) is placed after the MLP NNs indicated as   R  d y n    and   T  d y n   . The RNN applies the state equation (Equation (20)) reading in input the cell current   I  i n   , the dynamic voltage contribution evaluation at the previous step and the output generated by the NNs   T  d y n    and   R  d y n   , namely the vectors   R  d y n    and   τ  d y n   . The RNN has an output layer defined by the RC weights   ω  d y n    (see (21)). The   ω  d y n    training allows to better tune the RC voltage contribution, especially in case more RC filters are considered.



The application of NN methods for modeling electrochemical cells has been previously explored in many different studies that involved a plethora of architectures [28,43,44,45,55,56,57]. Nonetheless, these approaches do not take into account any assumption about the physical properties regarding the battery cell. Indeed, the NNs approaches employed are classified as black-boxes [53], since these architectures only provide the prediction of the system response without giving any insight regarding the underlying process. Even though this approach can provide accurate predictions, the lack of interpretability poses several issues for understanding the critical state of the cell.



The ENNC approach discussed here can be considered instead as a white-box model since the electrical behavior of the whole system is described by the ECM whose assumptions have already been physically motivated. As a universal functional approximator, NN gives the chance to model accurately the non-linear components that characterize the process and additionally keeps the interpretability aspect offered by the deployment of the ECM model unaltered.





5. Physical Inspired Equivalent Neural Network Circuit Model


In this section, the ENNC architecture has been improved by taking into account the electrochemical model based on the fractional order ESP formulation proposed in [34] in order to design a physical inspired model called PI-ENNC.



The study of Fan G. et al. [34] is mainly focused on evaluating the effectiveness of the transfer functions formulation on the Laplacian domain in order to accurately approximate all the cell physics defined by the Extended Single Particle (ESP) model equations and constraints. The ESP model is a physical-inspired mathematical model [58,59,60] in which the cell is simplified by two main (solid) spherical particles immersed in a (liquid) electrolyte where the chemical properties and the cell geometry are properly defined by a given set of parameters. The ESP modeling follows the main assumption that has already been used in the conventional single particle models [61] considering a uniform electrochemical reaction along the x-dimension in each electrode. However, in order to improve the accuracy and expand the applicability of the model, the ohmic effects and charge distribution in the electrolyte phase are also taken into consideration.



In ESP modeling, the voltage contributions are defined by the partial difference equations, which describe the physical dynamics of the cell. Specifically, there is no direct relationship between the potentials, the voltage transients and the applied current. These aspects make it difficult to establish the state transition equations, analyze observability and apply methods for estimating the state of the system.



It is clear that all these aspects impose relevant limitations for the battery SoC prediction in automotive applications. Hence, the equations of the ESP model have been simplified by Fan G. et al. in [34] through a fractional order approximation on the solid-phase diffusion contribution after formulating the relationship between the load current and the surface concentration of the solid particle according to a proper transfer function. Finally, all the simplifications lead to the formulation of a first-order transfer function, which further reduces the computational costs of the SoC estimation.



In the following section (Section 5.1), the transfer functions adopted in [34] are commented and compared with the formulation introduced in Section 2. Indeed, although the work carried out by Fan G. et al. has a completely different approach centered on the transfer functions formulation and the tuning of the physical parameters without the use of machine learning and data driven techniques, it is possible to observe a strong analogy with the problem formulation of Section 2 by analysing the voltage contributions and their relationship with the load current.



5.1. Analogy between the Physics-Based Fractional Order Model and the ENNC Model


In ESP models, the voltage contributions (overpotentials in [34]) have been summarized in four different terms:




	
The ohmic effect   η  o h m   ;



	
The electrolyte diffusion   η  e , c o n   ;



	
The solid state diffusion of both anode and cathode particles   U  s , a   s u r f    and   U  s , c   s u r f   , respectively.








The terminal voltage    V  c e l l    ( s )    is finally expressed as follows:


   V  c e l l    ( s )  =  U  s , p   s u r f    ( s )  +  U  s , n   s u r f    ( s )  +  η  e , c o n    ( s )  +  η  o h m    ( s )   



(24)







The transfer functions of each overpotential mentioned in [34] are described below focusing on the relationship with the load current   I L   in order to apply an analogy with the voltage contributions discussed in Section 2:




	
Ohmic effect and electrochemical reaction description: these two contributions are lumped together since they can be approximated as a zero-order transfer function with respect to   I L  :


     η  o h m    ( s )     I L   ( s )    = −  θ  R 0    



(25)







The parameter   θ  R 0    summarizes all the ohmic effects such as the current collector, the electrolyte and the film resistances and the electrochemical reaction overpotential. It has the same properties of the instantaneous contribution, therefore   θ  R 0    can be referred to as   R  i s t    of Equation (5).



	
Electrolyte diffusion approximation: the relationship between the electrolyte concentration overpotential (i.e., voltage drop) and the load current can be presented by a first-order RC equivalent circuit:


     η  e , c o n    ( s )     I L   ( s )    = −   θ  R e     θ  R e    θ  C e   s + 1    



(26)




where the parameters   θ  R e    and   θ  C e    summarize the electrolyte concentration dynamics and the cell geometry after applying an important simplification on the model with a first-order Taylor expansion method. It is analogous to the dynamic contribution   V  d y n    in Equation (4).



	
Solid state diffusion overpotential: it is applied on both the electrodes (positive—p and negative—n) and it is a function of the particle surface concentration   C  s u r f    formulated as follows:


   U  s , i   s u r f   =  f  E  o c , i     (  C  s , i   s u r f   /  C  s , i   m a x   )    i ∈  { p ,  n }   



(27)




where,   f  E  o c , i     is a non-linear function analogously to the quasi-stationary contribution   V  q s t   . However, the surface concentration   C  s u r f    is not only a function of the active particle volume average charge concentration called   C  a v g    but also depends on a dynamic component called   C  d i f f   , namely:


   C  s , i   s u r f   =  C  s , i   a v g   +  C  s , i   d i f f    



(28)







  C  s , i   d i f f    represents the concentration difference between the surface and the volume average value of the active particle which is function of the ion pore wall flux of the cell, and therefore of the density current. Finally, the transfer function related to   C  s , i   s u r f    has been found and tested after applying a proper simplification and truncation to the first-order to reduce the computational cost (see Equation (21) in [34]):


     C  s , i   s u r f    ( s )     I L   ( s )    =  ( ± )     1  3  θ  Q i   s   ︸    C  s , i   a v e     I L   ( s )     +     0.2 + 0.0461  θ  D  S , i    − 1     s  0.5     1 + 0.2066  θ  D  S , i    − 1     s  0.5   + 0.0510  θ  D  S , i    − 2    s   ︸    C  S , i   d i f f     I L   ( s )      



(29)




where the parameters   θ  D  S , i    − 1    and   θ  Q i    represent the particle properties and their interactions with the electrolyte. These are functions of the solid diffusion coefficient, the electrode surface area, the volume fraction of the active material, the particle radius, the activity coefficient and other geometry properties of the cell.








Taking inspiration from the study in [34], in the model proposed in this work the differential solid state diffusion overpotential in (29) has been re-interpreted considering also the differential contribution, which we call dynamic. Specifically, in this work, the dynamic contribution on the SoC is approximated through a first-order RC filter in the ENNC. It is worth noting that with the latter assumption, the ENNC should also consider the input current in the input array   u qst   conversely to the discussion held in Section 4.2.




5.2. PI-ENNC Architecture


As formulated in [34], the overall particles charge at the surface is the sum of the average volume   C  a v g    charge and a differential term   C  d i f f    (see Equation (28)). In this work, a dynamic term of the SoC named   S o  C  d y n     is introduced, holding the same properties of the differential term   C  d i f f   . Therefore, the SoC can be written as:


  S o  C  t o t   = S o  C  a v g   + S o  C  d y n     



(30)




where the term   S o  C  a v g    , which can be associated with   C  a v g    in Equation (28), corresponds to the SoC calculated through the CC algorithm in Equation (8).



According to [34], the dependency of the   S o  C  d y n     with respect to   I  i n    can be approximated by a first-order low pass filter as in Equation (29). Therefore, the discreet form of   S o  C  d y n     can be calculated as in Equation (23), namely:


  S o  C  d y n    k + 1  = S o  C  d y n    k   e  −   T s   τ  q s t      +  R  q s t    I  i n    k   ( 1 −  e  −   T s   τ  q s t      )   



(31)







However, in this case,   τ  q s t    and   R  q s t    do not represent a resistance and a time constant. These symbols have been used just for respecting the analogy with the low pass behavior of an RC circuit.



Concerning PI-ENNC model architecture, the   S o  C  d y n     term is estimated with a similar NN configuration adopted for   V  d y n   . As shown in Figure 8, two MLP NNs   R  q s t    and   T  q s t    are in charge of calculating   R  q s t    and   τ  q s t   , respectively. In this case, the MLP input   u  q s t d y n    is composed of the only current   I  i n    in order to respect the formulation in Equation (29). Finally, no changes have been applied for the dynamic and instantaneous voltage contribution with respect to the ENNC model.





6. Dataset


The NN model blocks were trained and tested according to three different datasets that have been extensively employed in previous works [62].



6.1. Randomized Battery Usage Data Set


The first dataset is the Randomized Battery Usage Data Set collected by NASA Ames Research Center [63]. It is a collection of measurements performed on a 2.1 Ah Lithium-Ion cell model 18650. The cell was tested with randomly generated sequences of charge and discharge pulses. Starting from a fully charged cell in a stationary condition (i.e., with   S o C = 100 %   and    V  d y n   = 0  ), each pulse of the sequence is randomly selected from the set:


  { − 4.5 A ,  − 3.75 A ,  − 3 A ,  − 2.25 A ,  − 1.5 A ,  − 0.75 A ,  0.75 A ,  1.5 A ,  2.25 A ,  3 A ,  3.75 A ,  4.5 A }  











Consequently, the sampled pulse is applied to the cell until the output is in the range   [ 3.2 V ,  4.2 V ]   or according to a maximum time frame.



The applied current   I  i n   , the output voltage   V  o u t    and the surface temperature   T  i n    have been measured with a sampling time of 1s. The SoC sequence is obtained by using the CC algorithm (see Equation (8)). The training set includes the first 100 pulses of the first random cycle test performed on the cell ID RW9. Similarly, the test set is composed of the first 100 pulses related to the test of the second random cycle of the same cell. The time series   I  i n   ,   V  o u t   ,   T  i n    and   S o C   are shown in Figure 9, whereas in Figure 10, it is in shown the cell OCV curve.




6.2. Dataset A123 Cell


The second dataset considered refers to A123 Lithium-Ion cell [64]. The cell parameters are shown in Table 1.



The dataset is composed of three different usage profiles:




	
Dynamic Stress Test (DST).



	
Federal Urban Driving Schedule (FUDS).



	
US06, Highway Driving Schedule. (HDS)








The cycle was designed by the United States Advanced Battery Consortium and simulates a dynamic discharge regime whose full cycle is 360s. The DST has been used as a training set as suggested in [65], whereas the FUDS and US06 as test sets since they are characterized by more sophisticated dynamic profiles. In fact, these tests are more complex than DST in terms of charge and discharge current rates. The current time series are shown in Figure 11. The measurements are sampled every 1s. The SoC is estimated according to the CC algorithm in Equation (8). The DST, FUDS and US06 datasets time series are shown in Figure 12, whilst the OCV curve is shown in Figure 13.




6.3. Dataset INR 18650-20R


The last dataset is named INR 18650-20R Lithium-ion cell [64] whose parameters are shown in Table 2. The datasets provide four different Dynamic Test Profiles (DTPs):




	
Dynamic Stress Test (DST).



	
Federal Urban Driving Schedule (FUDS).



	
US06 Highway Driving Schedule.



	
Beijing Dynamic Stress Test (BJDST).








As in dataset A123, the DST has been used as a training set whilst the remaining profiles are employed as test sets for assessing the BMS model performance. The overall cycles times of FUDS, US06 and BJDST are, respectively, 1372s, 600s and 916s. The respective current time series are shown in Figure 14. The sampling time is fixed at 1s and the SoC is measured according to Equation (8). The DST, FUDS, US06 and BJDST time series are illustrated in Figure 15, whereas the SoC-OCV curve is shown in Figure 16.





7. Test Settings


The PI-ENNC model discussed in Section 5 is compared with the ENNC considering the SoC approximation as the performance index according to the BMS system introduced in Section 2. The NNs composing both PI-ENNC and ENNC have been developed in Python with the Keras framework using Theano as a backend. The entire model is implemented as a single computation graph in order to train the model via a direct minimization of the Mean Square Error (MSE) between the system estimation and the output voltage   V  o u t    measured. The training procedure is performed with the Gradient Descent Back Propagation algorithm considering the Nadam optimizer [66] with 2000 epoques. All the NNs have been initialized with the Glorot Normal initializer with the exception of the FLNN whose weights have been initially set to zero (for further details about the NNs activation function and optimization algorithms, a complete explanation can be found in [67]).



The FLNN activation functions are defined according to Bernstein and trigonometric polynomials in order to better fit the OCV curve [46]. Specifically, 21 neurons evaluate the Bernstein polynomials from zero to the 20th degree, whilst 20 neurons are designed as sinusoidal and cosine polynomials from the 1st to the 10th degree. The neuron on the output layer is equipped with a common sigmoid activation function. The MLP architectures instead use ReLu activation functions for the neurons in the hidden layer and sigmoid activation for the output layer. The system configuration (NNs type, input tuple, activation functions and number of neurons of hidden/output layers) has been reported in Table 3 according to the results obtained in [46].



As can be observed, the PI-ENNC is featured by 122 neurons against the 90 of the ENNC. Therefore, considering the study reported in [46], the increase in the computational time can be considered irrelevant. Indeed, as mentioned in [46], in this BMS paradigm, the SR-UKF is by far the most time-consuming component making the ENNC computational cost negligible.



In order to better study the effectiveness of our model, the tests have been repeated by considering every possible combination of the input array, namely   T  i n   ,   S o C   and   I  i n   . It is clear that for the dataset of the NR 18650-20R cell, which does not have the   T  i n    time series (see Section 6.3) the number of tests is limited to three cases.



The training phase has been conducted according to two different procedures:




	
1-Phase: all NNs blocks are trained together on the training set in a single step.



	
2-Phases: the FLNN is trained on the OCV curve in a first stage. After that, the remaining NNs can start their training phase.








The model performance is evaluated considering the MSE between the BMS SoC approximation and its real value in the test set. In order to neglect the KF transient time (the SR-UKF needs a stabilization time since it starts to work in a non-stationary working point), an offset of 30 min has been set with respect to the first sample of the sequence. The SR-UKF has been initialized with   S o  C 0  = 0.5  ,    V  d y n , 0   = 0   for both ENNC and PI-ENNC models and the   S o  C  d y n , 0   = 0   for PI-ENNC model.




8. Results


The computational results in Table 4 show the proposed model (PI-ENNC) performance attained in terms of MSE with respect to ENNC (the best solution for each row are marked in bold). Specifically, each model has been trained according to both the 1-Phase and 2-Phases procedures. Additionally, the results are shown with different combinations of the input parameters   I  i n   ,   S o C   and   T  i n   . That is, different possible situations are considered where specific physical quantities are not taken into account for determining the behavior of the system. For the sake of clarity, the best configurations arise from Table 4 are graphically compared in Figure 17. Furthermore, in Figure 18, the results are written in terms of mean MSE value obtained by averaging all the possible input combinations. The same results are collected in Table 5 along with their standard deviations.



For the sake of completeness, in Appendix A are reported Table 4 rewritten in percentage (Table A1) and the time series of the predicted SoC and the output voltage referring to the PI-ENNC BMS with respect to their real values (Figure A1, Figure A2, Figure A3, Figure A4, Figure A5 and Figure A6).



By inspecting Figure 17, PI-ENNC trained in two phases emerges as the best solution. Indeed, the procedure outperforms ENNC in both 1-Phase and 2-Phases configurations in terms of MSE for all the investigated datasets. Conversely, 1-Phase PI-ENNC does not provide enough accuracy in the description of the system behavior since for NASA, INR-US06 and INR-FUDS the MSE values are worst with respect to both ENNC 1-Phase and 2-Phases. Figure 18 and Table 5 confirm the validity of the proposed method: the best results by means of average MSE are obtained by the PI-ENNC trained in two phases, which outperforms the competitors in all the datasets with the exception of BJDST, where the ENNC 1-Phase shows a slightly lower mean MSE (  0.00019   for PI-ENNC against   0.00015   obtained by ENNC). Similar considerations hold in terms of model robustness. By comparing the best two models by means of average MSE according to the input configurations (i.e., 2-Phases PI-ENNC and 1-Phase ENNC), the proposed method shows lower standard deviations values in A123-FUDS, INR-FUDS and NASA whereas for the remaining dataset the results are comparable with ENNC trained in 1-Phase. An interesting behavior emerges by comparing the results with respect to the input    I  i n   ,  T  i n     and   S o C   configuration. When the operating temperature   T  i n    is considered as input (i.e.,    T  i n    ,    T  i n   ,  I  i n     and    T  i n   ,  I  i n   , S o C  ), the MSE attained poor performances suggesting that this parameter does not contribute to determining the complex dynamical behavior of the battery cell. Conversely, all the best results on NASA and A123 datasets are attained including the input current   I  i n   . Interestingly, most of the best results (5 out of 12) are obtained by individually considering the input current without taking into account any other parameter. Regarding the   S o C   input, it helps in improving BMS performance in INR 18650-20R. Indeed, only in one case (PI-ENNC trained 2-Phases simulated on FUDS) the use of the   S o C   is ineffective, whereas in eight cases out of twelve, MSE values are more than halved with respect to solutions that considered   I  i n    alone as an input parameter.



For the sake of completeness, in Table 6, the best PI-ENNC result on the NASA test set has been compared with the NN-based models discussed in [68] and the ECM optimized through an Hybrid-Genetic-PSO in [46]. The models selected for comparing the PI-ENNC are defined as follows:




	
ECM: an ECM optimized through a Hybrid-Genetic-PSO in [46] whose circuital topology is the same as represented in Figure 4 of Section 4.1. The HG-PSO algorithm has been configured with 50 individuals and it has been run for 2000 iterations [46].



	
RBF: the prediction model is defined by a Radial Basis Function (RBF) NN (black box type). It has been configured with ten hidden neurons and one output neuron with the linear activation function. The centroids of the hidden layer have been initialized with K-means clustering. The training procedure has been performed with the Nadam optimizer and trained for 10,020 epochs [68].



	
ELM: an Extreme Learning Machine (ELM) [69] NN is adopted (black box type). The ELM has been set up counting ten hidden neurons with hyperbolic tangent activation function and one output neuron with linear activation. In accordance with the ELM technique, the weights of the hidden layer have been randomly initialized and the training of the output weights has been performed by solving a linear least square problem [68].



	
WNN: a Wavelet Neural Network (WNN) (black box type) where the Morlet wavelet has been used as an activation function of the wavelons. K-means clustering has been used in order to initialize the translation and the dilatation parameters of the wavelets [47]. The WNN has been configured with ten hidden wavelons and one output neuron with the linear activation function. The training procedure has been performed with the Nadam optimizer and trained for 10,020 epochs [68].








All the BMS models are featured by a SR-UKF as the PI-ENNC. MSE results in Table 6 show that both PI-ENNC models are featured by lower MSE of one order of magnitude with respect to the other models.




9. Conclusions


This paper proposes an extension of the ENNC BMS prediction model [46] inspired by the fractional-order ESP method studied in [34]. The extension proposed for the PI-ENNC modeling is focused on the implementation of two MLP NNs in order to approximate the effects of the SoC given by the non-uniformity of the charge in the cell due to the presence of a current load. The non-uniformity charge distribution can be approximated by a first-order low pass filter analogously to the dynamic voltage whose contribution represents the effects of the electrolyte diffusion in the presence of a load current.



The performance of the PI-ENNC model has been compared with the plain ENNC considering the accuracy of each model in predicting the battery cell SoC according to two different training procedures. Furthermore, prediction results are investigated using different combinations of the input set, namely cell current, temperature and SoC. In order to assess the validity of PI-ENNC, the tests have been conducted on three publicly available datasets properly split into training and test sets. The results witnessed the importance of designing an ENN architecture supported by proper equations and constraints describing the physical phenomenon to predict. Indeed, they show that in half the tests, the PI-ENNC outperforms ENNC in terms of MSE between the correct and the predicted SoC values, while attaining similar performances for the remaining problems. Better performance on the SoC prediction can assure different advantages on ESSs management, e.g., a better estimation of EV autonomy assuring lower commuter state of anxiety, a faster EV charging service and a better prediction of the microgrid configuration in islanded mode and autoconsumption.



In particular, the PI-ENNC model has shown promising results when the training procedure is carried out with the 2-Phases strategy, where the FLNN modeling the quasi-stationary contribution is trained before the other networks. Furthermore, the tests show that the operating temperature and SoC input can impact negatively on the system performance, highlighting instead the crucial role played by the input current in correctly estimating the system behavior.



Further studies can address the adaptation of the PI-ENNC and its corresponding ECM to a more detailed (and complex) electrochemical model, also applying a fair comparison with other affirmed methods proposed in the literature.
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Abbreviations


The following abbreviations are used in this manuscript:





	BMS
	Battery Management System



	CC
	Coulomb Counting



	DST
	Dynamic Stress Test



	ECM        
	Equivalent Circuit Model



	EIS
	Electrochemical Impedance Spectroscopy



	EKF
	Extended Kalman Filter



	ELM
	Extreme Learning Machine



	ENNC
	Equivalent Neural Network Circuit



	ESP
	Extended Single Particle



	ESS
	Energy Storage System



	EV
	Electric Vehicle



	FIS
	Fuzzy Inference System



	FLNN
	Functional Link Neural Network



	FUDS
	Federal Urban Driving Schedule



	KF
	Kalman Filter



	MLP
	Multi Layer Perceptron



	MSE
	Mean Square Error



	NN
	Neural Network



	OCV
	Open Circuit Voltage



	PI-ENNC
	Physical Inspired-Equivalent Neural Network Circuit



	PSO
	Particle Swarm Optimization



	P2D
	Pseudo-two-Dimensional



	RBF
	Radial Basis Function



	RNN
	Recurrent Neural Network



	SoC
	State of Charge



	SR-UKF
	Square Root Unscented Kalman Filter



	SVM
	Support Vector Machine



	UKF
	Unscented Kalman Filter



	WNN
	Wavelet Neural Network



	V2G
	Vehicle to Grid








Appendix A


The following are illustrations of some extra results regarding the best performance of the PI-ENNC model. Specifically, Figure A1 presents plots of the SoC time series of the PI-ENNC model and the ENNC model compared with the reference SoC time series to approximate; in Figure A2, Figure A3, Figure A4, Figure A5 and Figure A6, the output voltage and the SoC time series generated on the best PI-ENNC model on the A123 and INR 18650-20R test sets are shown. In Table A1, the test results of Table 4 are reported in percentages.
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Figure A1. Comparison of the ENNC and PI-ENNC SoC prediction time series on the test set referring to the NASA dataset. 






Figure A1. Comparison of the ENNC and PI-ENNC SoC prediction time series on the test set referring to the NASA dataset.
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Figure A2. SoC and   V  o u t    time series referring to the A123-FUDS dataset considering the best PI-ENNC BMS model on the test set. 






Figure A2. SoC and   V  o u t    time series referring to the A123-FUDS dataset considering the best PI-ENNC BMS model on the test set.
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Figure A3. SoC and   V  o u t    time series referring to the A123-US06 dataset considering the best PI-ENNC BMS model on the test set. 






Figure A3. SoC and   V  o u t    time series referring to the A123-US06 dataset considering the best PI-ENNC BMS model on the test set.
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Figure A4. SoC and   V  o u t    time series referring to the INR 18650-20R-US06 dataset considering the best PI-ENNC BMS model on the test set. 






Figure A4. SoC and   V  o u t    time series referring to the INR 18650-20R-US06 dataset considering the best PI-ENNC BMS model on the test set.
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Figure A5. SoC and   V  o u t    time series referring to the INR 18650-20R-FUDS dataset considering the best PI-ENNC BMS model on the test set. 






Figure A5. SoC and   V  o u t    time series referring to the INR 18650-20R-FUDS dataset considering the best PI-ENNC BMS model on the test set.
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Figure A6. SoC and   V  o u t    time series referring to the INR 18650-20R-BJDST dataset considering the best PI-ENNC BMS model on the test set. 






Figure A6. SoC and   V  o u t    time series referring to the INR 18650-20R-BJDST dataset considering the best PI-ENNC BMS model on the test set.
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Table A1. Test result on SoC MSE (in percent) sorted per dataset, BMS model, training procedure and input tuple definition.






Table A1. Test result on SoC MSE (in percent) sorted per dataset, BMS model, training procedure and input tuple definition.





	
Dataset

	
Model

	
Train. Proc.

	
SoC Approximation—   MSE (  SoC BMS  −  SoC real  )   






	
NASA

	
ENNC

	
1-Phase

	
0.50 %

	
0.14 %

	
0.17 %

	
0.10 %

	
2.01 %

	
0.09 %

	
1.71 %




	

	
ENNC

	
2-Phases

	
0.14 %

	
0.12 %

	
0.14%

	
0.13 %

	
0.13 %

	
0.12 %

	
0.11 %




	

	
PI-ENNC

	
1-Phase

	
0.16 %

	
0.22%

	
0.20 %

	
0.26 %

	
0.87%

	
0.31%

	
0.53%




	

	
PI-ENNC

	
2-Phases

	
0.14 %

	
0.16%

	
0.15%

	
0.14%

	
0.07%

	
0.11%

	
0.11%




	

	

	

	
Iin

	
SoC

	
In, SoC

	
Tin

	
Tin, In

	
Tin, SoC

	
Tin, Iin, SoC




	
A123

	

	

	

	

	

	

	

	

	




	
US06

	
ENNC

	
1-Phase

	
0.07%

	
0.06%

	
0.05%

	
0.27%

	
0.26%

	
0.11%

	
0.14%




	

	
ENNC

	
2-Phases

	
0.08%

	
1.66%

	
0.52%

	
0.46%

	
0.23%

	
8.64%

	
1.08%




	

	
PI-ENNC

	
1-Phase

	
0.44%

	
0.50%

	
0.39%

	
9.39%

	
5.96%

	
6.88v

	
0.04%




	

	
PI-ENNC

	
2-Phases

	
0.05%

	
0.12%

	
0.25%

	
0.06%

	
0.03%

	
0.81%

	
0.23%




	
FUDS

	
ENNC

	
1-Phase

	
0.06 %

	
0.03%

	
0.08%

	
0.22%

	
0.24%

	
0.21%

	
25%




	

	
ENNC

	
2-Phases

	
0.09%

	
0.69%

	
2.95%

	
0.30%

	
0.20%

	
11.8 %

	
1.66%




	

	
PI-ENNC

	
1-Phase

	
0.03%

	
0.033%

	
0.037%

	
11%

	
9.58%

	
9.79%

	
0.06%




	

	
PI-ENNC

	
2-Phases

	
0.02%

	
0.32%

	
0.81%

	
0.14%

	
0.15%

	
0.46%

	
0.64%




	

	

	

	
Iin

	
SoC

	
In, SoC

	
Tin

	
Tin, In

	
Tin, SoC

	
Tin, Iin, SoC




	
INR 18650-20R

	

	

	

	

	

	

	




	
US06

	
ENNC

	
1-Phase

	
0.04%

	
0.03%

	
0.02%

	

	

	

	




	

	
ENNC

	
2-Phases

	
0.07%

	
0.03%

	
0.08%

	

	

	

	




	

	
PI-ENNC

	
1-Phase

	
0.16e-03

	
0.18%
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0.003%
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1-Phase
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0.03%
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2-Phases

	
0.09%

	
0.03%

	
0.12%

	

	

	

	




	

	
PI-ENNC
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0.16%

	
0.17%

	
0.14%

	

	

	

	




	

	
PI-ENNC
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0.09%

	
0.009%

	
0.031%
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Figure 1. Block diagram of the discrete system for electrochemical cell modeling. 
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Figure 2. Block diagram of a stochastic state observer. 






Figure 2. Block diagram of a stochastic state observer.



[image: Energies 14 07386 g002]







[image: Energies 14 07386 g003 550] 





Figure 3. Block diagram of the stochastic non-linear SR-UKF state observer applied to the battery SoC. 
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Figure 4. Circuit diagram of the (quasi) linear ECM for a battery cell SoC estimation. 
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Figure 5. Voltage response of the A123 Nanophosphate AHR23113M1Ultra-B cell to the current profile used for the system identification procedure [40]. 
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Figure 6. ENNC model adaptation to the ECM. 
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Figure 7. ENNC block diagram. 
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Figure 8. PI-ENNC block diagram. 
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Figure 9.   I  i n   ,   V  o u t   ,   T  i n   , and   S o C   time series referring to the Randomized Battery Usage-NASA dataset. 
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Figure 10. OCV-SoC curve referring to the NASA battery cell. 
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Figure 11. Dynamic test profile showing the applied current for A123 dataset: Dynamic Stress Test (DST), Federal Urban Driving Schedule (FUDS) and US06 Highway Driving Schedule (US06). 
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Figure 12. A123 cell time series    I  i n   ,   V  o u t   ,   T  i n   ,  S o C   of the dataset DST, FUDS and US06. 
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Figure 13. OCV-SoC curve referred to the A123 battery cell. 
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Figure 14. Dynamic test profile showing the applied current for the INR 18650-20R dataset: (a) Dynamic Stress Test, (b) Federal Urban Driving Schedule, (c) US06 Highway Driving Schedule e (d) Beijing Dynamic Stress Test. 
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Figure 15. INR 18650-20R cell time series    I  i n   ,   V  o u t   ,   T  i n   ,  S o C   of the dataset DST, FUDS and US06. 
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Figure 16. OCV-SoC curve referred to the INR 18650-20R battery cell. 
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Figure 17. Best ENNC and PI-ENNC models performance on the test sets considering both training procedures, 1-Phase and 2-Phases. 
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Figure 18. SoC MSE mean values considering results of Table 4 grouped per BMS prediction model and training procedure. 
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Table 1. A123 Cell Parameters.
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	Type
	Nominal

Voltage
	Nominal

Capacity
	Upper/Lower

Cut-Off Voltage
	Maximum Continuous

Discharging Current
	Usage

Temperature





	LiFePO4
	3.3 V
	1.1 Ah
	3.6 V/2.0 V
	30 A (at   25   °  C)
	  − 30   °  C to   + 50   °  C
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Table 2. INR 18650-20R cell parameters.
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	Type
	Nominal

Voltage
	Nominal

Capacity
	Upper/Lower

Cut-Off Voltage
	Maximum Continuous

Discharging Current
	Usage

Temperature





	18650 LiNiMnCoO2/Graphite
	3.6 V
	2.0 Ah
	4.2 V/2.5 V
	22 A (at   25   °  C)
	  0   ° C   to   + 50   °  C
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Table 3. PI-ENNC and ENNC settings.
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Model

	
ENNC     &     PI-ENNC

	
PI-ENNC






	
Name

	
   C qst   

	
   R ist   

	
   R dyn   

	
   τ dyn   

	
   R qst   

	
   τ qst   




	
Type

	
FLNN

	
MLP

	
MLP

	
MLP

	
MLP

	
MLP




	
Input Tuple

	
    ( S o C + S o  C  d y n   )   |   T  i n     

	
    I  i n    | S o C |   T  i n     

	
    I  i n    | S o C |   T  i n     

	
    I  i n    | S o C |   T  i n     

	
   I  i n    

	
   I  i n    




	
# Hidden Layers

	
1

	
1

	
1

	
1

	
1

	
1




	
# Hidden Neurons

	
21+20

	
15

	
15

	
15

	
15

	
15




	
Hidden Activation

	
  { b e r n }  +  { t r i g }  

	
   { R e L u }   

	
   { R e L u }   

	
   { R e L u }   

	
   { R e L u }   

	
   { R e L u }   




	
# Output Neurons

	
1

	
1

	
1

	
1

	
1

	
1




	
Output Activation

	
   { s i g }   

	
   { s i g }   

	
   { s i g }   

	
   { s i g }   

	
   { s i g }   

	
   { s i g }   
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Table 4. Test results on SoC MSE sorted per dataset, BMS model, training procedure and input tuple definition.
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Dataset

	
Model

	
Train. Proc.

	
SoC Approximation—MSE (SoCBMS—SoCreal)






	
NASA

	
ENNC

	
1-Phase

	
5.01 × 10    − 3   

	
1.44 × 10    − 3   

	
1.73 × 10    − 3   

	
1.07 × 10    − 3   

	
2.01 × 10    − 2   

	
9.46 × 10    − 4   

	
1.71 × 10    − 2   




	

	
ENNC

	
2-Phases

	
1.40 × 10    − 3   

	
1.24 × 10    − 3   

	
1.44 × 10    − 3   

	
1.28 × 10    − 3   

	
1.27 × 10    − 3   

	
1.18 × 10    − 3   

	
1.09 × 10    − 3   




	

	
PI-ENNC

	
1-Phase

	
1.65 × 10    − 3   

	
2.23 × 10    − 3   

	
1.97 × 10    − 3   

	
2.64 × 10    − 3   

	
8.74 × 10    − 3   

	
3.07 × 10    − 3   

	
5.30 × 10    − 3   




	

	
PI-ENNC

	
2-Phases

	
1.37 × 10    − 3   

	
1.58 × 10    − 3   

	
1.52 × 10    − 3   

	
1.36 × 10    − 3   

	
7.07 × 10    − 4   

	
1.15 × 10    − 3   

	
1.15 × 10    − 3   




	

	

	

	
Iin

	
SoC

	
In, SoC

	
Tin

	
Tin, In

	
Tin, SoC

	
Tin, Iin, SoC




	
A123

	

	

	

	

	

	

	

	

	




	
US06

	
ENNC

	
1-Phase

	
7.76 × 10    − 4   

	
6.05 × 10    − 4   

	
5.00 × 10    − 4   

	
2.75 × 10    − 3   

	
2.60 × 10    − 3   

	
1.13 × 10    − 3   

	
1.44 × 10    − 3   




	

	
ENNC

	
2-Phases

	
8.12 × 10    − 4   

	
1.66 × 10    − 2   

	
5.19 × 10    − 3   

	
4.62 × 10    − 3   

	
2.29 × 10    − 3   

	
8.64 × 10    − 2   

	
1.08 × 10    − 2   




	

	
PI-ENNC

	
1-Phase

	
4.36 × 10    − 3   

	
4.97 × 10    − 4   

	
3.93 × 10    − 4   

	
9.39 × 10    − 2   

	
5.96 × 10    − 2   

	
6.88 × 10    − 2   

	
4.83 × 10    − 4   




	

	
PI-ENNC

	
2-Phases

	
4.96 × 10    − 4   

	
1.24 × 10    − 3   

	
2.53 × 10    − 3   

	
5.83 × 10    − 4   

	
3.41 × 10    − 4   

	
8.09 × 10    − 3   

	
2.30 × 10    − 3   




	
FUDS

	
ENNC

	
1-Phase

	
6.18 × 10    − 4   

	
3.34 × 10    − 4   

	
8.10 × 10    − 4   

	
2.26 × 10    − 3   

	
2.36 × 10    − 3   

	
2.12 × 10    − 3   

	
2.50 × 10    − 1   




	

	
ENNC

	
2-Phases

	
9.98 × 10    − 4   

	
6.86 × 10    − 3   

	
2.95 × 10    − 2   

	
2.96 × 10    − 3   

	
2.03 × 10    − 3   

	
1.18 × 10    − 1   

	
1.66 × 10    − 2   




	

	
PI-ENNC

	
1-Phase

	
2.76 × 10    − 4   

	
3.28 × 10    − 4   

	
3.70 × 10    − 4   

	
1.06 × 10    − 1   

	
9.58 × 10    − 2   

	
9.79 × 10    − 2   

	
5.70 × 10    − 4   




	

	
PI-ENNC

	
2-Phases

	
1.78 × 10    − 4   

	
3.19 × 10    − 3   

	
8.09 × 10    − 3   

	
1.36 × 10    − 3   

	
1.50 × 10    − 3   

	
4.62 × 10    − 3   

	
6.40 × 10    − 3   




	

	

	

	
Iin

	
SoC

	
In, SoC

	
Tin

	
Tin, In

	
Tin, SoC

	
Tin, Iin, SoC




	
INR 18650-20R

	

	

	

	

	

	

	




	
US06

	
ENNC

	
1-Phase

	
4.16 × 10    − 4   

	
2.71 × 10    − 4   

	
2.46 × 10    − 4   

	

	

	

	




	

	
ENNC

	
2-Phases

	
6.78 × 10    − 4   

	
2.93 × 10    − 4   

	
8.31 × 10    − 4   

	

	

	

	




	

	
PI-ENNC

	
1-Phase

	
1.65 × 10    − 3   

	
1.81 × 10    − 3   

	
1.50 × 10    − 3   

	

	

	

	




	

	
PI-ENNC

	
2-Phases

	
5.16 × 10    − 4   

	
9.47 × 10    − 5   

	
2.26 × 10    − 4   

	

	

	

	




	
FUDS

	
ENNC

	
1-Phase

	
8.43 × 10    − 4   

	
3.06 × 10    − 4   

	
5.02 × 10    − 4   

	

	

	

	




	

	
ENNC

	
2-Phases

	
2.04 × 10    − 4   

	
2.39 × 10    − 4   

	
3.17 × 10    − 5   

	

	

	

	




	

	
PI-ENNC

	
1-Phase

	
2.22 × 10    − 3   

	
1.76 × 10    − 3   

	
1.83 × 10    − 3   

	

	

	

	




	

	
PI-ENNC

	
2-Phases

	
2.09 × 10    − 5   

	
5.28 × 10    − 5   

	
3.58 × 10    − 5   

	

	

	

	




	
BJDST

	
ENNC

	
1-Phase

	
5.20 × 10    − 4   

	
2.10 × 10    − 4   

	
3.30 × 10    − 4   

	

	

	

	




	

	
ENNC

	
2-Phases

	
8.80 × 10    − 4   

	
2.67 × 10    − 4   

	
1.18 × 10    − 3   

	

	

	

	




	

	
PI-ENNC

	
1-Phase

	
1.62 × 10    − 3   

	
1.75 × 10    − 3   

	
1.40 × 10    − 3   

	

	

	

	




	

	
PI-ENNC

	
2-Phases

	
9.05 × 10    − 4   

	
9.03 × 10    − 5   

	
3.11 × 10    − 4   

	

	

	

	




	

	

	

	
Iin

	
SoC

	
In, SoC
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Table 5. Mean and standard deviation on SoC MSE prediction. Results are sorted per test sets, BMS model and training procedure.






Table 5. Mean and standard deviation on SoC MSE prediction. Results are sorted per test sets, BMS model and training procedure.





	

	
NASA

	
A123






	
Dataset

	

	
US06

	
FUDS




	
Model   a n d   tr. Procedure

	
Mean

	
Std.Dev.

	
Mean

	
Std.Dev.

	
Mean

	
Std.Dev.




	
ENNC 1 Phase

	
0.00677

	
0.00824

	
0.00140

	
0.00093

	
0.03693

	
0.09396




	
ENNC 2 Phases

	
0.00127

	
0.00012

	
0.01810

	
0.03060

	
0.02528

	
0.04215




	
PI-ENNC 1 Phase

	
0.00366

	
0.00254

	
0.03258

	
0.04020

	
0.04303

	
0.05328




	
PI-ENNC 2 Phases

	
0.00126

	
0.00029

	
0.00223

	
0.00273

	
0.00362

	
0.00290




	

	
INR 18650-20R




	
Dataset

	
US06

	
FUDS

	
BJDTS




	
Model   a n d   tr. Procedure

	
Mean

	
Std.Dev.

	
Mean

	
Std.Dev.

	
Mean

	
Std.Dev.




	
ENNC 1 Phase

	
0.00013

	
0.00017

	
0.00024

	
0.00033

	
0.00015

	
0.00021




	
ENNC 2 Phases

	
0.00026

	
0.00036

	
0.00007

	
0.00011

	
0.00033

	
0.00049




	
PI-ENNC 1 Phase

	
0.00071

	
0.00089

	
0.00083

	
0.00105

	
0.00068

	
0.00086




	
PI-ENNC 2 Phases

	
0.00012

	
0.00019

	
0.00002

	
0.00002

	
0.00019

	
0.00034
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Table 6. Comparison of the PI-ENNC SoC MSE results with the models discussed in [46,68] on the NASA test set.






Table 6. Comparison of the PI-ENNC SoC MSE results with the models discussed in [46,68] on the NASA test set.





	Model
	PI-ENNC
	ENNC
	RBF
	ELM
	WNN
	ECM





	MSE
	7.07 × 10    − 4   
	9.46 × 10    − 4   
	7.916 × 10    − 3   
	8.90 × 10    − 3   
	7.71 × 10    − 3   
	1.61 × 10    − 3   
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