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Abstract: Well-logging is an important formation characterization and resource evaluation method
in oil and gas exploration and development. However, there has been a shortage of well-logging
data because Well-logging can only be measured by expensive and time-consuming field tests. In
this study, we aimed to find effective machine learning techniques for well-logging data prediction,
considering the temporal and spatial characteristics of well-logging data. To achieve this goal, the
convolutional neural network (CNN) and the long short-term memory (LSTM) neural networks were
combined to extract the spatial and temporal features of well-logging data, and the particle swarm
optimization (PSO) algorithm was used to determine hyperparameters of the optimal CNN-LSTM
architecture to predict logging curves in this study. We applied the proposed CNN-LSTM-PSO model,
along with support vector regression, gradient-boosting regression, CNN-PSO, and LSTM-PSO
models, to forecast photoelectric effect (PE) logs from other logs of the target well, and from logs
of adjacent wells. Among the applied algorithms, the proposed CNN-LSTM-PSO model generated
the best prediction of PE logs because it fully considers the spatio-temporal information of other
well-logging curves. The prediction accuracy of the PE log using logs of the adjacent wells was not as
good as that using the other well-logging data of the target well itself, due to geological uncertainties
between the target well and adjacent wells. The results also show that the prediction accuracy of
the models can be significantly improved with the PSO algorithm. The proposed CNN-LSTM-PSO
model was found to enable reliable and efficient Well-logging prediction for existing and new drilled
wells; further, as the reservoir complexity increases, the proxy model should be able to reduce the
optimization time dramatically.

Keywords: well-logging; convolutional neural network; long short-term memory; particle swarm
optimization; hybrid model; deep learning

1. Introduction

Well-logging is the process of characterizing the variations in physical properties
of formations, such as electromagnetic, acoustic, nuclear radiation, and thermal energy,
with depth along a borehole using specialized instrumentation. The interpretation and
utilization of well-logging data is particularly important in petroleum engineering [1,2].
The conventional methods of well-logging interpretation are empirical and statistical
models that establish the relationship between different rock properties and estimate
missing log data using correlations [3].

The application of artificial intelligence (AI) in the field of well-logging is emerging
and promising [4]. In recent years, more and more oilfield researchers are using deep
learning techniques to predict different reservoir properties, such as permeability, porosity,
and fluid saturation, from available well-logging data to reduce the cost of exploration
and development. Researchers have proposed a series of algorithms with shallow-learning
mechanisms [5–7]. However, these algorithms are only suitable for the application and
theoretical analysis of specific-scale data, and their effect is not good for the application of
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large-sample data analysis or feature extraction from complex feature data. Hinton et al. [8]
pointed out that deep neural networks have a dimensionality reduction effect on high-
dimensional data and can characterize the target data well, which can alleviate the difficul-
ties caused by the analysis and recognition of multidimensional massive data to a certain
extent, and can become a bright spot of machine learning. Deep learning can represent
data feature information at multiple levels; it can automatically abstract high-dimensional
data at different levels to accomplish specific tasks [9].

Well-logging curve reconstruction refers to the data reconstruction of inappropriate
parts of existing well-logging curves using correlated data or objective laws obtained from
massive data. Because of the advantages of deep learning in feature extraction, previ-
ous studies have applied deep learning algorithms to predict the missing well-logging
curves by inputting well-logging data and constructing a model with the help of algo-
rithms to achieve the reconstruction of the target curve [10]. Korjani et al. [11] proposed a
reservoir-modeling method based on deep neural networks for predicting petrophysical
characteristics. They used a large amount of geological data from neighboring drilled wells
to construct virtual logging data for well sections lacking well-logging curves and core
data. Parapuram et al. [12] proposed a multistage curve generation scheme in which the
well-logging curves generated in each stage automatically participate in the next stage to
improve the accuracy of the final predicted well-logging curves. Yang et al. [13] selected
four logging parameters—compensation density, acoustic time difference, natural gamma,
and mud content—as independent variables of a convolutional neural network (CNN)
to reconstruct the variation curves of dependent variables, such as porosity. However,
CNNs can only capture the spatial properties of a well-logging curve, and the properties
of the rocks usually exhibit a trend with depth. In contrast, recurrent neural networks
(RNNs) consider both internal and external inputs from the previous step and, thus, can
capture the trend with depth [14]. Zhang et al. [15] considered well-logging as a data
sequence, and designed a long short-term memory (LSTM) network model to predict the
entire well-logging curve or the missing well-logging curve. Pham et al. [16] integrated
bidirectional LSTM (BiLSTM) with a fully connected neural network to generate accurate
acoustic logs from neutron porosity logs, gamma ray logs, and density logs. Their proposed
method combines the local shapes of well-logging curves with different geological profiles
to improve the predictions.

The focus of this study was on the use of machine learning techniques to solve the
logging curve complementation and generation problem. Current research using machine
learning methods to predict missing well-logging curves can rarely account for both the
spatial and temporal characteristics of the logging data. To overcome the shortcomings, we
proposed a new neural network architecture that was composed of CNN and LSTM, which
respectively extracts the temporal and spatial characteristics of well-logging data to predict
the well logs of interest. To further improve the prediction accuracy, the CNN-LSTM model
was then optimized by the particle swarm optimization (PSO) algorithm, which is another
new contribution of this study.

The main structure of this paper is as follows: Section 2 introduces the theoretical
basis of the basic neural networks CNN, LSTM and PSO used in this study. Section 3
presents the architecture of the hybrid neural network model (CNN-LSTM-PSO), and
describes the evaluation metrics used to evaluate the performance of the CNN-LSTM-PSO
model. Section 4 presents the data source of the well-logging dataset, and performs PE
log prediction from other logs of the target well and from logs of adjacent wells with
the proposed CNN-LSTM-PSO model. Then, the superiority of the proposed model is
evaluated by comparing it with other conventional machine learning methods, such as the
SVR, GBDT, CNN-PSO and LSTM-PSO models. Section 5 summarizes the main problems
of using current AI technologies in well-logging applications, and presents our future work.
The conclusions are presented in Section 6.
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2. Methodology

This section introduces the theoretical basis of the convolutional neural network
(CNN), the long short-term memory neural network (LSTM), and particle swarm optimiza-
tion (PSO) algorithms in detail.

2.1. Convolutional Neural Network

CNN is a feed-forward neural network that consists of an input layer, convolutional
layer, pooling layer, fully connected layer, and output layer [17]. CNN obtains implicit
features from the input data by performing convolutional and pooling operations and then
fuses the extracted features into a fully connected layer to introduce the output of neurons
using an activation function [18].

This study used a one-dimensional CNN structure, as shown in Figure 1, because
the convolutional kernel is only scanned along the depth direction of the well-logging
curve. The convolutional layer is the soul of CNNs, and they can be trained more deeply,
accurately, and efficiently if they contain shorter connections between the layers closer
to the input and the layers closer to the output [19]. The convolutional layer parameters
include neuron perception domain size, sliding step size, and filling method, which to-
gether determine the size of the output features of the convolutional layer and are the
hyperparameters of the CNN. CNNs usually use a rectified linear unit (ReLU) to generate
the output of the convolutional layer [20]. The fully connected layer is equivalent to the
implicit layer in a traditional feed-forward neural network, is located at the end of the
implicit layer of the CNN, and only passes signals to the other fully connected layers.
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Figure 1. Schematic diagram of one-dimensional convolution.

The special feature of the CNN as a multilayer perceptron is the local perceptual
field and weight-sharing method, which reduces the number of weights, thus making the
network easier to optimize and reducing the risk of overfitting [21]. By simply sensing the
local area and then synthesizing the local information at a higher level to get the global
information, weight sharing means that the features learned in one part can also be used in
another part while reducing the complexity of the network model. In CNNs, the alternating
role of convolutional and pooling layers can mine deep features with differentiation from a
large amount of data.

2.2. Long Short-Term Memory Neural Network

LSTM is a special kind of RNN proposed mainly to solve the gradient disappearance
and gradient explosion problems in long time sequence training [22,23]. Compared with
the traditional RNN, LSTM adds memory units to each neural unit in the hidden layer to
control the memory information on the time sequence while each neural unit is passed
through the gate structure (forgetting gate, input gate, and output gate). A typical network
structure of LSTM is shown in Figure 2.
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The forgetting gate selectively forgets the input passed from the previous node. Specif-
ically, z f (f denotes forget) is calculated as the forgetting gate to control which ct−1 of the
previous state needs to be left behind and which needs to be forgotten. The input gate takes
the inputs of this stage and remembers them selectively. Mainly, it selectively memorizes
the input, xt, recording more important parts and less unimportant ones. The current input
is represented by the z obtained from the previous calculation. The selected gate signal is
controlled by zi(i stands for information). The results obtained from the above two steps
are summed to obtain the ct transmitted to the next state. ct is expressed as follows (�
indicates vector fork multiplication):

ct = z f � ct−1 + zi � z (1)

The output gate determines which will be output as the current state. The main control
is achieved through zo, and the co obtained in the previous stage is deflated (varied by
a tanh activation function). Similar to a normal RNN, the output, yt, is often eventually
obtained by ht variation, as follows:

ht = zo � tanh(ct) (2)

yt = σ
(
W′ht) (3)

As described above, the weights of each gate are obtained by continuously training
the input data. The information of the output result ht of layer t of the model is used as the
input information for the next layer of the model, and finally, the LSTM prediction model
is obtained through a recursive process.

2.3. Particle Swarm Optimization

PSO is an evolutionary computational technique that originated as a simplified model
of the population intelligence algorithm used in a study on the foraging behavior of
birds [25,26]. The algorithm was originally inspired by the regularity of flocking activities
of birds of prey, which in turn led to a simplified model using group intelligence to find
the optimal solution through collaboration and information sharing among individuals in
the population [27].

Figure 3 shows the process of the PSO algorithm, in which each particle individually
searches for the optimal solution in the search space. The optimal solution is recorded as
the current individual extreme value, and is shared with the other particles in the whole
particle swarm. The particle travels at a certain speed in the search space, and the speed
and position are dynamically adjusted according to its own flight experience and the flight
experience of other particles [28]. Three simple rules can be summarized for particle swarm
algorithms: (1) fly away from the nearest individual to avoid collision, (2) fly toward the
target, and (3) fly toward the center of the population.



Energies 2021, 14, 8583 5 of 19Energies 2021, 14, x FOR PEER REVIEW 5 of 20 
 

 

 
Figure 3. PSO process. 

The equation to update particle velocity in the PSO algorithm is as follows: 𝑉௪ = 𝜔𝑉ௗ  𝐶ଵ𝑟𝑎𝑛𝑑𝑜𝑚ሺ0,1ሻሺ𝑃ௗ − 𝑋ௗሻ  𝐶ଶ𝑟𝑎𝑛𝑑𝑜𝑚ሺ0,1ሻሺ𝑃ௗ − 𝑋ௗሻ (4) 

where Vௗ is the current velocity of the particle; 𝜔 is the inertia factor (with velocity 
there is motion inertia); 𝑟𝑎𝑛𝑑𝑜𝑚ሺ0,1ሻ is the random number generation function that 
generates random numbers between 0 and 1; Pௗ is the current position of the particle; Xௗ is the global best position of this particle; Pௗ represents the current best position 
among all particles in the population; and C1 and C2 denote the learning factors, which 
learn from the best position in the history of this particle and the best position in the 
population, respectively. 

Other important parameters in PSO include velocity limit, V௫ , position limit, X௫, population size, and initial population. Because of its simple operation and fast 
convergence, PSO has been widely used in science and engineering, such as function 
optimization, image processing, and geodesy [29]. 

3. CNN-LSTM-PSO Model and Evaluation Metrics 
3.1. CNN-LSTM-PSO Model 

Figure 4 shows the overall architecture to predict well-logging curves using the 
CNN-LSTM-PSO model proposed in this study. The CNN-LSTM-PSO network structure 
consists of a one-dimensional CNN, LSTM, and feature fusion layers. The CNN layer is 
responsible for capturing local trends and features of the well-logging data. The LSTM 
layer is responsible for learning short-term variation features of the well-logging data 
and long-term dependent periodic features. The feature fusion layer fuses different 
spatiotemporal features in the feature fusion layer. Then, these spatiotemporal features 
are used as inputs for prediction in the regression layer. Finally, the hyperparameters of 
the CNN-LSTM hybrid network are optimized by the PSO algorithm, mainly including 
filters and kernel_size of the CNN layer, units of the LSTM layer, and learning_rate, 
epochs, and batch_size [30]. The PSO algorithm is designed to find the optimal 
hyperparameter structure while moving the encoded particles, which is then applied to 
well-logging curve prediction. 

Figure 3. PSO process.

The equation to update particle velocity in the PSO algorithm is as follows:

Vnew = ωVid + C1random(0, 1)(Pid − Xid) + C2random(0, 1)
(

Pgd − Xid

)
(4)

where Vid is the current velocity of the particle; ω is the inertia factor (with velocity there
is motion inertia); random(0, 1) is the random number generation function that generates
random numbers between 0 and 1; Pid is the current position of the particle; Xid is the global
best position of this particle; Pgd represents the current best position among all particles
in the population; and C1 and C2 denote the learning factors, which learn from the best
position in the history of this particle and the best position in the population, respectively.

Other important parameters in PSO include velocity limit, Vmax, position limit, Xmax,
population size, and initial population. Because of its simple operation and fast conver-
gence, PSO has been widely used in science and engineering, such as function optimization,
image processing, and geodesy [29].

3. CNN-LSTM-PSO Model and Evaluation Metrics
3.1. CNN-LSTM-PSO Model

Figure 4 shows the overall architecture to predict well-logging curves using the CNN-
LSTM-PSO model proposed in this study. The CNN-LSTM-PSO network structure consists
of a one-dimensional CNN, LSTM, and feature fusion layers. The CNN layer is responsible
for capturing local trends and features of the well-logging data. The LSTM layer is re-
sponsible for learning short-term variation features of the well-logging data and long-term
dependent periodic features. The feature fusion layer fuses different spatiotemporal fea-
tures in the feature fusion layer. Then, these spatiotemporal features are used as inputs for
prediction in the regression layer. Finally, the hyperparameters of the CNN-LSTM hybrid
network are optimized by the PSO algorithm, mainly including filters and kernel_size of
the CNN layer, units of the LSTM layer, and learning_rate, epochs, and batch_size [30].
The PSO algorithm is designed to find the optimal hyperparameter structure while moving
the encoded particles, which is then applied to well-logging curve prediction.

The basic steps of the CNN-LSTM-PSO model are as follows:

1. Acquire the well-logging curve data. Then normalize and divide the data set to obtain
the training sample data set and test data set of CNN-LSTM;

2. Train the CNN-LSTM model with the partitioned training sample data set, opti-
mize the hyperparameters of the CNN-LSTM by the PSO algorithm, and test the
performance of the model;
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3. Save the best CNN-LSTM model, make predictions with the test data set, and compare
it with traditional machine learning models, including support vector regression
(SVR), gradient-boosting regression (GBDT), CNN, and LSTM models.
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3.2. Evaluation Metrics

In the experiments, two commonly used predictive metrics, root mean square error
(RMSE) and coefficient of determination (R2), were applied to evaluate the performance of
log prediction results. These two evaluation metrics provide reference indicators for the
prediction accuracy of the model. Lower RMSE values and higher R2 values indicate the
better performance of the model [31,32].

The RMSE metric was calculated using the following equation:

RMSE =

√√√√ n

∑
i = 1

(ŷi − yi)
2

N
(5)

where ŷi is the value predicted by the regression model, and N is the number of observations.
R2 is calculated by the following formula:

R2 = 1− SSres

SStot
(6)

where SSres is the residual sum of squares, and SStot is the total sum of squares, calculated
by the following expression:

SSres = ∑
(
yi − yreg

)2 (7)

SStot = ∑(yi − y)2 (8)

where yi is the value of each data point, y is the mean value, and yreg is the value predicted
by the regression model.

4. Experiments and Results

The main objective of this section is to evaluate the effectiveness of the CNN-LSTM-
PSO model in predicting well-logging curves, as well as to compare the performance and
accuracy of the neural network with traditional regression algorithms. All experiments
were carried out on the Google Colab platform (1 December 2021, https://colab.research.
google.com) using the Python 3.7 and TensorFlow 2.7 environment to implement the
proposed network. Google Colab is a product developed by the Google Research team to
write and execute arbitrary Python code through a browser, especially for machine learning
and data analysis.

https://colab.research.google.com
https://colab.research.google.com
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4.1. Experimental Data Set

The experimental data set of this study comprised public data downloaded from
GitHub open-source collection of well-logging data (https://github.com/sunyingjian).
In total, eight wells from a gas reservoir in Cornwall, Kansas, were included in the data
set. Each well contained seven logging attributes, including natural gamma ray, resistivity,
photoelectric effect, neutron density–porosity difference, average of neutron and density
logs, nonmarine–marine indicator, and relative position. The data set was divided into
training and validation sets using a ratio of 80:20 to evaluate the performance of the
CNN-LSTM-PSO model architecture.

A heat map is often used in practice to display the correlation coefficient matrix of a
set of variables [33]. This also has great applicability in displaying the data distribution
of the contingency table. Through heat mapping, we can intuitively feel the difference in
value size. Figure 5 is a heat map of the above seven logging attributes, as well as depth.
The right side of Figure 5 is the color bar, which represents the mapping from value to
color. A value from small to large corresponds to the color from light to dark. From the
heat map in Figure 5, we can see that the correlation of the photoelectric effect curve (PE)
is the best, with the correlation between photoelectric effect (PE) and average of neutron
and density logs (PNHIND) being 0.73, the correlation between photoelectric effect (PE)
and resistivity (ILD) being 0.71, and the correlation between photoelectric effect (PE) and
nonmarine–marine indicator (NM_M) being 0.7. The photoelectric effect is usually included
in modern well logs to provide essential information on formation lithology. However,
many legacy wells might not have photoelectric effect logs. Therefore, the photoelectric
effect was selected as the target curve in this study, and the remaining six attributes were
used as the known characteristic values.
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Figure 5. Heat map related to single-well prediction data set. GR: gamma ray, PE: photoelectric
effect, ILD: resistivity, DeltaPHI: neutron density–porosity difference, PHIND: average of neutron
and density logs, NM_M: nonmarine–marine indicator, RELPOS: relative position.

Data preprocessing, including data cleaning and normalization, is important to im-
proving the accuracy of data prediction. Professional engineers perform data cleaning to
improve the quality of well-logging data by discarding outliers and noisy information
using mean substitution and scatterplot visualization methods [34]. Normalization usually
refers to the scaling of features to (0,1), a special case of normalization adjustment that
has the effects of speeding up training and preventing gradient explosion [35]. In these
experiments, to normalize the data, the maximum–minimum scaling adjustment can be
simply applied to each feature column, where the new value of the sample can be calculated
as follows:

Xnorm =
X− Xmin

Xmax − Xmin
(9)

https://github.com/sunyingjian
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where Xnorm is the normalized value of the well-logging curve at the well depth, Xmax is
the maximum value, and Xmin is the minimum value. This method is suitable for cases
wherein the approximate upper and lower bounds of the data are known, the data have
few or no outliers, and the data have an approximately uniform distribution.

After data preprocessing, a data set with a total number of 3232 samples was estab-
lished in this study. The key characteristics of the well-logging samples are shown in
Table 1. In the study, the data were randomly partitioned into an 80:20 split for training
and validation data sets, respectively. The first 80% was used as the training set to train
the network model, and the second 20% was used as the test set to verify the prediction
accuracy of the proposed model.

Table 1. Data set of main features of seven well logs.

Depth
(m)

GR
(API) PE ILD

(Ω·m) DeltaPHI PHIND NM_M RELPOS

Mean 2702.360 72.699 3.330 0.569 2.975 14.869 1.297 0.506
Std 76.645 21.063 0.667 0.290 5.880 7.243 0.458 0.289
Min 2573.5 13.893 0.833 −0.026 −18.7 2.95 1 0.013
25% 2637 60.306 2.877 0.354 1.3 9.15 1 0.259
50% 2700.5 73.647 3.201 0.581 4.2 13.8 1 0.5
75% 2764.5 85.068 3.715 0.747 6 18.2 2 0.759
Max 2841.5 184.021 4.925 1.147 15.1 41.35 2 1

Note. GR: gamma ray, PE: photoelectric effect, ILD: resistivity, DeltaPHI: neutron density–porosity difference,
PHIND: average of neutron and density logs, NM_M: nonmarine–marine indicator, RELPOS: relative position.

A model comparison was performed among a suite of machine learning techniques—
SVR, GBDT, CNN, LSTM—and the CNN-LSTM hybrid model to validate the effectiveness
of the CNN-LSTM model according to the evaluation metrics of the test set. The various
models were optimized by the PSO algorithm for comparison.

4.2. Photoelectric Effect Prediction from Other Logs for the Target Well

The first well, denoted as Well 1, in the data set was selected as the target well in
this section to verify the prediction accuracy of the hybrid network model for single-well
analysis. Figure 6 shows the seven well-logging curves of Well 1. In the experiment,
Well 1 had six eigenvalues for training and prediction logs: gamma ray (GR), resistivity
(ILD), neutron density–porosity difference (DeltaPHI), average of neutron and density logs
(PHIND), nonmarine–marine indicator (NM_M), and relative position (RELPOS), and the
data set was divided into training and validation sets with a ratio of 80:20. The hybrid
CNN-LSTM network model was optimized using the PSO algorithm for predicting the
photoelectric effect curve in the validation set. The depth of Well 1 was from 2573.5 to
2841.5 m; therefore, there were 501 sets of data in the well section with a total length of
268 m. The photoelectric effect curves in the last 100 sets of data were manually removed
as the prediction targets.

4.2.1. Performance Evaluation of CNN-LSTM-PSO Model

There are seven main hyperparameters in the CNN-LSTM hybrid network model,
including filters (the number of CNN filters), kernel_size (the size of the CNN convolutional
kernel), units (the number of LSTM hidden neurons), learning_rate (the learning rate of the
neural network), epochs (the number of samples trained), batch_size (the size of each batch
of data), and number of iterations (the number of times the training data are trained using
the network model), which need to be calibrated and determined during PSO iterations.
The first step is to analyze the impact of each hyperparameter on the prediction accuracy,
and then the analysis result is used to determine the reasonable range of hyperparameters
for performing the PSO.
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The initial values and ranges of the seven hyperparameters are listed in Table 2.
Figure 7 shows the curves of the estimated RMSE and R2 values of each hyperparameter
with single-factor analysis by changing one parameter at a time. These curves indicate
the effects of each hyperparameter on the prediction accuracy of the logging data. Epochs
and batch_size had the greatest effect on the accuracy, as both the RMSE and R2 curves
of these two hyperparameters changed with significant variation during PSO iterations.
Based on the results shown in Figure 7, reasonable ranges for each hyperparameter for
performing further PSO were determined, and are given in Table 2. Furthermore, the CNN-
LSTM model with the lowest RMSE and highest R2 among all the CNN-LSTM models
in the single-factor analysis was recorded and saved as a reference model before PSO for
further comparison. The lowest RMSE was 0.252, and the highest R2 was 0.885 among all
the models.

Table 2. Initial values and ranges of the main hyperparameters.

Hyperparameters Initial Value Initial
Range

Final Range
Determined by
Single-Factor

Analysis

Value of the
Optimal

CNN-LSTM
Model by PSO

Filters 50 [1,100] [10,80] 44
Kernel size 32 [1,64] [20,60] 41

Units 50 [1,128] [30,110] 75
Learning_rate 0.02 [0.01,0.05] [0.15,0.04] 0.02

Epochs 50 [1,100] [40,90] 59
Batch_size 64 [1,128] [40,90] 89

Number of iterations 2 [1,10] [3,8] 3
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Figure 7. Single-factor analysis of CNN-LSTM hybrid network model.

The seven hyperparameters of the CNN-LSTM hybrid network model were selected
as the tuning parameters of PSO, and the range of each hyperparameter was finalized
according to the results of single-factor analysis. The PSO had a total of 50 iterations
with 15 particles each. Figure 8 shows the distribution of the optimal RMSE and R2 for
each PSO iteration. As the number of iterations increased, the optimal RMSE showed
a decreasing trend and the optimal R2 showed an increasing trend, indicating that the
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training effect of the proposed model was getting better and tended towards the global
optimum value. The hyperparameters of the optimal CNN-LSTM model with the best
evaluation metrics after PSO were then obtained and are listed in Table 2. The RMSE of the
optimal CNN-LSTM model was 0.203, which is 19% lower than that before the performance
of PSO (RMSE = 0.252), and the R2 was 0.928, which is 4.9% higher than that before the
performance of PSO (R2 = 0.885). This means that the optimal CNN-LSTM hybrid network
model constructed with the seven hyperparameters determined by the PSO algorithm can
greatly improve the accuracy of the CNN-LSTM model.
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Figure 8. RMSE and R2 of CNN-LSTM model during PSO iterations with the training set.

The model with the best prediction was saved through several iterations of the CNN-
LSTM-PSO model, and the saved model was used to make predictions for the single-well
test data. Figure 9 shows the photoelectric effect curve-matching result for Well 1, where
the true value is shown in blue, the predicted photoelectric effect curve of the training data
set is shown in green, and the predicted photoelectric effect curve of the test data set is
shown in orange. The result shows that the predicted photoelectric effect curves, on both
the training and test sets, agreed well with the field logging data.

Energies 2021, 14, x FOR PEER REVIEW 12 of 20 
 

 

 

 

Figure 9. CNN-LSTM-PSO model performance evaluation. The photoelectric effect curve predicted 
by the CNN-LSTM-PSO model agreed well with the real logging data on training and test data. 

4.2.2. Model Competition 
The CNN-LSTM-PSO model was then compared with traditional machine learning 

models and deep learning-based AI models for single-well logging prediction analysis. 
There are many classical machine learning models available for logging curve prediction 
[36], such as SVR, GBDT, and artificial neural network (ANN). Among these methods, 
ANN has become a popular method for logging curve prediction, and SVR and GBDT 
are very effective methods for logging curve prediction as well. These classical 
algorithms were used in the experiments to generate logging curves, and the PSO 
algorithm was used to optimize the model hyperparameters for comparison. 

Taking the prediction of the photoelectric effect curve as an example, each model 
was experimented with several times in independent environments to save the optimal 
model for prediction. First, we looked at the prediction results of the CNN, LSTM, and 
CNN-LSTM hybrid neural network models, and compared the prediction results of the 
models by optimizing the hyperparameters of each of the three neural network models 
with the PSO algorithm. Figure 10 shows a comparison of the best results of the three 
different neural network models after 10 iterations of the PSO algorithm, with the best 
value of the lower whisker for RMSE and the best value of the upper whisker for R2. The 
orange line represents the median value, and the green triangle is the mean value. Figure 
10a shows the CNN model as having the worst accuracy, because it has the highest mean 
RMSE and median RMSE among the three models. The LSTM model and the CNN-LSTM 
hybrid model are shown to have closer median and mean values. Figure 10b shows the 
median and mean R2 values of the CNN model to be slightly lower than those of the 
LSTM model. The median and mean R2 values of the CNN-LSTM hybrid model are better 
than those of the CNN and LSTM models. Therefore, the hybrid CNN-LSTM neural 
network model is superior to the CNN and LSTM neural network models alone in terms of 
prediction accuracy. 
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4.2.2. Model Competition

The CNN-LSTM-PSO model was then compared with traditional machine learning
models and deep learning-based AI models for single-well logging prediction analysis.
There are many classical machine learning models available for logging curve predic-
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tion [36], such as SVR, GBDT, and artificial neural network (ANN). Among these methods,
ANN has become a popular method for logging curve prediction, and SVR and GBDT are
very effective methods for logging curve prediction as well. These classical algorithms
were used in the experiments to generate logging curves, and the PSO algorithm was used
to optimize the model hyperparameters for comparison.

Taking the prediction of the photoelectric effect curve as an example, each model
was experimented with several times in independent environments to save the optimal
model for prediction. First, we looked at the prediction results of the CNN, LSTM, and
CNN-LSTM hybrid neural network models, and compared the prediction results of the
models by optimizing the hyperparameters of each of the three neural network models
with the PSO algorithm. Figure 10 shows a comparison of the best results of the three
different neural network models after 10 iterations of the PSO algorithm, with the best
value of the lower whisker for RMSE and the best value of the upper whisker for R2.
The orange line represents the median value, and the green triangle is the mean value.
Figure 10a shows the CNN model as having the worst accuracy, because it has the highest
mean RMSE and median RMSE among the three models. The LSTM model and the CNN-
LSTM hybrid model are shown to have closer median and mean values. Figure 10b shows
the median and mean R2 values of the CNN model to be slightly lower than those of
the LSTM model. The median and mean R2 values of the CNN-LSTM hybrid model are
better than those of the CNN and LSTM models. Therefore, the hybrid CNN-LSTM neural
network model is superior to the CNN and LSTM neural network models alone in terms of
prediction accuracy.
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Looking at the traditional machine learning models, we chose SVR and GBDT in the
scikit-learn library and used the default parameters for both. Table 3 shows the scores of the
two evaluation metrics, RMSE and R2, of the photoelectric effect predictions evaluated by
the SVR, GBDT, CNN-PSO (optimized CNN network using PSO), LSTM-PSO (optimized
LSTM network using PSO), and CNN-LSTM-PSO (hybrid CNN-LSTM network using
PSO) models. Among the classical machine learning algorithms, the GBDT model had
an RMSE of 0.321 and an R2 of 0.783, which values are better than the SVR model. The
CNN-PSO model and the LSTM-PSO model had RMSE values of 0.228 and 0.225 and R2

values of 0.909 and 0.913, which outperform the traditional machine learning methods.
The RMSE of the CNN-LSTM-PSO model proposed in this study was 0.203, and its R2 was
0.928—showing the best performance among all the models. The reason may be that the
hybrid structures of the CNN, LSTM, and PSO algorithms can fully extract the spatial and
temporal features of the well-logging data.

Figure 11 shows the photoelectric effect curves predicted by the SVR, GBDT, CNN-
PSO, LSTM-PSO, and CNN-LSTM-PSO models from other logs of Well 1 test data, where
black is the actual measured photoelectric effect curve in the oilfield and red is the predic-
tion result on the 20% test set. Overall, there was a good overlay between the measured
photoelectric effect and the predicted photoelectric effect for all five models. The R2 values
of all models ranged from 0.643 to 0.928, indicating that deep learning can accurately
predict the trend of the target photoelectric effect curve. However, combining CNN, LSTM,
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and PSO algorithms was chosen as the best model, as the logging prediction accuracy
is significantly improved in this arrangement, and it is more suitable for predicting the
photoelectric effect curve. Therefore, the CNN-LSTM-PSO model was proven to be useful
for predicting logging curve sequences from other well logs of the target well itself.

Table 3. Evaluation metrics of various models from the other logs of target well test data.

Model RMSE R2

SVR 0.351 0.643
GBDT 0.321 0.783

CNN-PSO 0.228 0.909
LSTM-PSO 0.225 0.913

CNN-LSTM-PSO 0.203 0.928
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of Well 1. Red curves are photoelectric effect (PE) generated by various models using other logs of
Well 1 test data. R2 values are given on the top of each panel for comparing the various models.

4.3. Photoelectric Effect Prediction from Adjacent Well Logs

This section uses the data of multiple adjacent wells to predict the entire missing curve
of the target well. Well 1 was selected as the verification set from the eight wells, so all
photoelectric effect curve data of Well 1 were deleted from the data set. In other words, only
the logging data of the remaining seven wells, as well as the remaining logging data (expect
photoelectric effect data) of Well 1, were used as the training set. In the experiments, a total
of six logging feature values was used to train and predict photoelectric effect curves, and
the PSO algorithm was used to improve the prediction accuracy of the model. There were
3232 total sets of data derived from all eight wells. Among them, 501 sets of photoelectric
effect data of Well 1 were manually removed and treated as the prediction target, and the
rest of the data sets from Well 1 and the remaining seven wells were used as the training set.

4.3.1. Performance Evaluation of CNN-LSTM-PSO Model

Table 4 gives the initial ranges of the seven hyperparameters (filter, kernel size, units,
learning rate, epoch, batch size, and number of iterations) of the CNN-LSTM hybrid
network model as the tuning parameters of the PSO.
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Table 4. Initial ranges and final values of the main hyperparameters.

Hyperparameters Initial Range Value in the Optimal
CNN-LSTM Model

Filters [10,80] 19
Kernel size [20,60] 38

Units [30,110] 38
Learning_rate [0.15,0.04] 0.015

Epochs [40,90] 69
Batch_size [40,90] 88

Number of iterations [3,8] 5

Figure 12 shows the distribution of the optimal values of RMSE and R2 for 50 iterations
of PSO, with the optimal values of RMSE and R2 converging towards the global optimal
values as the numbers of iterations increased. Based on both the RMSE and R2 values of all
PSO iterations, the seven hyperparameters that established the optimal CNN-LSTM model
with the lowest RMSE and highest R2 after PSO were determined and are shown in Table 4.
The RMSE of the optimal CNN-LSTM model was 0.318, which is 13.1% lower than that
before PSO (RMSE = 0.366), and the R2 of the optimal CNN-LSTM model was 0.805, which
is 10.3% higher than that before PSO (R2 = 0.73). The result indicates that the CNN-LSTM-
PSO hybrid network model used to predict photoelectric effect logs from multiple adjacent
wells can also greatly improve the prediction accuracy of missing logging segments.
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The prediction performance of the CNN-LSTM model optimized by the PSO algorithm
was then verified by predicting the photoelectric effect curve of Well 1 on test data sets.
Figure 13 shows both the actual measured photoelectric effect curve of Well 1 and the
photoelectric effect curve of Well 1 predicted by the CNN-LSTM-PSO model with logs from
adjacent wells. The blue curve is the test photoelectric effect data of Well 1, and the orange
curve is the photoelectric effect curves of Well 1 estimated by the CNN-LSTM-PSO model
with adjacent well information. It is obvious that the photoelectric effect curve predicted by
the CNN-LSTM-PSO hybrid network model agrees well with the measured photoelectric
effect curve from the test data.

4.3.2. Model Competition

The prediction results of the CNN-LSTM model were compared with those of conven-
tional machine learning models, including SVR, GBDT, CNN, and LSTM. Different models
were used in the experiments to generate photoelectric effect curves; SVR and GBDT
models used default parameters, and the PSO algorithm was used to optimize the hyper-
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parameters of the CNN, LSTM, and CNN-LSTM models. As an example, for photoelectric
effect curve prediction for multiple adjacent wells, each model was run several times in
independent environments, and the best prediction model was saved for comparison.
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The hyperparameters of the CNN, LSTM, and CNN-LSTM models were optimized
by the PSO algorithm, and then the performances of the three models in predicting the
whole photoelectric effect curve of Well 1 were examined and compared. Figure 14 shows a
comparison of the local optimum scores in the last 10 iterations of the three different neural
network models optimized by the PSO algorithm. Analysis of the RMSE and R2 values
showed the best and average scores of the CNN-LSTM hybrid neural network model to be
better than those of the individual CNN and LSTM neural network models.
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Figure 14. Comparison of RMSE and R2 accuracy of CNN, LSTM, and CNN-LSTM.

The traditional machine learning models SVR and GBDT, with the default parameters
in the scikit-learn library, were also investigated and compared with the proposed model.
To select the best model, the RMSE and R2 values of the validation data set of the completed
models were compared, and the one with the lowest RMSE and highest R2 was selected.
Table 5 shows the scores of the two evaluation metrics used for the photoelectric effect logs
predicting by the SVR, GBDT, CNN-PSO, LSTM-PSO, and CNN-LSTM-PSO models with
adjacent well information. Among the traditional machine learning algorithms, the GBDT
model had an RMSE of 0.359 and an R2 of 0.703, which are significantly better than the
SVR model. The CNN-PSO model and the LSTM-PSO model had RMSE values of 0.340
and 0.331, and R2 values of 0.718 and 0.732, which thus outperform the traditional machine
learning methods. The RMSE of the CNN-LSTM-PSO model was 0.318, and its R2 was
0.805. The CNN-LSTM-PSO model was obviously the most accurate among all five models.
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Table 5. Comparison of RMSE and R2 for multi-well test data.

Model RMSE R2

SVR 0.394 0.585
GBDT 0.359 0.703

CNN-PSO 0.340 0.718
LSTM-PSO 0.331 0.732

CNN-LSTM-PSO 0.318 0.805

Figure 15 shows the photoelectric effect curves of Well 1 predicted from multiple
adjacent wells by the SVR, GBDT, CNN-PSO, LSTM-PSO, and CNN-LSTM-PSO models.
In the figure, black is the actual measured photoelectric effect curve of Well 1 in the
oilfield, and red is the prediction result of Well 1. Compared with the actual measured
photoelectric effect data, the prediction results of each model had a high degree of fit,
indicating that deep learning can accurately predict the trend of the target photoelectric
effect curve (Well 1) using the adjacent well information. Combining the CNN, LSTM,
and PSO algorithms improves the accuracy of logging prediction, and is more suitable for
predicting the target logging curve (Table 5). Therefore, the CNN-LSTM-PSO model also
works well in predicting well-logging curve sequences from multiple adjacent wells, but
the accuracy is not good enough for comparing with those derived from the other logging
data of the target well itself, probably because the correlation between well-logging data
from different adjacent wells is not as good as the correlation with the logging data from
the well itself. The R2 value of 0.805 in the test data suggests that there is space to improve
the architecture. More experiments with the network might yield better results. The study
proved that for a newly drilled well, the trained CNN-LSTM-PSO model can also generate
a logging curve with the well-logging data of neighboring wells surrounding the new well,
but the accuracy needs to be further improved by accounting for geological complexity.
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Figure 15. Model performance. Black curve is the original measured photoelectric effect (PE) data.
Red curves are photoelectric effect (PE) generated by various models both on training set and test set
with the logging data of adjacent wells. R2 values are given on the top of each panel to compare the
various models.
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5. Discussion and Future Work

It should be noted that there are still three main problems with AI in well-logging
curve prediction applications: (1) the limited number of samples does not accurately
and comprehensively reflect the actual geological conditions; (2) the discussion focuses
on the AI level, often ignoring the preprocessing of well-logging data, such as missing
value processing, outlier correction, and standardization; and (3) there is poor robustness,
which does not permit learning methods such as deep reinforcement and adaptive neural
network tuning. It does not allow the machine to gradually improve its analysis and
adaptation capabilities in the process of building the database. Researchers should take
into account the economic applicability and scalability as much as possible while designing
the implementation method.

A limitation of the proposed hybrid model was that the accuracy of the logs predicted
using the logging data of adjacent wells was not high enough. In the future, we will investi-
gate the inability of the prediction model to efficiently generate missing well-logging curves
for any region of interest by considering geological complexity. In order to better conduct
this work, it is necessary to deeply integrate neural networks with specific application
scenarios [37]. It is not simple to apply machine learning algorithms directly to the logging
curve problem, but a more organic and in-depth combination needs to be considered. On
the one hand, domain knowledge can be introduced into the machine-learning model by
adding physical constraints, for example. On the other hand, it is also possible to improve
machine learning models by borrowing features from algorithms used in engineering.
Because there are many problems that are not prominent in the computer domain but
that need to be faced in engineering practice (e.g., the problem of small samples due to
training data not being easily available), there exist instead some algorithms in the engi-
neering domain that specifically deal with such problems that are not available in machine
learning. By applying such algorithms to machine learning, there is potential to improve
machine-learning models and make them easier to apply to practical engineering domains.

6. Conclusions

In this study, we analyzed the application of AI in well-logging curve reconstruction,
and propose a logging prediction method based on the combination of CNN and LSTM with
the PSO algorithm, taking into account the developmental trend of AI technology. A field
study was conducted with eight wells from the Cornwall Grove natural gas reservoir,
Kansas, USA, and the prediction performances of various models were validated and
compared. The reason why the proposed model outperformed other conventional networks
is discussed and explained. The main conclusions drawn were the following:

1. The proposed CNN-LSTM hybrid network model has highest prediction accuracy
compared with traditional machine learning models (Tables 3 and 5), such as SVR,
GBDT, CNN, and LSTM models, as the spatiotemporal information of the well-logging
curve is fully considered by the hybrid model;

2. The PSO algorithm can greatly improve the accuracy of the CNN-LSTM model
(Figures 8 and 12) and save time when tuning the hyperparameters and determining
the optimal construction of the CNN-LSTM model;

3. This experiment was performed for wells in the same area, and the prediction accuracy
of PE logs using the logging data of adjacent wells is not as good as that using the other
logging data of the target well itself (Tables 3 and 5), due to geological uncertainties.
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