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Abstract: A Monte Carlo simulation methodology is suggested in order to assess the impact of
ambient wind on a vehicle’s performance and emissions. A large number of random wind profiles
is generated by implementing the Weibull and uniform statistical distributions for wind speed and
direction, respectively. Wind speed data are drawn from eight cities across Europe. The vehicle
considered is a diesel-powered, turbocharged, light-commercial vehicle and the baseline trip is the
worldwide harmonized light-duty vehicles WLTC cycle. A detailed engine-mapping approach is
used as the basis for the results, complemented with experimentally derived correction coefficients to
account for engine transients. The properties of interest are (engine-out) NO and soot emissions, as
well as fuel and energy consumption and CO2 emissions. Results from this study show that there is
an aggregate increase in all properties, vis-à-vis the reference case (i.e., zero wind), if ambient wind is
to be accounted for in road load calculation. Mean wind speeds for the different sites examined range
from 14.6 km/h to 24.2 km/h. The average increase in the properties studied, across all sites, ranges
from 0.22% up to 2.52% depending on the trip and the property (CO2, soot, NO, energy consumption)
examined. Based on individual trip assessment, it was found that especially at high vehicle speeds
where wind drag becomes the major road load force, CO2 emissions may increase by 28%, NO
emissions by 22%, and soot emissions by 13% in the presence of strong headwinds. Moreover, it
is demonstrated that the adverse effect of headwinds far exceeds the positive effect of tailwinds,
thus explaining the overall increase in fuel/energy consumption as well as emissions, while also
highlighting the shortcomings of the current certification procedure, which neglects ambient wind
effects.

Keywords: driving cycle; fuel consumption; emissions; wind speed; Monte Carlo simulation; light
commercial vehicles

1. Introduction

Much attention has been paid lately to real-world driving emissions from passenger
cars and commercial vehicles. The difference between real-world and type-approval values
for fuel consumption and emissions peaked at almost 42%, on average, in 2016 [1]. Since
then, there has been some decline, although the gap is far from closed [2], and recent
studies show that the newly adopted Worldwide-harmonized Light-duty Test Procedure
(WLTP) alone will not be able to bridge that gap [3]. When it comes to light commercial
vehicles, their contribution to aggregate transport emissions is expected to come under
the spotlight, as home-delivery practices become all the more widespread [4–6], with the
COVID-19 crisis further accelerating this trend.

One significant contributor to the gap between real-world and type-approval emis-
sions, accounting for more than one-third of it, is the under-estimation of real-world road

Energies 2021, 14, 661. https://doi.org/10.3390/en14030661 https://www.mdpi.com/journal/energies

https://www.mdpi.com/journal/energies
https://www.mdpi.com
https://orcid.org/0000-0002-7411-9624
https://doi.org/10.3390/en14030661
https://doi.org/10.3390/en14030661
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/en14030661
https://www.mdpi.com/journal/energies
https://www.mdpi.com/1996-1073/14/3/661?type=check_update&version=1


Energies 2021, 14, 661 2 of 24

load forces, namely rolling resistance, aerodynamic drag, and gradient resistance [7–9]. To
make matters worse, the latter is entirely excluded, mostly for practical reasons, from road
load determination during type-approval testing, although its effect on emissions is far
from negligible even for a zero net elevation trip [10–15].

Another hugely important variable of the real-world driving environment is natural
wind and its fluctuations in terms of velocity as well as direction with respect to the
vehicle movement. During a typical trip, both wind velocity and wind direction can vary
significantly depending on the surroundings, the presence of other vehicles on the road,
the appearance of wind gusts, etc. [16]. On the contrary, the aerodynamic development of
vehicles typically takes place in wind tunnels or with the use of CFD techniques assuming
ideal conditions (e.g., uniform flow), thus introducing discrepancies vis-à-vis the actual
aerodynamic performance of a vehicle driven on the road [17–19].

Such discrepancies are amplified by the exclusive use of the zero-yaw drag coefficient
to determine the vehicle’s aerodynamic performance. The zero-yaw drag coefficient rep-
resents the minimum drag condition for a vehicle, with the actual drag experienced by a
vehicle expected to rise considerably as a function of the yaw angle [20].

The WLTP provides alternatives with regards to the determination of aerodynamic
drag as part of the total road load. On the one hand, the vehicle can be tested in a
wind tunnel assuming minimum levels of turbulence and zero yaw [21,22]. On the other
hand, the vehicle may undergo a coast-down test in order to determine the road load
coefficients for use in dynamometer setting. During this procedure, the vehicle is driven
on a flat and dry test track, and average wind speeds do not exceed 3 m/s. The test is
conducted in both directions, and the net effect of wind is further eliminated by a relevant
wind correction algorithm [23–25]. In both cases, natural wind and its effect on vehicle
performance and emissions is neglected. The opposite is true for the RDE procedure, as
there is no limit on the permissible value for ambient wind speed throughout a trip [23].
However, the RDE procedure focuses on NOx and particle number, not yet accounting for
fuel consumption/CO2 emissions [26].

The concept of the wind-averaged drag was introduced as early as the 1970s, with
the aim of providing a more accurate representation of the real-world aerodynamic per-
formance of a vehicle [27]. Initial studies were limited to vehicle operation at constant
speed but quickly the focus shifted to driving schedules [28]. Several methods have been
suggested so far with regards to the derivation of the wind-averaged drag coefficient, all of
them considering different distributions of vehicle speed, wind speed, and wind direction
relative to the vehicle movement [20]. Recent studies [22,29] applied the wind-averaged
drag concept in the context of homologation cycles, including the WLTC as well as EPA
drive cycles (FTP, HWFET, US06, SC03), relying on meteorological data for a particular
region (e.g., the UK or Western Europe, in general) to derive a reference wind speed for the
calculations.

The present study aims to expand on the above methodologies by implementing
a Monte Carlo simulation methodology to generate a large number of random wind
speed and direction profiles, based on appropriate statistical distributions derived from
wind speed data for different cities around Europe. What is more, the scope of study is
also expanded to include engine-out pollutants and energy consumption. The driving
schedule used to assess the impact of the aforementioned wind profiles on performance
and emissions is the worldwide harmonized light-duty vehicles test cycle—WLTC. This
allows for a direct comparison to the type-approval case, i.e., no wind. Calculations are
performed with the use of a detailed vehicle and engine model that was detailed in previous
publications by the present research group [30,31].

The distinctive advantage of the proposed methodology that sets it apart from previous
studies is that instead of relying on a suitable correction to be applied on the vehicle’s
drag coefficient across the whole cycle (in order to account for real-world aerodynamic
performance), here the drag coefficient is calculated on a second-by-second basis, based
on the instantaneous values of wind speed and direction, as well as vehicle speed. By
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doing so, useful correlations between wind speed and direction, on the one hand, and
fuel/energy consumption and emissions on the other, can be derived, allowing for the
effect of engine transients on emissions (not limited to CO2 but covering pollutants, too,
namely soot and NO) to be further highlighted. What is more, a comparison between the
methodology presented herein and the cycle-averaged drag coefficient method, presented
in Howell et al. [22], is also carried out.

2. Materials and Methods
2.1. Impact of Ambient Wind on Aerodynamic Drag

When a vehicle is driven on the road with a vehicle speed VV , in the presence of a
natural wind blowing with velocity VW and direction θ, the relative air speed VR (Figure 1)
is as follows:

VR(VV , VW , θ) =
√

VV2 + VW
2 + 2VVVW cos θ (1)
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the vehicle equiprobably.

The relative air speed VR creates an angle ψ with the vehicle direction of movement.
This is called the yaw angle and is given as follows:

ψ(VV , VW , θ) = tan−1
(

VW sin θ

VV + VW cos θ

)
(2)

Finally, the aerodynamic drag on the vehicle due to the presence of the ambient wind
is

Faero(VV , VW , θ) =
1
2

ρACd(ψ)VR
2 (3)

where ρ is the ambient air density, A is the vehicle frontal area, and Cd(ψ) is the aerody-
namic drag coefficient as a function of the yaw angle ψ.

The relative change in the vehicle drag coefficient vis-à-vis the yaw angle is shown
in Figure 2, normalized with respect to the drag coefficient at zero yaw. The relevant data
were drawn from Heisler [32]. It was assumed that the vehicle was symmetrical around
the X-axis, and thus the Cd(ψ) curve in Figure 2 was symmetrical around ψ = 0◦.
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It was noted that the increase of Cdψ 6=0◦
over Cdψ = 0◦

reached a maximum value at
ψ ≈ 24◦, then started decreasing slowly. Following Sovran [28], we expected that as
the yaw angle increased, the drag coefficient would eventually become equal to zero at
some yaw angle ψCd = 0 < 90◦. A further increase in yaw angle would then see the drag
coefficient assuming negative values corresponding to an “aerodynamic push” on the
vehicle. Unfortunately, most investigations on the change of drag coefficient with respect
to yaw angle were limited to yaw angles of less than 30◦, assuming that larger yaw angles
were unlikely. In the context of the present study, a cap was imposed on instances of the
WLTC where VW

Vv
> 0.5. This was to avoid errors from over-extrapolation, given the lack of

data for large yaw angles.

2.2. Generation of Random Wind Profiles

Random wind profiles were generated using the Weibull distribution with respect to
wind speed. The Weibull distribution is the most commonly used probability distribution
function with respect to the assessment of the wind energy potential of a given area [33–35].
The Weibull probability density function is as follows:

f (VW) =
k
c

(
VW

c

)k−1
e−(

VW
c )

k

(4)

where f (VW) is the probability of observing wind speed VW , k is the dimensionless shape
factor, and c (m/s) is the scale parameter. The mean wind speed can be calculated based on
the k and c values as follows:

Vw = cΓ
(

1 +
1
k

)
(5)

where Γ is the gamma function.
Data for the Weibull distributions used in this study were drawn from the European

Wind Atlas [36]. The European Wind Atlas categorizes data for each site according to three
different roughness classes over land. Those roughness classes correspond to different
terrain surface characteristics and are defined by the relevant surface roughness length z0.
Table 1 shows the roughness class categorization, including the relevant WLTC phase that
can be assumed to exhibit similar terrain characteristics.
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Table 1. Terrain surface characteristics, roughness classes, and roughness lengths for each WLTC
phase (data from [35]).

Terrain Surface Characteristics Roughness Class z0 (m) WLTC Phase

Farmland with very few buildings,
trees, etc., airport areas with

building and trees
1 0.03 Extra high

Farmland with closed appearance 2 0.1 High
Suburbs, shelter belts 3 0.4 Medium

City center 4 1.0 Low

From the roughness classes presented in Table 1, the European Wind Atlas provided
data for classes 1 to 3. Weibull distribution parameters for roughness class 4 (city center—
low phase of the WLTC) were extrapolated from the tabulated values using Equations (6)–
(8) [36], assuming a surface roughness length z0

′ = 1.0:

c′ = wca + (1− w)cb (6)

k′ = wka + (1− w)kb (7)

w =
ln(z0b/z′0)
ln(z0b/z0a)

(8)

In the above equations, subscripts a and b refer to roughness lengths and Weibull
parameters for roughness classes 2 and 3, respectively.

Eight different sites were considered, all of them located near major urban centers
that could be assumed to exhibit similar driving conditions to the WLTC phases. Those
sites were picked from various regions across Europe, exhibiting different scale and shape
parameters for the relevant Weibull probability distribution functions. It was generally
observed that for sites in Northern Europe, the shape factor k was close to 2.00; therefore
the one-parameter Rayleigh distribution could also be used instead of the two-parameter
Weibull one [36].

Table 2 presents geographical data for the sites considered in this study, whereas
Table 3 summarizes the scale and shape parameters applicable to each cycle phase and for
each site. It is noted here that the altitude of each site was not considered in the calculations
and is only listed here for reference. The same goes for other climatological data (e.g.,
temperature). Such a full-blown investigation of the wind drag components fell out of the
scope of the present study.

Table 2. Geographical data for the eight sites considered (data from [35]).

Site Latitude Longitude Altitude (m)

Site 1 52◦18′ N 04◦46′ E −4
Site 2 37◦54′ N 23◦44′ E 28
Site 3 41◦18′ N 02◦05′ E 5
Site 4 52◦28′ N 13◦24′ E 48
Site 5 52◦27′ N 01◦44′ E 94
Site 6 55◦38′ N 12◦40′ E 5
Site 7 45◦43′ N 04◦57′ E 201
Site 8 45◦26′ N 09◦17′ E 103
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Table 3. Weibull scale factor c and shape factor k for the eight sites considered (data from [35]).

Low Medium High Extra High

c (m/s) k c (m/s) k c (m/s) k c (m/s) k CF

Site 1 (S1) 3.1 1.89 3.8 1.89 4.9 1.89 5.6 1.87 1.07
Site 2 (S2) 2.6 1.36 3.1 1.35 3.9 1.34 4.5 1.34 1.16
Site 3 (S3) 2.3 1.51 2.8 1.51 3.5 1.51 4.0 1.50 1.23
Site 4 (S4) 2.7 2.00 3.4 2.00 4.4 2.00 5.0 1.99 1.07
Site 5 (S5) 4.1 1.80 5.0 1.80 6.4 1.80 7.3 1.79 1.04
Site 6 (S6) 3.6 2.04 4.3 2.04 5.4 2.04 6.2 2.03 1.04
Site 7 (S7) 2.2 1.25 2.7 1.24 3.4 1.23 3.9 1.22 1.11
Site 8 (S8) 2.8 1.29 3.4 1.28 4.3 1.27 4.9 1.27 1.25

It is noted that these Weibull distribution parameters corresponded to a wind blowing
at 10 m above ground. This wind speed was then corrected to the vehicle height using
the logarithmic law [37,38]. Following Howell et al. [29], we considered zveh to be equal to
0.4×VH, where VH is the vehicle height.

VWveh

VW10

=
ln(zveh/z0)

ln(z10/z0)
(9)

With regards to wind direction, the uniform distribution was chosen with min = 0◦

and max = 180◦. This is consistent with most approaches regarding wind-averaged drag
calculation that assume equiprobable wind direction in the range of 0◦ to 180◦ [20]. The
same approach was taken by Khayyam [39] and validated via a Pearson chi-square test
against empirical data.

Once the statistical distributions for wind speed and direction were defined, the
generation of random profiles proceeded by picking a random wind speed VW for each
cycle phase from the relevant Weibull distribution for each of the sites examined. Then a
random wind direction θ was picked for each of the phase segments. The low and medium
phases were broken down to 10 and 8 segments, respectively, whereas for the high and
extra-high phases, the number of segments was 5 and 3, respectively (see Figure 3). This
was done in order to reflect the influence of traffic conditions, as well as road geometry for
the different type of roads that each cycle phase represented (city center, extra-urban, rural,
and highway).
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Finally, the diurnal wind speed variation was also taken into account. The European
Wind Atlas [36] presents data on the mean annual observed wind speeds at different hours
of the day for each site, with a three-hour step. A light commercial vehicle is typically
expected to be driven in the hours between 06:00 and 18:00; therefore a correction factor
was applied to each random wind speed, following the below formula for each site:

CFdiurnal =

(
VW

)
06:00−18:00(

VW
)

24h
(10)

Correction factors for the wind diurnal variation are included in the rightmost column
of Table 3. It was noted that sites in Southern European regions exhibited higher diurnal
correction factors as opposed to Northern European ones.

2.3. Experimental Investigation and Engine Modeling

For each of the random wind profile WLTC trips, generated based on the methodology
described above, instantaneous emissions from a diesel-powered, turbocharged, light-
commercial vehicle were calculated with the use of an integrated engine and vehicle model.
This model formed the basis of previous publications of the present research group [30,31]
and is briefly discussed here for the sake of completeness.

The engine model was built based on a combined experimental/computational ap-
proach. The context of quasi-linear modeling was adopted for the most part, in a similar
fashion to previous mapping-based studies [40,41]. The starting point for the model was
the steady-state experimental investigation of the engine at hand; polynomial expressions
were derived for each of the properties of interest vis-à-vis instantaneous engine load
and speed [42]. With regards to engine power, as well as fueling and CO2 emissions, this
approach was expected to provide accurate results.

However, that was not the case for NO and soot emissions (also investigated in the
present study), mostly due to the effect of turbocharger lag. The latter is strongly related
to engine transient events (accelerations and load changes) and can result in significant
overshoots for NO and soot emissions [43,44], which a mapping-based approach can easily
overlook. Thus, on top of the steady-state mapping of the engine, a detailed transient inves-
tigation was also carried out, focusing on transient events similar to the ones encountered
during a typical transient driving schedule. Fast-response analyzers were used, enabling
the derivation of correction coefficients for both NO and soot based on the magnitude of
the transient event [30].

NO was chosen for the present analysis since it forms the biggest part of NOx emis-
sions from diesel engines [45,46]. On the other hand, soot was studied as surrogate to
particulate matter, which is very hard to measure instantaneously [47]. For all results
presented herein, it was assumed that the engine was fully warmed up, i.e., no cold-start
effects were taken into account. Lastly, it is noted that all emitted pollutants referred to
engine-out conditions.

2.4. Integrated Engine and Vehicle Model

Coupled to the engine model was a detailed vehicle model capturing instantaneous
vehicle longitudinal dynamics based on Equation (11) [32,48]:

(Ftr)i = (Froll)i +(Faero)i +
(

Fgrad

)
i
+(Fin)i = fri mV g cos ai +

1
2

ρ ACd(ψi)VRi
2 +mV g sin αi + MF mV

(
dVV
dt

)
i

(11)

Tractive force Ftr needs to be exerted on the wheels by the engine in order for the
vehicle to overcome the sum of forces applied to it, including rolling resistance Froll , aerody-
namic resistance, gradient resistance Fgrad, and inertia resistance Fin. In the above equation,
fr is the rolling resistance coefficient, mV is the vehicle mass, g is the gravitational accelera-
tion, and α is the road slope angle. The rolling resistance coefficient fr was calculated on a
second-by-second basis using a detailed mass-spring and damper model to account for tire
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hysteretic behavior, which is the biggest contributor to rolling resistance losses [49,50]. Tire
micro-slippage, as well as tire windage losses, were also considered in the estimation of the
rolling resistance coefficient [31].

The gradient angle ai was set to zero for the whole duration of the driving schedule in
order to isolate ambient wind effects. The term MF is the mass factor and was included
in the calculation of the inertia resistance to represent the inertia of the driveline rotating
components. It is calculated using Equation (12) [48]:

MFi =
mV + mr

mV
= 1 + 0.04 + 0.0025

(
igi ib

)2 (12)

With regards to instantaneous engine speed Nei , we have

ωwi =
VVi

Rd
→ 2πNei

60ib igi

=
VVi

Rd
→ Nei =

VV iib igi

2 π Rd
× 60·103 (13)

where ωwi is the instantaneous wheel angular speed, Rd is the tire dynamic radius, ib is the
back-axle transmission ratio, and igi is the gear transmission ratio.

The tire dynamic radius Rd is defined as the ratio between the vehicle forward speed
and the wheel angular speed. Its value sits somewhere between the tire unloaded or
geometric radius and the tire static radius. The latter is a function of tire dimensions as
well as inflation pressure [51,52], whereas the former is a design feature of the tire. The
three radii are related as per Equation (14) [53]:

Rd =
VVι

ωwι

≈ Rg −
Rg − Rst

3
(14)

The instantaneous engine load Tei is

Tei =
Ftri Rd

ibigi ηt fi

+
Paux

Nei

(15)

Paux is the auxiliaries power (lighting, A/C, radio, etc.), which was also taken into
account.

Instantaneous drivetrain losses ηt fi
are estimated based on Equation (16) below [54]:

ηt fi
=
[
0.96− 0.000707VVi − 0.000029VVi

2
]
×
{

0.998[1− 0.007(NG− Ii)]− 0.0001965
(

2.08NG−Ii VVi

)}
(16)

where NG is the total number of forward gears used and Ii is the gear used at each
second of the cycle. The latter was defined following the procedure detailed in the WLTP
technical specifications [21].

Once the instantaneous engine speed and torque were defined, fuel/energy con-
sumption was calculated from the steady-state investigation of the engine, as were the
steady-state values for NO and soot. Based on the load and speed change, transient cor-
rection coefficients were applied to the estimation of NO and soot transient overshoots
that, together with the steady-state values, formed the overall NO and soot emissions [30].
Finally, instantaneous values for fuel/energy consumption, CO2, NO, and soot emissions
were translated into cumulative, distance-specific values for the WLTC, as well as for the
different cycle phases.

The data of the engine and vehicle used for the analysis are summarized in Table 4.
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Table 4. Engine and vehicle data.

Engine

Engine type Four-stroke, in-line, six-cylinder, turbocharged, aftercooled, direct-injection diesel engine
Bore/Stroke 97.5 mm/133 mm

Compression ratio 18:1
Maximum power 177 kW @ 2600 rpm
Moment of inertia 0.87 kg m2

Vehicle-LCV

Gross vehicle mass/Kerb mass 3500 kg/2614 kg
Frontal area 4.976 m2

Dimensions (W/H/L) 1740 mm/2860 mm/7012 mm
Drag coefficient 0.28 @ zero yaw angle

Gear ratios
1st 2nd 3rd 4th 5th 6th

4.655 2.480 1.440 1.000 0.796 0.685
Back-axle ratio 3.50:1

Auxiliary power 750 W
Tire dimensions 225/65 R16

Tire inflation pressure 260 kPa
Tire efficiency class C

2.5. Monte Carlo Simulation Iterations

The purpose of this study was to examine the expected increase in fuel consumption
and emissions, vis-à-vis the type-approval case (i.e., no wind), for a light-commercial
vehicle driven in an ambient wind environment. Thus, the results are expressed as the
percentage rise over the reference case. In order to do so with a certain level of confidence,
the central limit theorem (CLT) was implemented [55] in order to define the necessary
number of random-wind WLTC trips to be executed.

The CLT states that for a given sample of simulation runs n, the sample mean

Y =
1
n

n

∑
j = 1

Yj (17)

has a normal distribution with mean µY = µ and variance S2
Y

= S2

n , where µ and S2 are
the mean and variance of all possible random-wind WLTC trips, respectively. Typically,
the variance S2 is unknown, however it can be estimated with the relevant sample variance
for a sufficiently large sample size n (i.e., number of random-wind WLTC trips):

S2 =
1

n− 1

n

∑
j = 1

(
Yj −Y

)2 (18)

Thus, the (1−α)100% confidence interval can be defined as follows:

Y± z1− a
2

S√
n

(19)

where z1− a
2
= 1.96 for a 95% confidence interval (α = 5).

The confidence interval can also be expressed as a percentage of the sample mean Y:

CI95%(%) = 100×
z1− a

2
S√
n

Y
(20)

With the aim of estimating Y with a CI95%(%) ≤ 5% (i.e., with an accuracy of at least
±5%), an initial sample was taken, of sample size n = 100, to get a rough estimate of mean
Y and variance S2. Then these values were imported into Equation (20), and we solved for
the number of iterations n required for the desired accuracy. For all of the sites considered,
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a total number of 5000 random-wind WLTC trips was adequate for delivering the desired
accuracy.

It is noted that in the analysis above, the individual outcomes of each random-wind
trip Yj, j = 1, . . . , n for all properties of interest are calculated as follows:

Fueling : YFC
j = 100×

[
(FC)j

(FC)re f
− 1

]
(21)

Speci f ic Energy Consumption : YEC
j = 100×

[
(EC)j

(EC)re f
− 1

]
(22)

NO Emissions : YNE
j = 100×

[
(NE)j

(NE)re f
− 1

]
(23)

Soot Emissions : YSE
j = 100×

[
(SE)j

(SE)re f
− 1

]
(24)

Therefore, the final estimates for the expected change in emissions, compared to the
reference case, are as follows:

Fueling : YFC
=

1
n

n

∑
j = 1

YFC
j (25)

Speci f ic Energy Consumption : YEC
=

1
n

n

∑
j = 1

YEC
j (26)

NO Emissions : YNE
=

1
n

n

∑
j = 1

YNE
j (27)

Soot Emissions : YSE
=

1
n

n

∑
j = 1

YSE
j (28)

2.6. Cycle-Averaged Drag Coefficient Method

The cycle-averaged drag coefficient (CADC) method has also been discussed in the
context of this study [22,29]. The method relies on the wind-averaged drag coefficient
methodology, which considers certain values of vehicle speed, as well as wind speed and
direction. In the case of a driving schedule, such as the WLTC 3-2 examined here, for
each cycle trace the instantaneous wind-averaged drag coefficient is calculated following
Equation (29), considering equiprobable wind direction angle θ:

Cdwi
=

1
π

∫ π

0
Cd(ψi)

(
VRi

VVi

)2
dθ (29)

The relative air speed VRi , as well as the yaw angle ψi, are calculated following
Equation (1) and Equation (2), respectively. Having calculated the wind-averaged drag
at each cycle trace, the cycle-averaged drag coefficient is then calculated for the whole
duration T of the cycle:

CCADC =

∫ T
0 Cdwi

VVi
3dt∫ T

o VVi
3dt

(30)

The vehicle aerodynamic drag to be used in Equation (11) is then:

Faero(VV , CCADC) =
1
2

ρACCADCVV
2 (31)



Energies 2021, 14, 661 11 of 24

In order to get to the cycle-averaged drag coefficient CCADC, we needed a reference
wind speed, which we obtained by considering the mean wind for each site, based on the
relevant Weibull distribution parameters (Table 3).

3. Results and Discussion
3.1. Simulation Results

First, the reference case was simulated assuming an unloaded vehicle (kerb mass plus
driver) and zero wind (zero road gradient, too). The results for the reference case are listed
in Table 5, including a phase-by-phase breakdown of the cycle.

Table 5. Distance-specific results for the type-approval case (zero wind).

Property Fueling (L/100 km) CO2 (g/km) NO (g/km) Soot (g/km)
Specific Energy
Consumption
(kWh/100 km)

WLTC 3-2 13.14 336.82 5.84 10.53 31.34
Low 19.89 509.71 9.57 24.59 33.74

Medium 13.08 335.04 6.96 18.30 30.04
High 11.15 285.83 4.69 8.37 27.30

Extra high 12.38 317.24 4.78 4.78 34.70

The estimated increase in fuel/energy consumption and emissions, vis-à-vis the zero-
wind case, is tabulated in Table 6 for all sites, including the relevant accuracy of the
estimate.

Table 6. Monte Carlo simulation method results (mean values and standard deviations are %; all
other values correspond to rise % over the reference case).

Site Fueling/CO2 NO Soot Specific Energy
Consumption

Site 1 (S1) 1.09 ± 4.04% 0.83 ± 4.11% 0.29 ± 2.67% 1.77 ± 4.35%
Site 2 (S2) 1.02 ± 4.53% 0.77 ± 4.58% 0.27 ± 2.98% 1.67 ± 4.82%
Site 3 (S3) 0.93 ± 4.30% 0.71 ± 4.34% 0.24 ± 2.85% 1.49 ± 4.44%
Site 4 (S4) 0.97 ± 4.03% 0.74 ± 4.12% 0.25 ± 2.53% 1.56 ± 4.38%
Site 5 (S5) 1.50 ± 3.84% 1.14 ± 3.85% 0.38 ± 2.65% 2.52 ± 3.99%
Site 6 (S6) 1.20 ± 3.90% 0.91 ± 3.97% 0.32 ± 2.54% 1.97 ± 4.17%
Site 7 (S7) 0.84 ± 4.29% 0.64 ± 4.32% 0.22 ± 2.84% 1.36 ± 4.65%
Site 8 (S8) 1.29 ± 3.89% 0.97 ± 3.88% 0.32 ± 2.73% 2.15 ± 4.07%

Mean 1.10 0.83 0.28 1.80
Standard
Deviation 0.22 0.16 0.05 0.38

Figure 4 plots the percentage increase against the mean wind for each site, with the
aim of providing insight into the relation between the two. This mean wind for each site
was taken to be the Weibull mean (see Equation (5)) for the extra-high phase of the cycle at
10 m above ground. The relevant diurnal wind speed correction factor CF (Equation (10))
was also taken into account.

The windiest site was site 5, with a mean wind speed of 24.2 km/h, whereas the least
windy one was site 7, which exhibited a mean wind speed of 14.6 km/h. There was a
strong correlation between the percentage rise in emissions and mean wind speed. Specific
energy consumption was the property most influenced from the presence of ambient wind,
with the percentage increase, vis-à-vis the zero-wind case, being equal to 1.80% on average
(max = 2.52%, min = 1.36%, S = 0.38%). Fuel consumption (hence CO2 emissions) followed,
with the average increase being 1.10% (max = 1.50%, min = 0.84%, S = 0.22%), whereas NO
emissions were modestly increased by 0.83% (max = 1.14%, min = 0.64%, S = 0.16%). Soot
was the least influenced property, with its average rise being equal to 0.28%.
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Figure 4. Expected rise in consumption and emissions vs. mean wind speed.

Figure 5 plots the increase in all properties of interest with respect to the Weibull scale
parameter c (neglecting CF), and Figure 6 does the same, this time with regards to the
Weibull shape parameter k. The increase in fuel/energy consumption, as well as NO and
soot emissions, correlated well with the scale parameter c (Figure 5), whereas that was not
the case at all when it came to the shape parameter k (Figure 6).

Energies 2021, 14, x FOR PEER REVIEW 12 of 24 
 

 

 

Figure 4. Expected rise in consumption and emissions vs. mean wind speed. 

The windiest site was site 5, with a mean wind speed of 24.2 km/h, whereas the least 

windy one was site 7, which exhibited a mean wind speed of 14.6 km/h. There was a strong 

correlation between the percentage rise in emissions and mean wind speed. Specific en-

ergy consumption was the property most influenced from the presence of ambient wind, 

with the percentage increase, vis-à-vis the zero-wind case, being equal to 1.80% on aver-

age (max = 2.52%, min = 1.36%, S = 0.38%). Fuel consumption (hence CO2 emissions) fol-

lowed, with the average increase being 1.10% (max = 1.50%, min = 0.84%, S = 0.22%), 

whereas NO emissions were modestly increased by 0.83% (max = 1.14%, min = 0.64%, S = 

0.16%). Soot was the least influenced property, with its average rise being equal to 0.28%. 

Figure 5 plots the increase in all properties of interest with respect to the Weibull 

scale parameter c (neglecting CF), and Figure 6 does the same, this time with regards to 

the Weibull shape parameter k. The increase in fuel/energy consumption, as well as NO 

and soot emissions, correlated well with the scale parameter c (Figure 5), whereas that 

was not the case at all when it came to the shape parameter k (Figure 6). 

 
Figure 5. Expected rise in fuel/energy consumption and emissions vs. Weibull scale parameter c.



Energies 2021, 14, 661 13 of 24

Energies 2021, 14, x FOR PEER REVIEW 13 of 24 
 

 

Figure 5. Expected rise in fuel/energy consumption and emissions vs. Weibull scale parameter c. 

 

Figure 6. Expected rise in fuel/energy consumption and emissions vs. Weibull shape parameter k. 

3.2. Correlation of Performance and Emissions with Wind Speed and Direction for Individual 

Trips 

The above results give a solid estimate of how much the real-world values for fuel 

consumption and emissions are expected to vary from the type-approval ones, if the effect 

of ambient wind is accounted for. In other words, this is the increase that we expect to see 

from a vehicle being driven in said wind environment over a long period of time. This is 

not to be confused with the expected increase (or decrease) in consumption and emissions 

due to wind blowing at a certain speed and direction for an individual trip. 

Figures 7–14 provide more insight into the latter case. Figures 7–10 plot the percent-

age change in all properties vis-à-vis wind speed, whereas Figures 11–14 plot the same 

change, this time with respect to mean wind direction. The results showcased in the above 

plots were derived from site 2 and were broken down in the different phases of the WLTC, 

with the aim of providing more insight into the effect of ambient wind on different vehicle 

speeds (city center as opposed to highway, etc.). 

It is reminded here that the generation of random wind profiles proceeds by picking 

a single value for wind speed for each cycle phase, whereas for wind direction, each phase 

is broken down into several segments. Therefore, wind speed in Figures 7–10 is the wind 

speed blowing for the whole duration of each cycle phase, whereas wind direction in Fig-

ures 11–14 refers to the mean wind direction for the same cycle phase. Idling and deceler-

ation instances of the cycle were discarded in the calculation of mean wind direction, 

given that wind drag was not contributing to the engine load for the above cases. Moreo-

ver, in Figures 7–10, “negative” winds correspond to a predominantly tailwind environ-

ment (i.e., �̅� > 90°), whereas “positive” winds reflect a predominantly headwind envi-

ronment (�̅� < 90°). Finally, it is noted that the wind speed referenced in Figures 7–10 is 

the wind blowing at vehicle height and should not be confused with the wind speed at 10 

m above ground, referenced in Figure 4. 

Figure 6. Expected rise in fuel/energy consumption and emissions vs. Weibull shape parameter k.

3.2. Correlation of Performance and Emissions with Wind Speed and Direction for Individual Trips

The above results give a solid estimate of how much the real-world values for fuel
consumption and emissions are expected to vary from the type-approval ones, if the effect
of ambient wind is accounted for. In other words, this is the increase that we expect to see
from a vehicle being driven in said wind environment over a long period of time. This is
not to be confused with the expected increase (or decrease) in consumption and emissions
due to wind blowing at a certain speed and direction for an individual trip.

Figures 7–14 provide more insight into the latter case. Figures 7–10 plot the percentage
change in all properties vis-à-vis wind speed, whereas Figures 11–14 plot the same change,
this time with respect to mean wind direction. The results showcased in the above plots
were derived from site 2 and were broken down in the different phases of the WLTC, with
the aim of providing more insight into the effect of ambient wind on different vehicle
speeds (city center as opposed to highway, etc.).

It is reminded here that the generation of random wind profiles proceeds by picking
a single value for wind speed for each cycle phase, whereas for wind direction, each
phase is broken down into several segments. Therefore, wind speed in Figures 7–10 is the
wind speed blowing for the whole duration of each cycle phase, whereas wind direction
in Figures 11–14 refers to the mean wind direction for the same cycle phase. Idling and
deceleration instances of the cycle were discarded in the calculation of mean wind direction,
given that wind drag was not contributing to the engine load for the above cases. Moreover,
in Figures 7–10, “negative” winds correspond to a predominantly tailwind environment
(i.e., θ > 90◦), whereas “positive” winds reflect a predominantly headwind environment
(θ < 90◦). Finally, it is noted that the wind speed referenced in Figures 7–10 is the wind
blowing at vehicle height and should not be confused with the wind speed at 10 m above
ground, referenced in Figure 4.

It is no surprise that the extra-high phase of the WLTC (Figures 7 and 11) exhibited
the biggest percentage increases for all properties. Not only were vehicle speeds higher,
but the prevailing wind speeds were also higher, due to the different boundary layer
characteristics (see Equation (9)). For a wind blowing at 30 km/h (approximately 50 km/h
at 10 m reference height) the rise in fueling/CO2 emissions reached 25%, whereas for the
specific energy consumption, the equivalent rise was almost 40%. NO emissions for the
same case rose up to 21%. Finally, soot, although the most insensitive property with respect
to wind for the current engine, still showcased a considerable increase, almost 13%, for the
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same wind speed. A similar picture is drawn when looking at the high phase of the cycle
(Figure 8). For wind speeds above 20 km/h at vehicle height (approximately 40 km/h at
10 m above ground), the increase in fueling/CO2 exceeded 10%, and the same applied to
NO emissions.

Energies 2021, 14, x FOR PEER REVIEW 14 of 24 
 

 

 

Figure 7. Percentage increase in consumption and emissions vs. wind speed for the extra-high phase of the WLTC. 

 

 

Figure 8. Percentage increase in consumption and emissions vs. wind speed for the high phase of the WLTC. 

Figure 7. Percentage increase in consumption and emissions vs. wind speed for the extra-high phase of the WLTC.

Energies 2021, 14, x FOR PEER REVIEW 14 of 24 
 

 

 

Figure 7. Percentage increase in consumption and emissions vs. wind speed for the extra-high phase of the WLTC. 

 

 

Figure 8. Percentage increase in consumption and emissions vs. wind speed for the high phase of the WLTC. Figure 8. Percentage increase in consumption and emissions vs. wind speed for the high phase of the WLTC.



Energies 2021, 14, 661 15 of 24
Energies 2021, 14, x FOR PEER REVIEW 15 of 24 
 

 

 

Figure 9. Percentage increase in consumption and emissions vs. wind speed for the medium phase of the WLTC. 

 

Figure 10. Percentage increase in consumption and emissions vs. wind speed for the low phase of the WLTC. 

Figure 9. Percentage increase in consumption and emissions vs. wind speed for the medium phase of the WLTC.

Energies 2021, 14, x FOR PEER REVIEW 15 of 24 
 

 

 

Figure 9. Percentage increase in consumption and emissions vs. wind speed for the medium phase of the WLTC. 

 

Figure 10. Percentage increase in consumption and emissions vs. wind speed for the low phase of the WLTC. Figure 10. Percentage increase in consumption and emissions vs. wind speed for the low phase of the WLTC.



Energies 2021, 14, 661 16 of 24
Energies 2021, 14, x FOR PEER REVIEW 16 of 24 
 

 

 

Figure 11. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the extra-high phase 

of the WLTC. 

 

Figure 12. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the high phase of 

the WLTC. 

Figure 11. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the extra-high phase
of the WLTC.

Energies 2021, 14, x FOR PEER REVIEW 16 of 24 
 

 

 

Figure 11. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the extra-high phase 

of the WLTC. 

 

Figure 12. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the high phase of 

the WLTC. 

Figure 12. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the high phase of
the WLTC.



Energies 2021, 14, 661 17 of 24
Energies 2021, 14, x FOR PEER REVIEW 17 of 24 
 

 

 

Figure 13. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the medium phase 

of the WLTC. 

 

Figure 14. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the low phase of 

the WLTC. 

It is no surprise that the extra-high phase of the WLTC (Figures 7 and 11) exhibited 

the biggest percentage increases for all properties. Not only were vehicle speeds higher, 

but the prevailing wind speeds were also higher, due to the different boundary layer char-

acteristics (see Equation (9)). For a wind blowing at 30 km/h (approximately 50 km/h at 10 

m reference height) the rise in fueling/CO2 emissions reached 25%, whereas for the specific 

energy consumption, the equivalent rise was almost 40%. NO emissions for the same case 

rose up to 21%. Finally, soot, although the most insensitive property with respect to wind 

for the current engine, still showcased a considerable increase, almost 13%, for the same 

wind speed. A similar picture is drawn when looking at the high phase of the cycle (Figure 

8). For wind speeds above 20 km/h at vehicle height (approximately 40 km/h at 10 m above 

Figure 13. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the medium phase
of the WLTC.

Energies 2021, 14, x FOR PEER REVIEW 17 of 24 
 

 

 

Figure 13. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the medium phase 

of the WLTC. 

 

Figure 14. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the low phase of 

the WLTC. 

It is no surprise that the extra-high phase of the WLTC (Figures 7 and 11) exhibited 

the biggest percentage increases for all properties. Not only were vehicle speeds higher, 

but the prevailing wind speeds were also higher, due to the different boundary layer char-

acteristics (see Equation (9)). For a wind blowing at 30 km/h (approximately 50 km/h at 10 

m reference height) the rise in fueling/CO2 emissions reached 25%, whereas for the specific 

energy consumption, the equivalent rise was almost 40%. NO emissions for the same case 

rose up to 21%. Finally, soot, although the most insensitive property with respect to wind 

for the current engine, still showcased a considerable increase, almost 13%, for the same 

wind speed. A similar picture is drawn when looking at the high phase of the cycle (Figure 

8). For wind speeds above 20 km/h at vehicle height (approximately 40 km/h at 10 m above 

Figure 14. Percentage increase in fuel/energy consumption and emissions vs. mean wind direction for the low phase of the
WLTC.

Focusing on NO emissions, it is noted that higher vehicle speeds, when coupled with
strong headwinds, led to increased engine load and therefore higher in-cylinder tempera-
tures, thus favoring the formation of NO [45,56]. The relation between NO emissions and
engine load is further illustrated in Figure 15, where the increased NO emissions in the
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extra-high phase were attributed to the higher operating points, vis-à-vis the reference case,
for engine speeds above 2000 rpm.
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On the other hand, when it comes to soot emissions, it must be clarified that the stated
increase happened in a backdrop of relatively low soot emissions for the extra-high phase
of the cycle (see Table 5). Therefore, transient events, although instantaneous, can have
a relatively big impact on overall soot emissions [57]. It is noted that soot emissions are
mostly linked to accelerations from standstill [43,44], typical during city-center driving,
where both vehicle and wind speeds (thus aerodynamic drag) are low.

As we moved to the first phases of the cycle, wind speeds, as well as vehicle speeds,
were lower and thus the relevant change in all properties of interest was more modest.
The maximum rise over the reference case for NO emissions in the low phase of the
cycle (Figure 10) was approximately 0.25%, whereas for the soot the maximum rise it was
0.1%. Parameters such as road slope, tire inflation pressure, or auxiliary usage were more
prominent in terms of their effect on consumption and emissions for the specific vehicle
speed range compared to aerodynamic drag [15,31].

On the other hand, Figures 11–14 showcase a generally declining trend for con-
sumption and emissions vis-à-vis wind direction angle. As we gradually moved from a
predominantly headwind environment to a predominantly tailwind environment, wind
drag on the vehicle and thus engine load and associated fuel/energy consumption and
emissions were lowered. However, the decrease in consumption and emissions as we
moved towards tailwinds was not enough to offset the relevant increase due to headwinds.
Considering the extra-high phase results (Figure 11), where the effect of wind drag was
more pronounced, we noted that the maximum increase was 28% for fueling/CO2 emis-
sions, 22% for NO emissions, 13% for soot, and 41% for specific energy consumption. The
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above numbers correspond to a mean wind direction angle equal to 20◦. On the other hand,
the minimum values for emissions were observed for a mean wind direction equal to 167◦,
manifesting an 18% drop in fueling/CO2 emissions, 16% in NO, 4% in soot, and 25% in
energy consumption.

The same pattern held true for the rest of the cycle phases (Figures 12–14), although
for the low and medium phases it was far less pronounced due to vehicle and wind speeds
being lower. However, in Figure 12 (high phase) it is shown that there were multiple
trips with mean wind direction below 90◦, where fueling/CO2 emissions or even NO
emissions exhibited a noteworthy increase: above 8% for fueling and NO, and almost 4%
for soot. On the contrary, the maximum drop in a tailwind environment was −7.3% for
fuel consumption, −6.8% for NO emissions, and −2% for soot.

This fundamental “asymmetry” between the negative effect of headwinds and the
positive effect of tailwinds lies behind the findings presented in Figure 4. For a sufficiently
large number of trips, the inadequacy of tailwinds to offset the effect of headwinds re-
sulted in a net increase in fuel/energy consumption and emissions, thus highlighting the
shortcomings of the current certification procedure, which ignores the effect of ambient
wind.

Finally, going back to Figure 11, it is noted that the highest values for consumption
and emissions increase did not appear at zero (or close to zero) wind angles, but rather at
angles θ ≈ 20◦–30◦. Going back to Equations (1) and (2) and Figures 1 and 2, we noticed
that for such wind angles θ, the decrease in relative air speed VR compared to the case
where θ ≈ 0◦ (due to cos θ < 1) was offset from the rise in yaw angle and the subsequent
rise in the drag coefficient. This observation challenges the widely accepted notion that
vehicle aerodynamics should be optimized for the zero-yaw condition.

3.3. Comparison with the Cycle-Averaged Drag Coefficient Method

The results for the CADC (cycle-averaged drag coefficient) method presented in
Section 2.6 are tabulated in Table 7. The difference in the estimated rise compared to the
Monte Carlo methodology is included in brackets. In general, the CADC method slightly
underestimated the effect of ambient wind on emissions compared to the Monte Carlo
method. The discrepancy was more pronounced for soot emissions, although their relative
increase vis-à-vis the reference case was rather small in both cases.

Table 7. Cycle-averaged drag coefficient method result (all values correspond to rise % over the
reference case).

Site Fueling/CO2 NO Soot Specific Energy
Consumption

Site 1 (S1) 1.09 (+0.6%) 0.82 (−1.6%) 0.16 (−45.2%) 1.69 (−4.3%)
Site 2 (S2) 0.98 (−3.7%) 0.72 (−6.2%) 0.14 (−47.4%) 1.48 (−11.4%)
Site 3 (S3) 0.85 (−8.2%) 0.64 (−9.6%) 0.12 (−48.9%) 1.34 (−10.5%)
Site 4 (S4) 0.91 (−6.2%) 0.69 (−6.6%) 0.13 (−49.7%) 1.45 (−7.0%)
Site 5 (S5) 1.42 (−5.5%) 1.09 (−4.4%) 0.19 (−49.9%) 2.31 (−8.2%)
Site 6 (S6) 1.17 (−2.0%) 0.88 (−3.5%) 0.16 (−50.7%) 1.85 (−6.0%)
Site 7 (S7) 0.77 (−8.5%) 0.57 (−10.2%) 0.11 (−50.3%) 1.19 (−12.6%)
Site 8 (S8) 1.17 (−5.1%) 0.88 (−4.7%) 0.16 (−50.9%) 1.84 (−10.4%)
Average 1.04 (−5.5%) 0.79 (−4.8%) 0.14 (−50.0%) 1.64 (−8.9%)

Compared to the Monte Carlo method, the CADC method resulted in an estimated
1.04% increase in fueling/CO2 emissions (−5.5% compared to the average Monte Carlo
rise), 0.79% in NO (−4.5%), 1.64% in energy consumption (−8.9%), and finally 0.14% soot
emissions (−50.0%).

This discrepancy can be attributed to the fundamental difference between the two
methods. The cycle-averaged drag coefficient method is a useful and quick tool to assess
the impact of a given wind at a given driving schedule [22,29,31]. However, as the name
suggests, it relies on replacing the zero-yaw drag coefficient with the cycle-averaged one,
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which then remains constant throughout the cycle. Contrary to that, the Monte Carlo
method suggested in this study calculates the drag coefficient at each second of the cycle
(as a function of the yaw angle ψ). By doing so, the aggravation of engine transients due to
the instantaneous increase in the wind drag coefficient is allowed to come through.

4. Conclusions

In the present study, fuel and energy consumption, as well as engine-out emissions,
were calculated for a light commercial vehicle being driven in a simulated ambient wind
environment. This ambient wind environment was constructed by picking random values
from the Weibull probability distribution function for wind speed and from the uniform
distribution for wind direction. The Weibull scale and shape parameters for the random
wind profiles were drawn from eight different sites around Europe. Considering a suffi-
ciently large number of random trips, we arrived at the estimate of the relative increase
in fuel/energy consumption and emissions compared to the type-approval case (i.e., zero
wind) due to ambient wind presence. The driving schedule employed was the WLTC 3-2.

There was an aggregate increase in all properties, vis-a-vis the reference case (i.e.,
zero wind), if ambient wind was accounted for in road load calculation. The mean winds
for the sites examined ranged from 14.6 km/h to 24.2%. The average fueling/CO2 rise
across all sites examined was 1.10% (S = 0.22%), whereas the NO emission average rise
was 0.83% (S = 0.16%) and soot emissions exhibited an almost negligible overall increase
equal to 0.28% (S = 0.05%). Specific energy consumption was the property most influenced,
displaying a 1.80% (S = 0. 38%) increase over the reference case.

However, the above numbers do not tell the whole story. Section 3.2 dug a little deeper
by breaking down results from a large number of random trips into the separate phases of
the WLTC cycle, i.e., correlations between the change in consumption and emissions on
the one hand and wind speed and direction on the other were derived for different vehicle
speed regimes. It was shown that for the high and extra-high phases of the cycle, where
average vehicle speeds were significantly higher than the low and medium phases (and
wind speeds were also expected to be higher as surface roughness decreased), the increase
in emissions was much higher, reaching up to 28% for fueling/CO2 emissions, 22% for NO,
and 13% for soot in the extra-high phase.

Furthermore, it was noted that although a “tailwind” environment can have a positive
effect on the performance and emissions of the vehicle, that effect is not enough to cancel
out the adverse effect of a “headwind” environment. Especially with regards to (engine-
out) NO and soot emissions, it was found that the instantaneous coupling of a “headwind”
with the specific operating point of the engine could greatly affect the overall emissions,
even though the overall wind environment may be favorable (i.e., tailwind).

The results from the present study point to the shortcomings of the current homolo-
gation procedure, which excludes ambient wind from the calculation of total road load,
among other parameters, such as road gradient. Given the technical challenges involved in
trying to mechanically simulate the highly dynamic road load in the dynamometer, numer-
ical simulation methodologies such as the one presented herein can prove themselves to be
a valuable tool in the effort to accurately capture the real-world performance and emissions
of a vehicle. Obviously, real driving emissions testing is expected to play a huge part in
that goal, however, simulation is still indispensable, given that a huge number of scenarios
can be studied in a fragment of the time and cost involved in RDE testing. What is more,
simulation methodologies can further assist engineers in applications such as eco-routing,
which, although not directly linked to the challenges of vehicle homologation, can still play
a significant role in bringing transportation emissions down.
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Nomenclature

Scheme
A vehicle frontal area m2

c Weibull scale parameter ms−1

CCADC cycle-averaged drag coefficient -
Cd drag coefficient -
CDW Weighted drag coefficient -
CFdiurnal diurnal wind speed variation correction factor -
CI95% 95% confidence interval %
Faero aerodynamic resistance N
Fgrad gradient resistance N
Fin inertia resistance N
Froll rolling resistance N
fr rolling resistance coefficient -
Ftr tractive force N
g acceleration of gravity ms−2

I gear used -
ib back-axle ratio -
ig gear ratio -
k Weibull shape parameter -
MF mass factor -
mr mass of driveline rotating components kg
mV vehicle mass kg
Ne engine speed rpm
NG total number of gears used -
Rd tire dynamic radius m
Rg tire geometric radius m
Rst tire static radius m
S sample standard deviation %
Te engine torque Nm
VR vehicle/wind relative speed kmh−1

VV vehicle speed kmh−1

VW wind speed kmh−1

VW10 wind speed at 10 m above ground kmh−1

VWveh wind speed at vehicle height kmh−1

Y random trip sample mean %
Yj random trip result %
Z0 surface roughness length m
Zveh height of wind drag application on vehicle m
Z10 height above ground level m
α grade angle deg
Γ gamma function -
ηtf transmission efficiency -
θ angle between vehicle and wind speeds deg
ρ ambient air density kgm−3

ψ yaw angle deg
ωw wheel angular velocity rads−1
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Abbreviations
CADC cycle-averaged drag coefficient
CFD computational fluid dynamics
CLT central limit theorem
EPA Environmental Protection Agency
FTP Federal Test Procedure
HWFET Highway Fuel Economy Test
ICCT International Council on Clean Transportation
LCV Light commercial vehicle
RDE Real driving emissions
US06 (SFTP) Supplemental Federal Test Procedure
WLTC Worldwide-harmonized Light-duty Vehicles Test cycle
WLTP Worldwide-harmonized Light-duty Vehicles Test Procedure
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