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Abstract

:

Aiming at the problems of the high switch numbers, complex working mechanisms, and complicated real-time simulation of modular multilevel converters (MMCs) composed of dual-port submodules, in this study, we designed a unified equivalent model of the multiple submodule network by analyzing the combination of parallel submodules in the bridge arm. The proposed model decouples the submodules that do not affect each other in the subnetwork calculation process, thereby reducing the number of prestored parameters in the subnetwork simulation. In the Xilinx Virtex-7 FPGA VC709 (Xilinx Corporation, San Jose, CA, USA) development board, we replaced the inline computation combined with the prestorage of parameters with the proposed equivalent model to optimize the execution unit structure and redesigned the FPGA-Based Real-Time Digital Solver (FRTDS). Taking the P-FBSM-based MMC–HVDC system as the simulation object, we performed a real-time simulation with a step size of 10 μs, which verified the effectiveness of the proposed model and the improvement in the hardware. We compared the results with the offline MATLAB/Simulink simulation results to verify the accuracy of the simulation.
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1. Introduction


Energy and environmental problems are becoming increasingly severe, and the energy structure is transforming toward clean and low-carbon energy. Flexible DC transmission technology has many advantages in long-distance power transmission and large-scale renewable energy grid integration and thus is playing an important role in energy transformation [1,2,3]. Owing to their scalability, low harmonic content, and strong fault ride-through capability, MMCs have gradually become the mainstream flexible HVDC converter structure. The control and protection system has an important function in the secure and reliable operation of the power grid. The hardware-in-loop (HIL) test based on real-time simulation is used to verify the correctness of the protection devices’ action and the effectiveness of the control strategy in HVDC flexible transmission [4,5,6]. As the transmission voltage level increases, the switching element groups sometimes need to be used in parallel. In this case, a new topology can be constructed with the same components to add new functions to the submodules. As such, researchers have designed an MMC topology that provides capacitor voltage self-balancing and bridge arm current-sharing [7,8,9]. The parallel full-bridge submodule (P-FBSM) topology [10] is a dual-port structure that reduces switching frequency and power loss and performs the sensorless operation of capacitor voltage, providing practicality and advantages in high-voltage MMC applications. The dual-port submodule has four outlets, and its current path is complex and changeable, requiring the Thevenin equivalent model, which is applicable to real-time simulations of the single-port submodule [11]. Previously proposed is the electromagnetic transient simulation model suitable for the topology of the dual-port submodule, but this method requires iterative calculation and involves a large number of matrix operations, so it is not suitable for real-time simulation due to high calculation cost. The many high-frequency interrupted power electronic devices used in MMCs require a small simulation step size for real-time simulation, but a real-time simulation model that can reflect the diverse working modes and complex current paths of dual-port submodules has not been designed. A hardware platform with strong computing power is also required for real-time simulations of the MMC–HVDC system.



At present, the mainstream real-time simulators used in the electrical engineering field include RTDS and RT-LAB [12,13,14]. RT-LAB integrates the dynamic system mathematical model established by MATLAB/Simulink and performs real-time simulations. It is mainly used for the simulation of a single-power electronic device and less so for system-level simulation. The RTDS hardware used for computing tasks includes several racks and multiple processors for parallel computing to increase the simulation scale. However, the underlying computing hardware is still a serial device in essence, which leads to limitations in small-step simulation. In addition, the existing platform has strict hardware configuration requirements, so the equipment cost is too high for most practical situations [15]. The field-programmable logic gate array (FPGA) has a fully configurable parallel hardware structure, with distributed memory and deep pipeline structures, and also is low cost and small. As such, FPGA has gradually become the main hardware used for the real-time simulation of power systems [16]. A specialized calculation module was constructed on an FPGA based on the mathematical model of the power system, which improved the real-time simulation speed [17,18,19]. However, the dedicated modules often remain in an idle state due to limitations of the calculation process, resulting in a waste of FPGA resources. Zhang et al. [20] designed a real-time digital solver (FRTDS) based on FPGA and an instruction stream. FRTDS breaks the design concept of designing specific hardware circuits for each function involved in the simulated objects and provides a new idea for the real-time simulation of electromagnetic transients in power systems. FRTDS was designed for traditional AC power systems; thus, when used for real-time simulation of MMC–HVDC systems, it needs to be modified according to the characteristics of the calculation process. To perform real-time simulations of the dual-port submodule in MMC–HVDC systems, in this study, we optimized both the simulation models and the simulation platform. Section 2 introduces the basic structure of the FPGA-based real-time digital solver (FRTDS), focusing on the operation mechanism of the general computing components; Section 3 describes the method of replacing computation with storage, which is often used for real-time simulations to reduce the computation amount. In Section 4, we propose an equivalent model of the PFBSM subnetwork from the perspective of storage capacity optimization and analyze the computation amount. In Section 5, we describe appropriate improvements to the original FRTDS according to the calculation characteristics of the MMC–HVDC system; in Section 6, we verify the effectiveness and accuracy of the proposed simulation model and design method by describing a study case of the MMC–HVDC system; Section 7 outlines the studies conclusions.




2. FPGA-Based Real-Time Digital Solver (FRTDS)


The FPGA-Based Real-Time Digital Solver (FRTDS), which uses instruction stream-driven architecture, is to design a high reusability calculation unit based on the simulation method, the data address and the operation type of the calculation unit are given by instruction to realize the calculation. FRTDS was designed to simulate traditional AC power systems, adopting the node voltage analysis method. Its calculation process and commonly used arithmetic operations are shown in Figure 1. If each calculation process is designed as a specific function module, it not only wastes FPGA resources but also increases the simulation calculation time. According to the typical arithmetic operations of the calculation process, when the operating components of an FRTDS are designed, the following seven arithmetic operations are defined as basic operations: Y = A × B, Y = A + B, Y = A/B, Y = A × B + C × D, Y = A/B, Y = A × B/C, and Y = A × B/C + D; all the other arithmetic operations can be split into these basic operations. For example, Y = A × B/C + D/E + F can be split into two basic operations: Y = A × B/C + Y1 and Y1 = 1 × D/E + F. To save the DSP resources in an FPGA, all basic operations are implemented with two adders, two multipliers, and one divider in the general operation component.



FRTDS describes the data memory address and the selected word of the basic operation involved in completing a certain operation in the specified instruction format and saves them in the program’s memory. The arithmetic component takes the instructions from the program memory at the specified operating frequency, and transmits them to the read, write, and selection controllers. The read controller obtains the operation data from the data memory through the multiport read-and-write circuit, the arithmetic unit performs calculation according to the operation formula determined by the select controller, and the write controller stores the calculation result in the data memory through the multiport read-and-write circuit. In each step, the arithmetic components continuously and cyclically execute the calculation process according to the instructions; the specific structure of the universal computing component is shown in Figure 2. To enable the arithmetic components to work in a pipeline, an instruction buffer queue is added to the read, write, and selection controllers to implement a delayed output of data memory addresses and selection words. Several arithmetic components can be formed into a microprocessor core with stronger computing power. The arithmetic components in the core communicate through shared memory, and the microprocessor cores communicate through the straight-through wires of the arithmetic components via message passing. When allowed by available hardware resources, as many microprocessor cores as possible should be built so that the FRTDS will have powerful parallel computing capabilities. The data exchange between the microprocessor cores adopts the way of “hand in hand and data pipeline”, which means that two adjacent microprocessor cores share data storage units while two non-adjacent microprocessor cores exchange data through the data pipeline.



When used for HIL testing of real equipment, the time when the control signals of the switching elements such as IGBTs sent by the controller reach the FRTDS is uncertain; therefore, these signals are first stored in the backup data memory. At the start of each simulation step, the backup data memory becomes the running data memory of the arithmetic components, and the external information is provided to the arithmetic components. The output data of the arithmetic components cannot be directly provided to the peripheral equipment. First, the output data are saved in the backup data memory, and at the beginning of each simulation step, the backup data memory is changed to the running data memory of the peripheral equipment to ensure that the voltage and current peripherals are used at the same time. The ping-pong operation of the data memory improves the working efficiency of the real-time simulation platform.



During the simulation calculations, the switching element is modeled as a binary resistance, and the nonlinear elements are calculated in a piecewise linear manner. The existence of a switching element and a nonlinear element leads to many simulation parameters having various values. To facilitate the selection of the current value of a multivalued parameter, all the values of a multivalued parameter are stored as an array, in which each element represents the value of a multivalued parameter for a certain case. The information describing the multivalued parameters is stored in the boot word, which includes the starting address of the multivalued parameter array, the address of the affect word, and the decoding method. After obtaining the state of the affect word, FRTDS calculates the address offset according to a certain decoding method and adds this offset to the starting address to obtain the real address of the current value of the multivalued parameter. The specific process is shown in Figure 3. The affect word is divided into internal and external affect words. The state of the internal affect word is determined by the calculation result of the arithmetic component, and the state of the external influence word is determined by the input of the external device.



The graphical simulation software provided by the FRTDS includes the graphical modeling of simulation objects and instruction-level assignment of computing tasks. The graphical modeling of the simulation object automatically provides the specific simulation calculation process according to the characteristics of the electrical equipment and their connection relationships. The instruction-level assignment of computing tasks automatically generates a directed acyclic graph describing the dependencies of computing tasks according to the positions of variables in the computing expression. For each single clock cycle, the task with the least amount of time slack among the ready computing tasks is found, and the cost to arrange it in every arithmetic component is calculated. Then, the task is arranged in the arithmetic component with the least cost until all computing tasks are scheduled, or the arithmetic component cannot take on more computing tasks.




3. Method of Replacing Inline Computation with Parameters Prestorage


Real-time simulations require the calculation time to be strictly synchronized with real-time; therefore, the computing power per unit time of the simulation platform is determined, so an algorithm with a small calculation amount must be selected to ensure that the hardware has sufficient ability to complete the calculation task within the expected time. Some calculation tasks can be calculated offline and then stored in the simulation platform. As such, this method of replacing computation with storage reduces the amount of calculation. Large-scale simulation objects are usually divided into multiple subnetworks, and an upper-layer network can be created after the external equivalent circuit of each subnetwork is obtained. After solving the upper-layer network, which has fewer nodes, the input variables of each subnetwork port are obtained, and the internal subnetworks are solved. Some calculation tasks during the equivalence and solution process of each subnetwork are appropriate for being replaced with prestored parameters. A discrete linear multiport network is equivalent to k Thevenin equivalent ports and m Norton equivalent ports. The input variable of the Thevenin ports is the current vector iA = [i1…ik]T, and the input variable of the Norton equivalent ports is the current vector uB = [i1…im]T. The equivalent voltage source vector Ueq and equivalent current source vector Ieq in the external equivalent circuit of the subnetwork can be expressed as a linear combination of the historical power vector [Uh Ih] and the independent power vector [Us Is] inside the subnetwork. The solution formula is:


   [       U  eq          I  e q        ]  =  [       K h       R h         G h       H h       ]   [       U h         I h       ]  +  [       K s       R s         G s       H s       ]   [       U s         I s       ]   



(1)







According to the network connection relationship, after simultaneously solving the port input variables of each subnetwork, the x to be solved in each subnetwork can be further solved as follows:


  x =  [       A 1       A 2       ]   [       i A         u B       ]  +  [       B 1       B 2       ]   [       U s         I s       ]  +  [       C 1       C 2       ]   [       U h         I h       ]   



(2)







In formula (2) [A1 A2] is the coefficient matrix associated with the input variables, [B1 B2] is the coefficient matrix associated with the independent sources, and [C1 C2] is the coefficient matrix associated with the historical sources. Kh, Rh, Gh, Hh, Ks, Rs, Gs, and Hs in (1), and A1, A2, B1, B2, C1, and C2 in (2) are sets of known constants after the element states within the subnetwork are determined, which can be precalculated and stored in the hardware of the simulation platform. When calculating in each step, the prestored coefficients are removed and used in the vector multiplication and addition operations of Equations (1) and (2) to complete the equivalence and solution of the subnetwork. The state variable method can also be used in the subnetwork equivalence and solution process. The voltage at the port of the subnetwork is taken as the external input vector of the subnetwork, the current at the port of the subnetwork is taken as the output vector of the subnetwork, and the independent voltage source or current source inside the subnetwork is taken as the internal input vector of the subnetwork. Then, the state and output equations of the subnetwork can be written as:


   {         x •   a  =  A a   x a  +  B a   w a  +  E a  u        i a  =  C a   x a  +  D a   w a  +  F a  u        



(3)




where i is the current vector at the port of the subnetwork, u is the voltage vector at the port of the subnetwork, s is the independent power vector inside the subnetwork, and x is the state variable vector of the subnetwork. Use the implicit Euler method to differentiate Equation (3); then, the following formula is derived:


   {       x a  ( t ) =  A a *   x a  ( t − Δ t ) +  B a *   w a  ( t ) +  E a *  u ( t )        i a  ( t ) =  C a *   x a  ( t − Δ t ) +  D a *   w a  ( t ) +  F a *  u ( t )        



(4)







Equation (4) shows that the state variable and output vectors of the subnetwork at time t can also be expressed as the linear combination of the state vector of the subnetwork at time t − Δt, the independent power vector in the subnetwork at time t, and the voltage vector at the port of the subnetwork at time t. Combining the first two terms of the right-hand side of the output equation in Equation (4), the Norton equivalent circuit expression of the subnetwork is obtained:


   i a  ( t ) =  P a  ( t ) +  F a *  u ( t )  



(5)




where    P a  ( t ) =  C a *   x a  ( t − Δ t ) +  D a *   w a  ( t )   is the same as the multiport equivalent method based on a discrete network. The coefficient matrices A*, B*, C*, D*, E*, and F* are precalculated and stored in the simulation hardware, and in each step, the vector multiplication and addition operations are performed according to Equations (4) and (5) to complete the equivalence of the subnetwork and update the state variables.




4. P-FBSM Subnetwork Model


The MMC topology based on P-FBSM is shown in Figure 4. Each bridge arm of the converter is composed of a bridge arm reactor Larm and N parallel full-bridge submodules (PFBSM) connected in series. The upper and lower bridge arms of each phase form a phase unit, and the MMC bridge arm is still a single-port structure by shorting the two terminals of sub-modules at the head and end of the bridge arm. The P-FBSM is obtained by symmetrically inverting the full-bridge submodule, which is a typical dual-port submodule. The binary resistor is modeled, the capacitor is then differentiated by the Euler method, and the accompanying PFBSM circuit shown in Figure 4 is obtained. Using a binary resistor to model the entire switch group of the IGBT and diode in parallel with the PFBSM and differentiating the capacitor by the implicit Euler method, the companion circuit shown in Figure 4 can be obtained. For a submodule, the three conduction modes for the switch groups on the left and right sides of the capacitor are: positive (G1, G2 on), negative (G3, G4 on), and parallel (G1, G4 or G2, G3 on).



When simulating the MMC converter composed of a P-FBSM, if the node voltage analysis is directly used to solve the problem, owing to the large number of neutron modules in the bridge arm, the dimensions of the node voltage equation are large, which makes it difficult to quickly solve the problem. Therefore, the bridge arm needs to be divided into multiple subnetworks, and the method of replacing computation with storage needs to be used to perform real-time simulation. The currently used external equivalent circuit of the PFBSM subnetwork still has a dual-port structure, as shown in Figure 5. Each subnetwork contains n submodules; uex1, uex2, uex1, and uex2 are the input voltages of the subnetwork ports; G12, G13, G14, G23, G24, and G34 are the six equivalent conductances in the equivalent model; and Jin1, Jin2, Jin3, and Jin4 are equivalent current sources. The equivalent current source vector J = [Jin1 Jin2 Jin3 Jin4]T can be obtained by the linear combination of the historical value of each capacitor voltage in the subnetwork according to coefficient matrix C:


  J ( t ) =  C  4 × n   ·  u c  ( t − Δ t )  



(6)







By connecting the equivalent circuits of each subnetwork and eliminating the internal nodes, the equivalent circuit of the entire bridge arm is obtained, then the node voltage equation of the whole simulation object can be formed and solved. After finding the input voltage at the interface of each subnetwork, the voltage of each capacitor in the subnetwork can be calculated and updated. Each capacitor voltage can be expressed as the linear combination of the voltage vector uex = [uex1 uex2 uex1 uex2]T and the historical value of each capacitor voltage in the subnetwork:


   u c  ( t ) =  A  n × n   ·  u c  ( t − Δ t ) +  B  4 × n   ·  u  ex   ( t )  



(7)







The coefficient matrices An×n, B4×n, C4×n and the six equivalent conductances of the subnetwork in Equations (6) and (7) can be prestored. The coefficients in these matrices are related to the conduction mode of the switch groups on the left and right sides of the capacitor in each submodule. However, an analysis of the operation mode shows that if the on-off of the IGBT is controlled by the control pulse during normal operation or if only the on-off of the diode is controlled during the blockade of the whole station after startup or failure, only five connection modes will exist between two adjacent submodules, as shown in Figure 6. The number of parameters that each subnet needs to prestore is:


  M e m =  3 2  ×  5  n − 1   × (  n 2  + 8 n + 6 )  



(8)







The number of prestored parameters exponentially increases as the number of submodules in the subnetwork increases. Practically applying these parameters in an FRTDS without optimizing them is difficult. Given the parallel state of the newly added submodules in PFBSM–MMC, the concept of a submodule segment was proposed [21], in which the parallel submodule combination is regarded as a submodule segment. The segmented structure of a bridge arm is shown in Figure 7a. The submodule segment in the bridge arm has four different working states, as shown in Figure 7b: positive voltage input, negative voltage input, and two bypass states. A single submodule is also regarded as a submodule segment, and the number of submodules in the segment dynamically changes with the control signal.



By considering the submodule segment as a subnetwork, it is equivalent to a single-port Thevenin circuit. Then, the entire bridge arm is composed of the Thevenin equivalent circuits of n submodule segments in series. The resistance Rceq of a Thevenin equivalent circuit is related to the working mode and length of the submodule segment. The voltage source Uceq in a Thevenin equivalent circuit can be expressed as the linear combination of the historical value of the capacitor voltage of each submodule in the segment:


   U  ceq   ( t ) =  C  1 × l   ·  u c  ( t − Δ t )  



(9)







The value of element ci in coefficient matrix C1×l of the historical capacitance voltage is related to the working mode of the submodule segment, the length of the submodule segment, and the position of the ith submodule in the segment. The Thevenin equivalent circuit of the whole bridge arm can be obtained by summing the equivalent voltage source and the equivalent resistance of each submodule segment in the bridge arm. Then, the upper-layer network node equation of the whole system can be formed and solved. After calculating the bridge arm current iarm, it is regarded as the input variable of each subnetwork. The submodule capacitor voltage in each segment can be updated by the linear combination of the current submodule capacitor voltage in each segment and iarm:


   u c  ( t ) =  A  l × l   ·  u c  ( t − Δ t ) +  B  l × 1   ·  i  a r m   ( t )  



(10)







The value of element aij in coefficient matrix Al×l of the historical capacitance voltage is determined by four factors: the working mode of the submodule segment, the length of the submodule segment, the position of the ith submodule in the segment, and the position of the jth submodule in the segment. The value of element bi in coefficient vector B1×l of the bridge arm current is determined by three factors: the working mode of the submodule segment, the length of the submodule segment, and the position of the ith submodule in the segment. When the length of the module group is l, Al×l, B1×l, C1×l, and Rceq occupy 4l2, 4l, 4l, and 4 storage spaces, respectively, where l ranges from 1 to the total number of submodules in bridge arm m. When the submodule segment is used as the subnetwork, the number of parameters that need to be prestored is:


  M e m =   ∑  l = 1  m   ( 4  l 2  + 4 l + 4 l + 4 )   =  4 3   m 3  + 6  m 2  +   26  3  m  



(11)







At this point, the number of prestored subnetwork parameters quadratically increases with the number of submodules in the subnetwork, which are substantially fewer compared to the number of subnetwork parameters calculated according to Equation (3). However, if the submodule segment is directly used as the subnetwork, the calculation process changes after the segmentation situation changes, so the control instructions of the FRTDS involve conditional branching. The submodule segmentation status is determined by the control signal from the controller, and the user cannot obtain the segmentation status in real-time, which prevents switching the control instructions in real-time. To ensure that the instructions in FRTDS remain unchanged, only a fixed number of adjacent submodules in the topology can be delineated as a subnetwork, as shown in Figure 8a. Depending on the switch state, a subnetwork may contain several submodule segments or all submodules in the subnetwork may be connected in parallel and belong to one submodule segment. The parallel combination of submodules in the subnetwork, in addition to the four submodule segment forms in Figure 7b, has five added forms, as shown in Figure 8b. The equivalent circuit for the parallel combination of three-terminal submodules appears at the head or end of the subnetwork. When all the submodules in the subnetwork are connected in parallel, the entire subnetwork is a dual-port structure. The equivalent circuit for the parallel combination of three-terminal submodules appearing at the head or end is shown in Figure 9a. Combining the single-ended Thevenin equivalent circuit of the submodule segment and the dual-port equivalent circuit of all submodules in parallel, the P-FBSM subnet equivalent model, shown in Figure 9b, is finally obtained. When solving the model, first, the values of each parameter in the figure are obtained by looking up the table or calculating according to the current operation of the subnetwork, then internal nodes 5 and 6 can be eliminated; finally, the model is simultaneously solved with other subnetworks. When the subnetwork does not contain a certain type of submodule parallel structure at the current time, the unified model of six nodes remains unchanged, and the part of the model that reflects the parallel combination of this type takes the maximum value of the conductance and the minimum value of the resistance.



The data storage capacity of the equivalent model in Figure 9b is the sum of the prestored parameters in the case of a single-port Thevenin circuit, two three-terminal equivalent circuits, and a dual-port equivalent circuit with all submodules connected in parallel. The storage capacity of a single-port Thevenin circuit can be calculated by Equation (11). For a subnetwork with n submodules, when all the submodules are connected in parallel, the equivalent current sources J1, J2, J5, and J6 are calculated by Equation (6), and the voltage of each capacitor in the subnetwork is updated by Equation (7). When the number of submodules in the subnetwork is determined, each element in the coefficient matrix An × n, B4 × n, C4 × n, and the six equivalent conductances G1(G12), G13, G14, G23, G24, and G6(G34) in the subnetwork are all definite values; the storage capacity is n2 + 8n + 6.



For a three-terminal structure, taking the head as an example, the update of the capacitor voltage of the submodule in the parallel combination can be calculated by:


   u c  ( t ) =  A     l × l    ’  ·  u c  ( t − Δ t ) +  B     l × 2    ’  ·   [  u   ex 1    ( t )         u   ex 2    ( t ) ]  T  +  C  l × 1  ’   i  a r m    



(12)




which needs to store the historical capacitor voltage value coefficient matrix    A  l × l  ’   , the port input voltage coefficient matrix    B  l × 2  ’   , and the bridge-arm current coefficient matrix    C  l × 1  ’   . The equivalent current source vector J = [J1 J2 J3] is obtained by the linear combination of the capacitor voltages of the submodule in parallel combination, for which the voltage coefficient matrix    D  3 × l  ’    and the three conductances G1, G2, and G3 need to be stored. The value of l may range from 1 to n, and two parallel combinations of submodules corresponding to this model are possible. In summary, the total storage capacity of the three terminals at the head is    2 3   n 3  + 7  n 2  +   37  3  n  , and the total storage capacity of the three terminals at the end is the same as that of the head end. The number of prestored parameters required for the equivalent model of the six-node P-FBSM subnetwork is:


  M e m =  (   4 3   n 3  + 6  n 2  +   26  3  n  )  + 2 ×  (   2 3   n 3  + 7  n 2  +   37  3  n  )  +  (   n 2  + 8 n + 6  )  =  8 3   n 3  + 21  n 2  +   124  3  n + 6  



(13)







When the total number of submodules in the bridge arm is N, suppose the subnetwork contains n submodules, and the entire bridge arm is divided into N/n subnetworks. The amount of calculation for elimination and back-substitution between two adjacent subnetworks is fixed as E1, which needs to be performed (N/n − 1) times. Inside the P-FBSM model, each conductance value can be obtained by looking up the table. However, the six equivalent injection current sources J1–J6, the equivalent voltage source, and the resistance of the single-port Thevenin equivalent circuit all need to be calculated according to the prestored parameters. To ensure that the calculation formula remains unchanged under the model’s various working states, the single-port Thevenin equivalent circuit part of the model is obtained by adding the single-port Thevenin equivalent circuits to the n submodule segments. Only when all the submodules in the subnetwork are connected in series will n submodule segments be formed. In other cases, the number of submodules in each segment is determined by the actual segmentation situation; then, the resistance of the Thevenin equivalent circuit is obtained by looking up the table and the power supply of the Thevenin equivalent circuit is calculated according to the prestored parameters. The resistance of the Thevenin equivalent circuit in the nonexistent segment is set to the minimum value of 10−7 Ω. The calculation formula of this part of the model is:


     R  ceq   =   ∑  i = 1  n    R  ceq i          U  ceq   =   ∑  i = 1  n    C i "     u i  ( t − Δ t )    



(14)







According to the two operational formulas of A × B + C × D and A + B + C + D, the calculation amount is determined. The calculation amount of Equation (13) is 0.75n. The calculation formulas for the six equivalent injection current sources are the same:


   J h    =   ∑  i = 1  n    D i "   x i  ( t − Δ t ) ,     h = 1 , 2 , ⋯ 6  



(15)







The amount of calculation for Formula (14) is 3n, and the updated formula of the internal capacitor voltage of the subnetwork is:


     x i  ( t )   =     ∑  j = 1  n    A j "  ×  x j  ( t − Δ t )   +  B  (  u   ex 1    )   ×  u   ex 1    ( t ) +  B  (  u   ex 2    )   ×  u   ex 2    ( t ) +  B  (  u   ex 3    )   ×  u   ex 3    ( t )         +  B  LT   (  u   ex 4    )   ×  u   ex 4    ( t ) +  B  (  i  arm   )   ×  i  arm   ( t ) ,   i = 1 , 2 , ⋯ , n      



(16)







The amount of calculation of Formula (15) is approximately 0.5n2 + 3n. In addition to the parameter calculation in the model, the subnetwork six-node model needs to eliminate the two internal nodes, 5 and 6, with a fixed amount of calculation E2. In summary, the total calculation amount for a bridge arm is:


  C a l = ( 0.5  n 2  + 6.75 n +  E 2  ) ×  N n  + (  N n  − 1 ) ×  E 1  = N × ( 0.5 n +    E 1  +  E 2   n  ) + 6.75 N −  E 1   



(17)







Equation (17) shows that when the number of submodules n in each subnetwork is determined, the amount of calculation linearly increases with the total number of submodules in the bridge arm. When the total number N of submodules in the bridge arm is determined by taking the derivative of n in Formula (17), its value is smallest when   n =   2 (  E 1  +  E 2  )    . In actual simulations, a close integer number of submodules can be used to divide the subnetwork of the bridge arm. After division, the number of prestored parameters of the subnetwork needs to be calculated. If they cannot be stored, then the number of submodules in the subnetwork should be reduced to the amount that can be stored.




5. Adaptive Transformation of FRTDS Platform


The original FRTDS is mainly oriented to traditional AC systems, and the amount of calculation is mainly due to the formation and solution of the node voltage equation. The data dependencies between the calculation tasks are complex, and the data flow is heavily coupled. For example, when forming the injection current source for the node equation, the injection current source of a node needs to sum the historical current sources on all its related branches. When a node is eliminated, the self-admittance and mutual-admittance of multiple adjacent nodes are affected. This results in the diverse arithmetic operations and the data reading and writing processes being irregular when FRTDS performs simulation, necessitating read-and-write address instructions and operation type selection instructions at every moment to control the data flow and arithmetic operation selection. When using FRTDS for PFBSM–MMC simulation, the unified subnetwork model proposed in Section 2 is used, in which the external equivalent and internal solutions of the bridge arm adopt the matrix–vector multiplication operation. The execution process of this calculation is shown in Figure 10. The data flow direction in the inner and outer loops is determined, and only the fixed operation formula Y = Σ(A × B + C × D) is executed. By storing the data involved in the operation in the storage area in order, sequential reading and writing can be achieved.



The multiply accumulating operation used by matrix–vector multiplication accounts for a large proportion of the whole calculation process, and a dedicated execution unit was designed to perform this part of the calculation. The floating-point adder needs five clock cycles to obtain the calculation result. To ensure the data input involved in the accumulation is continuous, the floating-point number is converted into a fixed-point number, and the fixed-point number adder is used to complete the accumulation calculation in one clock cycle. The completion of each accumulation is determined by device S1 with a 1-bit control signal. The dedicated execution unit does not need a select controller to select the operation type of each clock. The instruction format used to drive the dedicated execution unit to run is addr(A, B, C, D, Y) + ctrl. The input and output data are arranged in an orderly manner according to the inner and outer loops, and the coefficient address continuously increases from the first address during the entire calculation process. In the inner loop, the data address is continuously increased from the first address, and the value is refetched from the first address after each inner loop. The output address is increased from the first address after each inner loop; the control command outputs 1 in the inner loop and 0 after each inner loop completes. Therefore, the instruction storage area dedicated for executing unit instruction can store only one start instruction, start(AS,BS,CS,DS,YS) +m,n; that is, the start address of each port and the number of inner loops n and the number of outer loops m. When the coefficients involved in matrix–vector multiplication are multivalued parameters, each instruction only needs to calculate the offset once. An instruction loop unit, shown in Figure 11, was designed to generate the instructions required in the calculation process of the dedicated execution unit. The +1 and −1 operations in the instruction loop unit consume one clock; thus, a delay of one clock needs to be set for the data selected in synchronization. Channels A and C are coefficient channels, and channels B and D are data channels. The instruction loop unit reduces the storage resource consumption of the instruction storage area of the dedicated execution unit, leaving FRTDS more storage resources for prestored parameters. When forming the microprocessor core, several universal arithmetic components are replaced with dedicated execution units, thereby reducing the resource consumption of each microprocessor core and enabling more microprocessor cores to be placed in the FPGA. The computing tasks performed by the general-purpose computing components and the dedicated execution units in the same microprocessor core still communicate in a shared memory manner. The group of multiply accumulating operations is not split and is handled by a dedicated execution unit, which does not involve inter-core communication. After the calculation of each step starts, according to all the switch states of the current bridge arm, combined with the current direction of the bridge arm, the parallel combination mode of every submodule segment in each subnetwork and the number of submodules in the segment are determined.




6. Example Verification


6.1. Simulation Platform


FRTDS uses the Virtex-7 FPGA VC709 as the development board for the solver, and the FPGA chip on the board is XC7VX690T-2FFG1761. The chip contains 693,120 logic units, 108,300 configurable logic modules, 3600 DSP slices, and 1470 36KB dual-port BRAMs. The original FRTDS contains four universal arithmetic components in each microprocessor core. The newly designed FRTDS replaces two universal arithmetic components in each computing core with dedicated execution units. Table 1 shows the resources consumed by placing different numbers of microprocessor cores in the FRTDS in VC709. Limited by the configurable logic block (CLB), the original scheme only holds five microprocessor cores at most. The new design scheme has six microprocessor cores. Because the dedicated execution unit consumes less instruction storage space, in the new design scheme, the storage resources used for instruction storage in the original design can be saved for storing the parameters by replacing online computation with parameter prestorage. Finally, we designed the FRTDS according to the new design scheme with six microprocessor cores, working at a clock frequency of 150 MHz, and each microprocessor core is able to store 8000 prestored parameters in the form of double-precision floating points.



The graphical simulation software and task scheduling software are developed by the QT C++ platform. The graphical modeling of the simulation object automatically provides the specific simulation calculation process according to the characteristics of the electrical equipment and their connection relationships. The instruction-level assignment of computing tasks automatically generates a directed acyclic graph (DAG) describing the dependencies of computing tasks according to the positions of variables in the computing expression. The task scheduling software schedules the DAG graph to get an instruction stream, which can be stored or downloaded to FRTDS by the upper computer. FRTDS performs the corresponding operations according to each instruction to complete the simulation calculation. We connected the designed FRTDS to the digital relay protection device through a common ethernet switch to form a hardware-in-loop real-time simulation platform, as shown in Figure 12. We adopted the UDP communication protocol between the FRTDS and the upper computer responsible for command download and system operation monitoring, and we used the IEC61850 protocol to connect the real digital protection device. In particular, the IP address of FRTDS and the upper computer should be set on the same LAN. The message analyzer communicated with the FRTDS using SV messages and is able to draw and display real-time simulation waveforms. For another development board, VC707, we simulated the control system of the flexible DC transmission system to control the Aurora protocol of Xilinx Company between the controller and the FRTDS instead of the real controller.




6.2. Simulation Objects and Results


As the simulation object, we adopted the double-terminal MMC–HVDC system shown in Figure 13, where the AC grid voltage was 230 kV, and the DC bus voltage was 400 kV. The topology of the converter submodule was P-FBSM, in which each bridge arm contained 80 submodules, the submodule capacitance was 2 mF, the bridge arm reactor was 50 mH, and the converter capacity was 350 MVA. For the inverter-side MMC1, we adopted the control mode of fixed active power and fixed reactive power; for the rectifier-side MMC2, we adopted the control mode of fixed DC voltage and fixed reactive power and adopted the previously described low-switching-frequency modulation strategy [22]. The simulation step was set to 10 μs. If using the previously proposed calculation method of eliminating the internal nodes of all dual-port submodules in the MMC bridge arm and the interconnection nodes between modules in cyclic iteration [11], the calculation of one step would cost 64.8 μs, which is insufficient for real-time simulation. In the newly designed FRTDS, the calculation amount E1 of elimination and back-substitution between subnetworks is 38 unit quantity, and the calculation amount E2 of eliminating nodes 5 and 6 in the six-node subnetwork model is 16 unit quantity. Therefore, we divided the bridge arm into subnetworks, with each subnetwork containing 10 submodules. According to Equation (13), the number of parameters that the subnetwork needed to prestore was 5186, and the FRTDS was capable of storing these prestored parameters. After the subnetwork was divided, we used the unified model of the 6-node PFBSM subnetwork and performed the real-time simulation in FRTDS with a step of 9.62 μs using the method of replacing inline computation with the parameters’ prestorage. We built the same simulation object using MATLAB/Simulink, and we compared the offline running results with the real-time calculation results produced by FRTDS:



	(1)

	
Trouble-free operation







Figure 14a–d shows the A-phase AC current Isa on the inverter side, the DC-side voltage Udc, the capacitor current Ic of the No. 1 submodule on the upper bridge arm of the rectifier side in A phase, and the capacitor voltage of each submodule of the upper bridge arm in A phase when the MMC–HVDC system operates in a steady-state, respectively. Figure 14a–c shows that when the MMC simulation system ran without fault, the simulation waveform in FRTDS using the proposed modeling method had a high degree of coincidence with the simulation waveform in the detailed model in MATLAB. The error was mainly reflected in the high-frequency irregular burrs, and the maximum relative error was about 0.89% in the DC-side voltage. The result verified that the simulation accuracy of the proposed modeling method is high. From the waveform of the bridge arm capacitor voltage of the FRTDS shown in Figure 14d, we found that the capacitor voltage was balanced over time, and some capacitors had equal voltage at some moments, which demonstrated the parallel voltage equalization characteristics of P-FBSM.



	(2)

	
DC bipolar fault







We set a DC bipolar short-circuit fault at t = 1.295 s, the whole station was blocked 5 ms after the fault occurred, which unblocked at t = 1.365 s. Figure 15a–d shows the AC current Isa of the inverter side in phase A under the fault, the capacitor voltage Uc of the first submodule of the upper bridge arm in phase A on the rectifier side, the DC-side voltage Udc, and the DC side current Idc. Figure 15 shows that the simulation accuracy of FRTDS was still high during the bipolar fault occurrence in the MMC simulation system before and after the blocking, and the maximum relative error was about 1.09% on the DC-side voltage.





7. Conclusions


(1) We found that the proposed unified equivalent model of the P-FBSM subnetwork, after analyzing the working mechanism of the submodules, requires less computation by replacing inline computation with parameter prestorage and reduces the storage capacity required for prestored parameters, making it suitable for application in FRTDS.



(2) After dividing the subnetwork by a fixed number of submodules, we found a relationship between the amount of simulation calculation and the number of submodules in the subnetwork. Accordingly, the subnetwork division method with the least amount of calculation could be determined.



(3) After improving the structure of the computing components, we found that the FRTDS real-time simulation platform has improved resource use, requires less storage space for prestored parameters, and is more suitable for real-time simulations of dual-port submodule MMC–HVDC systems by replacing inline computation with the prestorage of parameters.



When subnetwork multivalued parameters are prestored, for the convenience of hardware query design, the current method does not consider the problem where different prestored parameters may have the same value. In future research, the amounts of computation and storage should be further optimized, a matching multivalued parameters query circuit should be designed in FRTDS, and the improved method and platform should be applied to the real-time simulation of MMC–HVDC using other types of dual-port submodule topologies.
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Figure 1. Computational features of node analysis. 
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Figure 2. Structure of universal arithmetic components. 
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Figure 3. Indirect addressing workflow. 
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Figure 4. Topology of MMC based on P-FBSM. 
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Figure 5. P-FBSM dual-port equivalent circuit. 
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Figure 6. Connection (mode) of adjacent submodules. 
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Figure 7. Submodule segment in PFBSM–MMC bridge arm: (a) segmented structure and equivalent model of bridge arm; (b) four working states of the submodule segment. 
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Figure 8. Subnetwork divided by a fixed number of submodules: (a) connection of submodules in the subnetwork; (b) added submodule parallel combination forms. 
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Figure 9. Equivalent model considering the parallel combination of submodules: (a) equivalent circuit of three-terminal submodule parallel combination; (b) unified equivalent model of PFBSM subnetworks. 
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Figure 10. Computational features of matrix–vector multiplication. 
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Figure 11. Structure of dedicated execution units and instruction loop unit. 
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Figure 12. Hardware-in-loop system based on FRTDS. 






Figure 12. Hardware-in-loop system based on FRTDS.



[image: Energies 15 04624 g012]







[image: Energies 15 04624 g013 550] 





Figure 13. Double-ended MMC–HVDC system. 
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Figure 14. Steady-state operation waveform of the MMC simulation system: (a) A-phase AC current waveform of inverter side; (b) DC-side voltage waveform; (c) waveform of the capacitor current of the upper bridge arm in phase A on the rectifier side; (d) capacitor voltage of the upper bridge arm in phase A on the rectifier side. 
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Figure 15. Bipolar fault transient waveform diagram of the MMC simulation system: (a) A-phase AC current waveform of the inverter side; (b) waveform diagram of the capacitor voltage of the upper bridge arm of phase A on the rectifier side; (c) DC-side voltage waveform; (d) DC-side current waveform. 
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Table 1. Resource consumption of the improved FRTDS design.
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Number of

Microprocessing Cores

	
Resource Consumption




	
CLB

	
DSP

	
RAM




	
New FRTDS

	
Original FRTDS

	
New FRTDS

	
Original FRTDS






	
3

	
42.63%

	
51.25%

	
18.7%

	
25.86%

	
50.03%




	
4

	
53.83%

	
70.94%

	
24.56%

	
34.11%

	
64.18%




	
5

	
67.14%

	
92.62%

	
30.42%

	
42.36%

	
78.35%




	
6

	
84.6%

	
/

	
36.28%

	
/

	
92.53%

















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png
Clowew ey
U

1INDII0 LIM pue peal uod-njnA

Program memory

instruction stream

K|
J‘
X
é

select controller

IQ[[OUOD pedy

JO[[0NUO0D ANLIA

1IN0J10 ALIM pue peal Uod-nny
Asowrdw ere(]






media/file18.png
nd of the subnetwork

(a)

a






media/file21.jpg
lion Start Register Stack
As T cs T s T os T vs In

Instruction
Loop
= Unit
Dedicated
Instruction
Memory
Ar

Rd dos

) =
i A

i s B Flot 7] y| & , | Dedicated |
| g [2 He 151 B 8| Evecution |
| SEGTXH o + [Pleiou[ ] 2 F| Brecution |
i E = - o 3 Units |






media/file31.png
Isa/A

1500

1000

500 ¢

-500 1

-1000

—MATLAB
—FRTDS

1.25

1.45

I —MATLAB
100 —FRTDS

6000 -

5000 |

Uc/V

4000 -

3000 -

2000 -






media/file26.png
ACI

PCCI

MMCI

DC Line

MMC2

PCC2

—(

P

DC
Fault

(]

[ |

AC2





media/file27.jpg
)
w w0
< e
3 0 3 00!
ad =200/
o m
m .
@ ®)
l [—MATLAB| L
oo
-
o
il st
< 3
o S
- o
N o
-
-
() ()






media/file3.jpg
Program memory

instruction stream

select controller

o
1IN0J10 d)LIM puE peas 1od-njnA.

12[[01U0D ALA
TIN5115 M pue peal 110d

Instruction buffer queue

computing core






media/file22.png
: Instruction Start Register Stack :
1| as | ¢s | Bs | bps | vs [n|m |
| [t |
' |
|

| s |
| [ent nl 1 |
! [en]

: 1 ’
! en Instruction |
I 41

| -, Loop :
| —

) |
| - ! Unit !
| ) |
| Dedicated :
| Instruction |
: g Memory :
| . Area |
|
: (i} i
| A_addr| C_addr| B addr| Daddf | —1] | | L_Rddaa |

- . Y addr

|I-"-"-"-"-"-"-"-"-"-"7r-" - - " " - - -~ -~ -~"-""=-"-"F-F-"-"-"-"fr""-"""-"-—F-"-"-F-” "F"-"” - ¥- ¥""“""-"-"-""""""¥"”"¥"¥""=""="="=-= Al
| A B2 :
| 8 B x M Float Tix s | Dedicated |

= + | to > Y| 2 é . I
| SN cJ) GAK Fi 4+ to |- £ 5| Execution |
: S alp ] X z 12X U [ Float =8 Unit |
| Q 3 1 2 @ nits :
- - Y (e ____ —






media/file19.jpg
Equivaent R,
suge LY

coeffsien matix * unit vector
-Ji Coetlicien mi

i history var

et vrale upse: coffiint s - sy varisle

wwes B

[

<

T
AB+ AByt o A, =
AuB + AnB+ +4,,B, =
AB o AgBit e +A B | o (SSUhE,

ba= AuBi+ AuB+ o 44,B,






media/file7.jpg





media/file28.png
—FRTDS

400 -

200
<
5 0
2001
-400
600 —— ' 1 - 1 ' '

1.16 1.18 1.2 /s 1.22 1.24 1.26 1.28
(a)
—FRTDS

400 r

200
<
50

=200

-400 1

-600 — l ' ' 1 1

1.16 1.18 1.2 Usl'22 1.24 1.26 1.28
(c)

500

—MATLAB
—FRTDS

100 | 1.214  1.215 1216 1.217

1.16 1.18 12 t/Sl.22 1.24 126 1.28

(b)

6500
6000 -
5500

> 5000

Q

= 4500

4000 |

3500 §

3000 ‘ ‘ ' '
1.21 1.22 1.23 1.24 1.25

(d)





media/file10.png
Subnetl Subnet2 SubnetM

SM SM SM SM

Two-port Equivalent Circuit





media/file32.png
500

—MATLAB
—FRTDS

400
> 300
N
=
5200

100

1.25 1.3 1.35 1.4 1.45

(c)

1500

1000

Idc/A

500°F

—MATLAB
—FRTDS

1.4 1.45





media/file14.png
1
i
i
|
|
|
-

@ m_ | I
! =i »!
_ = %_
! ol Q
" g A&
__+._|“.m_ lp-db-q !
e _“I_ =
o N BN O |~ M_
] m_.w_ _ )|
_ b= Q|
. I~ =
_ enr _
_ Qi _
: o | :
.. N R T _
SR T :
! S0 _
_ oy _
i i A |
. O ol
HH g HER
| .. ~=— .. [
_".u.“ nuu.“ .m._ _".-.” ”:.“ O,
: Lo >
! A aVu_ _ +_|_.U_
_ >1 | 7Y
! S0 Q|
! D _
_ i _
e I _

N

T

I
-l

T

I

L
ny

+E_
My

UCEQn RCEQn

- -—--

o

o
EI

Py

88}
£Q,
2
<1
SO,

larm
—_—

P

)

(b

(a)





media/file11.jpg





media/file6.png
Boot word
address

Real address ¢

Affect word

...................... Boot word address Affect word
memory memory
Starting Decoding Affect
address method word
""""""""""""""" + Decoding
Offset






media/file15.jpg
@ (b)





nav.xhtml


  energies-15-04624


  
    		
      energies-15-04624
    


  




  





media/file16.png
|
]

(b)

(a)





media/file2.png
‘Historical current . Form nodal . : . Update branch
. P : —» Solve nodal equations %
source calculation equations current and voltage
lkm(t) L |k| Im ‘-.. N Y
W powo | |[G T[T | ianl 1) L
: : : \‘-._‘. o_._m_o
In(t=nt) ) S— 1 w(ttal)  vm(t+Al)
han) m Ju -lj- eliminate: Y=AXB/C+D
vk(t) Geq Vm(t) _ V— Y=AxB+C
V=AxB4+CxD Y=2A backward:Y=2 (AXB)/C






media/file20.png
inner loop

'
| 4

sdooy 191n0

o— | |
< | access A | | access A | | access Ay |
b I I I
O——¢ | access B; | | access B, | | access B, |
= | | |
- = o _ = | execute A xB; | | execute A;pxB, | | execute ApxB,
Equivalent | R,. coefficient matrix X unit vector | | |
stage V), &Ji1~Js:Coefficient matrix x history variable | accumulate | | output v, |
Internal variable update: coefficient matrix x (history variable + input I_ ' |
| |
O | access Ay | | access Ay | | access A,y |
= A B+ A.B + --- +A B ' ' '
Vi 1171 12772 In"=n | access B; | | access B, | | access B, |
Y, = AyB+ A,B,+ - +4,,B, ‘ | | I | | |
. execute A, xB; execute A, xB, execute A, xB,
Y3 = A31B1 + A3sz + T +A3an I:> — [ |
: accumulate outputy, |
(oo ] | (oo |
ym — AmlBl + AmZBZ + +Aman






media/file23.jpg





media/file5.jpg
Affect word
Boot word Boot word address Affect word
address memory memory
Starting | Affect
address | word
>
Real address + — Decoding
Offset






media/file24.png
switch

optical fiber

e T, N
__ \ network
___________ 4 cable industrial PC

' |
| ”
| L8 !'
: protection device &
B | waveform display device
|
|
J






media/file29.jpg
MATLAR 000,

—raros |

o |

{

- S

. 2 w0l

|

5001 i &

1000 L
R Y s

@ ()





media/file1.jpg
O | O o oa \ T

olve nodal equations

source calculation equations cumentand voliage
) L
o g o G it
"0 g e 'Y ol L
o) N PGsr i)
=0 leliminate:Y~A<B/C+D

W0 G )

kward:Y= (Ax] Y-AxB+C
e lbackward:y= = (A<B)/]






media/file25.jpg
AC1

PCCI

MMCI1 MMC2
DC Line

o bc 3
Fault

pcc2

AC2





media/file12.png
Switch Group
between Capacitors

e
[ 33

A
e ! ! ! ! N
! ! ! !
! IR JoA Jeoll Aeil A! ! o of
: : =
i ! ! '
DS IR R ¥y T
| | | |
Positive Cascade Mode :Negative Cascade Mode: Bypass Model : Bypass Mode2 : Parallel Mode





media/file9.jpg
Subnet2






media/file0.png





media/file30.jpg
148

[N

125

[T TR T V)
i

(d)





media/file8.png
| |
| |
_ “
|
| |
- [TE[ e
| IS I S
|
[Tk T |
W + I
m N 46“
(S "
| |
I O 2 INSr 2
_ = % _
| |
— |
Lozl
| |
| |

3
=~ <
_M_D,o a
11
N + N
~3 N 3
S
.57 9073
llllllllllll -






media/file17.jpg
@ (b)





