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Abstract: The technical focus of drilling operations is changing to oil and gas reservoirs with higher
difficulty factors such as low permeability and fracture. During the drilling process, drilling opera-
tions in deep complex formations are prone to overflow and leakage complications. Leakage and
overflow problems will change the performance of the drilling fluid in the wellbore, impacting the
wellbore pressure, and causing complex accidents such as stuck drilling and collapse. In order to
improve the level of control over the risk of wellbore overflow and leakage, it is necessary to predict
the mud overflow and leakage situation and to arrange and control the risk of leakage and overflow
that may occur in advance to ensure the safety of drilling. By using a genetic algorithm to optimize
the multi-layer feedforward neural network, this paper establishes a GA-BP Neural Network Drilling
overflow and leakage prediction model based on multi-parameter fusion. Through the optimization
training of 14 parameters that may affect the occurrence of complex downhole accidents, the mud
overflow and leakage are predicted. The prediction results of the model are compared with the
prediction results of a conventional BP neural network, and verified by the real drilling data. The
results show that the MAE, MSE, and RMSE of the GA-BP neural network model are improved
by 2.91%, 4.48%, and 10.93%, respectively, compared with the BP neural network model, and the
prediction quality is higher. Moreover, the amount of mud overflow and leakage predicted by using
the GA-BP neural network matches well with the pattern of mud overflow and leakage data in real
drilling, which proves the effectiveness and accuracy of the GA-BP neural network in overflow and
leakage prediction.

Keywords: neural network; genetic algorithm; multi-parameter fusion; mud overflow and leakage

1. Introduction

Drilling is a very complex subsurface operation with a large number of repetitive
and uncertain influences, making it difficult to describe the actual drilling process with
accurate modeling [1]. Especially when drilling in deep and complex formations, downhole
complications such as overflow and leakage are prone to occur, which will lead to great
harm to drilling operations. If an overflow and leakage condition is detected too late, time
will be lost for primary well control, resulting in increased difficulty for secondary well
control. By monitoring downhole measurements and establishing early detection methods
for complex conditions, it is possible to detect downhole complexity in time, prevent
its further development and deterioration, and reduce processing difficulties, thereby
significantly reducing non-productive time and improving drilling efficiency [2].

The traditional source of drilling condition interpretation data is the surface mud
logging data, and most of the field downhole condition interpretation methods mainly
rely on the field operator’s experience, and lack of reliable theoretical model guidance,
interpretation speed, and accuracy can be improved. The causes of downhole overflow and
leakage are complex and influenced by a variety of factors, and the downhole environment
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is variable, making it difficult to describe the causes of overflow and leakage conditions.
Aiming at the complex problems such as overflow and leakage, Mengbo Li and Miao
He et al. [3,4] first proposed the downhole dual lateral point measurement method, and
established a real-time interpretation model of downhole dual-point pressure based on
the inversion theory of unscented Kalman filter, taking the position of complex points and
the amount of leakage as the inversion parameters, and realizing accurate quantitative
interpretation and analysis for downhole gas leakage conditions. Stokka et al. [5] conducted
a study of gas intrusion alarms to detect overflow by measuring the transfer time of pressure
pulses in the wellbore mud system. Bryant et al. [6] used MWD pulse signals in the annulus
and downhole sensors to measure mud resistivity to achieve early warning of bottomhole
gas intrusion. Orban et al. [7] developed a new flowmeter measurement system that can
identify any inlet and outlet flow differences exceeding 1.9 L/s for both water-based and
oil-based muds. Schubert et al. [8] installed an acoustic measurement device at the casing
suspension valve to monitor the annular fluid level in real time to determine if a malignant
leak was occurring.

From the above research, scholars have focused on the use of downhole measurement
tools and rely on the intrinsic mechanism of the drilling system to determine and warn of
spill conditions after they occur; however, there is no research on the early prediction of
overflow and leakage. Therefore, it is crucial to develop a self-learning mud overflow and
leakage prediction model in an effort to diagnose and detect mud overflow and leakage
in a timely and accurate manner. The authors use a Genetic Algorithm to optimize the
multilayer Back Propagation Neural Network, fuse several influencing factors that may
cause the occurrence of downhole overflow and leakage conditions, and establish a GA-BP
neural network drilling overflow and leakage prediction model based on multi-parameter
fusion through the learning of a large number of training set data, effectively guiding the
actual engineering situation.

2. Commonly Used Overflow and Leakage Monitoring Methods

Downhole complications such as overflow and leakage that occur during drilling are
closely related to changes in pressure and flow rate. For example, drilling fluid leakage
will reduce the upward flow rate of drilling fluid above the annulus leakage point, leading
to a reduction in annulus pressure consumption; formation fluid intrusion will increase
the flow rate in the upper annulus, triggering an increase in pressure consumption, but
such downhole incidents are reflected in a slower rate of change in wellhead parameters.
Therefore, engineers consider extracting features from multi-parameter signals such as
bottom-hole pressure data to reflect the actual downhole conditions and identify complex
downhole conditions. Through the analysis of the judgment results, it can be judged
whether there is overflow or leakage in the well. Corresponding measures can be taken
in time to prevent the further expansion of the overflow condition, such as controlling
the wellbore pressure by means of managed pressure drilling (MPD). The earlier a leak is
detected, the better the wellbore pressure can be controlled.

To summarize the early overflow and leakage monitoring methods, they mainly
include the drilling fluid flowmeter monitoring method, wellhead conduit liquid level
monitoring method, improved flow monitoring method, drilling with annular pressure
monitoring method, stand pressure and case pressure monitoring method, and acoustic
gas intrusion monitoring method [9,10]. The advantages and disadvantages of the above
six methods are summarized as shown in Table 1.
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Table 1. Summary of early overflow and leakage detection methods.

Monitoring
Location

Monitoring
Methods

Monitoring
Principle

Advantages and
Disadvantages

Calculate the Amount of
Overflow and Leakage

Ground

Drilling fluid
flowmeter
monitoring

Flow conservation

Simple operation, easy to
install, overflow and leakage

can be monitored
simultaneously, but cannot
stop metering in time after

shutting down the well, with
general accuracy

Yes

Wellhead conduit
liquid level
monitoring

Expansion principle
Low cost, easy to install, timely

monitoring, but
general accuracy

No

improved flow
monitoring Flow conservation

High accuracy, applicable to
the conditions of tripping and

inserting a drill pipe
Yes

Stand pressure and
case pressure
monitoring

Pressure balance
principle of

U-shaped pipe

Timely monitoring, high
accuracy, able to cope with a
variety of complex downhole

conditions, but its system
requires repeated testing

and calibration

Yes

Underground

Drilling with annular
pressure monitoring

Measurement with
drilling (MWD)

Timely and intuitive
monitoring, high accuracy, but
high cost, can only be used in

open pump conditions

Yes

Acoustic gas
intrusion monitoring

Sound wave
propagation theory

Timely monitoring and high
accuracy can calculate the

overflow and leakage, but the
acoustic signal processing is
complex and susceptible to

interference, and may be
judged distorted

Yes

3. GA-BP Neural Network Drilling Overflow and Leakage Prediction Model
3.1. BP Neural Network Algorithm

A BP neural network consists of an input layer, hidden layer, and output layer, which
is a typical multi-layer feed-forward neural network with good nonlinear mapping ability
by learning training through error backpropagation. In BP neural networks, each layer
of neurons only affects the state of the neurons in the next layer, and the output error is
calculated if the output of the output layer does not match the desired output of the given
sample. The error returns along the original connection path, and the weights between
the neurons in each layer are adjusted so that the error decreases along the gradient to the
minimum [11,12].

During training, the selected samples cannot be directly input into the BP neural
network for training, and need to be normalized. The normalization formula is as follows.

k′ =
(k− kmin)

(kmax − kmin)
(1)

where k′ is the normalized value of k; kmin and kmax are the minimum and maximum values
in the sample.

After a large number of learning samples in the training set are trained, the weights
between the neurons in each layer are fixed, and the analysis of the data in the test set
begins. At this stage, there is only forward propagation of input information, and the
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forward propagation follows the forward propagation process of input information in the
training stage of the BP neural network. Therefore, when using a BP neural network for the
prediction of wellbore mud overflow and leakage, the main work is to find out and adjust
the relationship between the weights of neurons in each layer to reduce the prediction error
and achieve the function of reasonable guidance for engineering practice [13,14].

A BP neural network for prediction should provide a large number of input data
samples for the neural network to learn; set the input layer nodes in the three-layer neural
network as xi, the hidden layer nodes as yi, the output layer nodes as ok, the desired output
as dk, the weight relationship between the input layer to the hidden layer as wij, and the
weight between the hidden layer to the output layer as vjk. The basic calculation formula
of the BP neural network is as follows:

yj = f
(

net j
)
= f

(
n
∑

i=0
wijxi

)
ok = f (netk) = f

(
m
∑

i=0
vjkyj

) (2)

The activation function of neurons in the BP neural network adopts Sigmoid func-
tion [13], as shown below:

f (x) =
1

1 + e−x (3)

When the output is not equal to the desired output, calculate the output error E.

E =
1
2

l

∑
k=1

(dk − ok)
2 =

1
2

l

∑
k=1

{
dk − f

[
m

∑
j=0

wij f

(
n

∑
i=0

vjkxi

)]}2

(4)

As can be seen from the above equation, the BP neural network output error is a
function of the weights wij, vjk, and the error can be changed by adjusting the weights.
When the error reaches a minimum, the size of the weights of each layer is determined so
as to achieve the final accurate prediction.

3.2. Genetic Algorithm
3.2.1. Working Principle

A Genetic Algorithm was first proposed by Holland in the 1970s, and is a search
algorithm based on the principles of natural inheritance and natural selection, combining
the rule of survival of the fittest in biological evolution with the mechanism of random
information exchange of chromosomes within the population [15,16]. The core elements of
genetic search include selection, hybridization, and mutation. It works by first encoding the
input data, then performing selection, crossover, and mutation operations with a certain
probability until the individual with the greatest fitness is selected as the target value for
output, and then stopping the operation [17].

3.2.2. Select Fitness Function

The fitness function is used as a measure of the size of the adaptive capacity of
individuals in the population, and the training objective function is generally used as the
fitness function of the genetic algorithm [18]. The inverse of the squared error is used as
the fitness function in this paper, as shown below.

F =
1
E
=

1

1
2

l
∑

k=1
(dk − ok)

2
(5)
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3.2.3. BP Neural Network Model Optimized by Genetic Algorithm

The initial weights and threshold values in the BP neural network possess a large
impact on the training results and are prone to local optimums during the training process.
To solve the above problems, this paper introduces a genetic algorithm to improve the BP
neural network and optimizes the weights and threshold values of the BP neural network.
The obtained prediction model is able to adjust the input multiple downhole parameters to
reach the optimal state and form a mud overflow and leakage prediction model based on
multi-parameter fusion with a genetic algorithm optimized BP (GA-BP) neural network.

In this GA-BP neural network prediction model, the specific operation process is
as follows:

(1) Acquisition of downhole parameters required for input;
(2) Pre-processing the collected data to remove the maximum and minimum values from

the data to avoid possible erroneous data from interfering with the prediction results;
(3) Splitting the pre-processed data into two groups, one as the training set data and the

other as the test set data;
(4) Import the training set data into the prediction model for training, and then import

the test set data into the prediction model for prediction evaluation after the training
is completed.

The design framework of the BP neural network optimization by the genetic algorithm
is shown in Figure 1.
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3.2.4. Prediction Model Design Process

In this paper, the parameters that may affect the mud overflow and leakage are fused,
and the BP neural network structure used is shown in Figure 2. The input layer contains
a total of 14 nodes, representing bit depth, hook position, hook speed, total pool volume,
lag time, outlet flow rate, inlet temperature, outlet temperature, stand pressure, measured
back pressure, outlet flow rate, outlet density, back pressure pump flow rate and bit ECD,
respectively; the output layer has one node, representing mud overflow and leakage; the
hidden layer refers to the principle of n1 =

√
n + m + a [19]. Where n is the number of

output layer nodes, m is the number of output layer nodes, and a is a constant between
[1, 10]. In the specified range, the speed and accuracy of the neural network model can be
changed by changing the number of hidden layer nodes. Then, by repeatedly training the
neural network model with a different number of hidden layer nodes, the results are as
follows: when the number of hidden layer nodes is eight, the error sum of squares of the
training results in the neural network model is the smallest, so the number of hidden layer
nodes is set to eight. The training samples are normalized and then brought into the neural
network model to make the results converge to the target vector.
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parameter data, which improves the prediction accuracy of the prediction model. The
GA-BP neural network process is shown in Figure 3.

Energies 2022, 15, x FOR PEER REVIEW 7 of 12 
 

 

Input Data

Data pre-
processing

Determine 
fitness

Code initial 
value

Determine the 
neural network 

topology

Initialize BP 
neural network

Get initial 
weights and 
thresholds

Select 
Operation

Crossover 
operations

Mutation 
operation

Calculate the 
fitness value

Meet the 
termination 
conditions

Obtain optimal 
weights and 

threshold values

calculation error

Weights and 
thresholds 

update

Meet the 
termination 
conditions

Predicted 
results

N

Y

Y

N

 
Figure 3. Flow chart of GA-BP neural network based on multi-parameter fusion for mud overflow 
and leakage prediction. 

For the output results of the output layer, the positive and negative output values 
can be used to determine whether the downhole conditions are overflow or leakage. The 
criteria for judgment are as follows: a positive output value indicates overflow, and the 
larger the value, the more serious the overflow; a negative output value indicates leakage, 
the smaller the value, the more serious the leakage. 

4. Case study and Field Application 
4.1. Prediction Model Parameter Settings 

Based on the well-site data, 14 parameters that may impact mud overflow and leak-
age in the well section from 7353 to 7370 m, with a total of 13,000 sets of data, were selected 
as the training set, and adaptive learning was performed after random distribution. Due 
to a large amount of recorded data, only a few sets of data that had a large impact on mud 
overflow and leakage are selected here, as shown in Table 2. 

  

Figure 3. Flow chart of GA-BP neural network based on multi-parameter fusion for mud overflow
and leakage prediction.

For the output results of the output layer, the positive and negative output values
can be used to determine whether the downhole conditions are overflow or leakage. The
criteria for judgment are as follows: a positive output value indicates overflow, and the
larger the value, the more serious the overflow; a negative output value indicates leakage,
the smaller the value, the more serious the leakage.

4. Case Study and Field Application
4.1. Prediction Model Parameter Settings

Based on the well-site data, 14 parameters that may impact mud overflow and leakage
in the well section from 7353 to 7370 m, with a total of 13,000 sets of data, were selected as
the training set, and adaptive learning was performed after random distribution. Due to
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a large amount of recorded data, only a few sets of data that had a large impact on mud
overflow and leakage are selected here, as shown in Table 2.

Table 2. Mud overflow and leakage and some influencing parameters.

Serial
Number

Bit
Depth

(m)

Hook
Speed
(m/s)

Total Pool
Volume

(m3)

Lag
Time
(min)

Outlet
Flow Rate

(L/s)

Stand
Pressure

(MPa)

Measured
Back Pressure

(MPa)
Bit ECD

(g/cc)
Amount of Mud

Overflow and
Leakage (m3)

1 7357.218 −7.90577 130.6053 1171.991 0.308443 2.582324 0.103547 1.194486 0.00583
2 7359.945 0.157718 129.7675 166.7977 0.65213 19.01798 0.202857 1.254109 −0.83214
3 7358.348 −0.00000224 130.0333 157.4996 0.700712 18.50629 0.191837 1.254788 −0.56667
4 7361.483 0.0789 129.0595 162.7799 0.6359367 18.92549 0.2116311 1.254612 −1.540223
5 7363.75 0.0789 128.2953 165.256 0.606788 19.48083 0.1884698 1.254103 −2.304578
6 7365.363 0.0736 124.2411 165.2879 0.5954524 19.23505 0.2127033 1.254432 −6.35863
7 7367.853 0.1103576 124.7853 166.9601 0.6035493 19.16029 0.2088668 1.254383 −5.814759
8 7363.297 0.8625321 131.034 1133.94 0.1417158 1.692577 0.1181593 1.23978 0.4341111
9 7368.765 0.0986 132.9345 166.9787 0.4321674 18.76371 0.1940234 1.253989 2.334592

As can be seen from the data in Table 2, when downhole overflow and leakage occurs,
various parameters have a great difference in mud overflow and leakage, and it is difficult
to establish a unified functional expression to accurately describe mud overflow and
leakage. Therefore, the downhole impact parameters are pre-processed and the processed
values are used as the input layer of the GA-BP neural network, which puts the mud
overflow and leakage volume and several real-time parameters of the downhole in the
same system for consideration, avoiding the influence of single-factor parameter changes
on the prediction results, ensuring the accuracy and authenticity of the data in the input
layer of the neural network.

During training, the 14 influencing factors of bit depth, hook position, hook speed,
total pool volume, lag time, outlet flow rate, inlet temperature, outlet temperature, stand
pressure, measured back pressure, outlet flow rate, outlet density, back pressure pump flow
rate, and bit ECD are used as input layer samples, containing eight hidden layer neurons.
When the training count reaches 100,000 or the training error reaches 0.00065, the training
is stopped and the predicted mud overflow and leakage is output. The specific neural
network training parameters are shown in Table 3.

Table 3. Specific parameters of network training.

Parameters Numerical Value

Maximum number of training sessions 10,000
Number of neurons in the hidden layer 8

Neural network learning rate 0.01
Training target error 0.00065

Whether to add a momentum factor No

4.2. Error Assessment

To verify the accuracy of the prediction model, three error analysis methods, mean
absolute error (MAE), mean squared error (MSE), and root mean squared error (RMSE), are
used in this paper to evaluate the accuracy of the prediction model, respectively. The three
error formulas are shown below.

MAE = 1
N

N
∑

i=1

∣∣∣d̂i − di

∣∣∣
MSE = 1

N

N
∑

i=1
(d̂i − di)

2

RMSE =

√
N
∑

i=1

(
d̂i − di

)2

(6)
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where d̂i is the predicted value, d̂i =
{

d̂1, d̂2, d̂3, . . . , ˆdN

}
; di is the true value, di =

{d1, d2, d3, . . . , dN}.
The three error formulas are explained as follows.

(1) For MAE, the range is [0, +∞), MAE = 0 means the predicted value matches the true
value perfectly, the larger the error, the larger the value of MAE;

(2) For MSE, the range is [0, +∞), MSE = 0 means the perfect model, the larger the error,
the larger the value;

(3) For RMSE, the range is [0, +∞), which is more intuitive in order of magnitude com-
pared to MSE, RMSE = 0 means that the predicted value matches the true value
perfectly, and the larger the error, the larger the value.

4.3. Simulation of Prediction Results

Use the preprocessed training data to train the model, test the trained prediction model
through the test set data, and compare the test results of the BP neural network with the
GA-BP neural network The data prediction results are shown in Figures 4 and 5, respectively.
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After predicting the prediction models by using the test set data, the three errors
of MAE, MSE, and RMSE of the two models are calculated separately according to the
model prediction results as shown in Table 4. The MAE, MSE, and RMSE of the GA-BP
neural network model in Table 4 are 2.91%, 4.48%, and 10.93% higher in prediction quality
compared to the BP neural network model, respectively.

Table 4. Comparison of model prediction errors.

Prediction Models MAE MSE RMSE

BP 0.06736 0.067281 0.25939
GA-BP 0.038279 0.022519 0.15006

Comparing the predicted values of the model with the downhole measured mud
overflow and leakage, as shown in Figure 6, the difference between the predicted and
true values is basically stable between ±0.4 except for some oscillation points. In addition,
by analyzing the total downhole overflow and leakage, the calculation results show that
the prediction error of the total predicted overflow and leakage is 7.75%, which proves
that the GA-BP neural network drilling overflow and leakage prediction model based
on multi-parameter fusion is able to accurately reflect the actual downhole overflow and
leakage situation as a whole.
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By analyzing the training results, it is found that the GA-BP neural network has better
accuracy and a more precise prediction effect, which can predict the downhole overflow
and leakage in real drilling, so as to make reasonable deployment and control in advance
to ensure safe drilling operation.

5. Conclusions

(1) In this study, a genetic algorithm is introduced to optimize a BP neural network;
combined with the relevant theories of drilling, a new downhole overflow and leakage
prediction method is proposed. By selecting 14 kinds of parameters that may affect
the occurrence of downhole overflow and leakage, a lot of training is carried out to
obtain the optimal weight and threshold values of the model. Compared with the
conventional BP neural network prediction results, it is found that the prediction
accuracy of the new method is significantly improved.

(2) The GA-BP neural network prediction model established in this paper is different
from the conventional monitoring methods of drilling mud overflow and leakage. The
model does not involve the internal mechanism parameters of the drilling system, so
as to avoid the influence of complex downhole parameters on the prediction accuracy.

(3) By comparing the prediction results with the actual measurements in the field, it is
found that the model results predicted by the GA-BP neural network are in good
agreement with the actual measured results, and the prediction quality is high. MAE,
MSE, and RMSE are 0.038279, 0.022519, and 0.15006, respectively, and the prediction
error of total overflow and leakage is 7.75%, which proves the effectiveness and
accuracy of the GA-BP neural network in overflow prediction.

(4) The prediction of wellbore mud overflow and leakage using the GA-BP neural network
can provide data support for actual drilling and technical support for engineering
applications. After predicting the occurrence of overflow and leakage, the drilling
engineers prevent the risk and ensured that the drilling operation is carried out safely
by making early deployment of the well.
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