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Abstract: Currently, the accuracy of modeling a photovoltaic (PV) array for fault diagnosis is still
unsatisfactory due to the fact that the modeling accuracy is limited by the accuracy of extracted model
parameters. In this paper, the modeling of a PV array based on multi-agent deep reinforcement
learning (RL) using the residuals of I–V characteristics is proposed. The environment state based
on the high dimensional residuals of I–V characteristics and the corresponding cooperative reward
is presented for the RL agents. The actions of each agent considering the damping amplitude
are designed. Then, the entire framework of modeling a PV array based on multi-agent deep RL is
presented. The feasibility and accuracy of the proposed method are verified by the one-year measured
data of a PV array. The experimental results show that the higher modeling accuracy of the next time
step is obtained by the extracted model parameters using the proposed method, compared with that
using the conventional meta-heuristic algorithms and the analytical method. The daily root mean
square error (RMSE) is approximately 0.5015 A on the first day, and converges to 0.1448 A on the last
day of training. The proposed multi-agent deep RL framework simplifies the design of states and
rewards for extracting model parameters.

Keywords: deep reinforcement learning; double deep Q network; parameter estimation; photovoltaic
mathematical model

1. Introduction

As an important form of renewable energy, solar photovoltaic (PV) systems have
developed rapidly in the last decade. In the recent report of International Energy Agency
(IEA), China is likely to account for almost half of the global increase in renewable electricity
generation, with over 900 TWh from solar PV and wind in 2021 [1]. The huge renewable
energy market attracts more attention on the intelligent operation and maintenance and
fault diagnosis technology of the PV systems, which can directly enhance the efficiency
and reduce the labor cost of maintenance. As the first-level energy conversion devices
in the PV systems, the PV array directly converts solar energy into electrical energy and
suffers long-term outdoor uncertain meteorological factors, e.g., thermal cycles, ultraviolet
radiation, dust, and hail. Therefore, in recent years, many researchers have carried out the
study of the fault detection and diagnosis (FDD) of the PV array [2,3]. The model-based
FDD methods are proposed to diagnose most faults or abnormalities, e.g., open-circuit,
line-line or line-ground short-circuit fault of the PV array [4–6], cable aging or series
impedance abnormality [7,8], partial shading [8–11], etc. For the FDD of the PV arrays, the
modeling of the PV array is required [8–10]. The greater modeling error may also lead to
the misdiagnosis of the PV array. Additionally, the online FDD of the PV array has a higher
requirement for the real-time performance of modeling. Thus, it challenges the accuracy
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and adaptivity of the mathematical model under various ambient conditions. Unfortunately,
the conventional modeling methods cannot satisfy the accuracy and real-time demands
for FDD.

Commonly, the mathematical models of PV array are derived from the equivalent
single-diode model (SDM), double-diode model (DDM), or multi-dimension diode model
of solar cells. Then, the I–V curves of the PV array can be estimated based on the measured
irradiance on the plane of the PV array and module temperature after extracting the model
parameters [7,12–16]. At present, the model parameter extracting methods can be divided
into two main categories. One is to analytically or numerically solve the model parameters
based on the measured or rated electrical parameters of PV modules, commonly provided
by manufacturers [7,12]. In [12], the equation to estimate the temperature coefficient of
voltage is proposed to build the equation systems and to solve the model parameters. In [7],
the explicit methods to solve the model parameters are analyzed to detect the degradation
of the PV module. However, few methods exhibit acceptable accuracy and reliability to
estimate the model parameters. Nevertheless, the model parameters may vary with the
change of the ambient irradiance or temperature conditions. The model parameter, e.g.,
series resistance and ideal factor, are considered as constants which may deteriorate the
accuracy of the model.

Another category of parameter extraction attempts to minimize an objective function,
which represents the error between the measured I–V curve and the modeled one. Then,
the model parameters are extracted by the meta-heuristic optimizers [13–19], e.g., particle
swarm optimizer (PSO) [8], culture algorithm (CA) [17], and artificial bee colony (ABC) [18].
This category of methods uses the data points on the entire measured I–V curve. The
accuracy of modeling is much higher than that of the analytical method. At present, some
PV inverter products have the capability to measure the I–V curves of PV arrays, which
makes the above methods suitable for applications, e.g., the FDD. However, the referenced
I–V curve at each time step of diagnosis should be modeled based on the optimized
model parameters. Thus, the meta-heuristic optimizers cannot estimate the variation
in model parameters. In addition, some researchers have directly used the supervised
learning algorithms to model the PV array, e.g., by training a one-dimensional deep residual
network [20]. To ensure the good generalization of the network, the training samples
under different irradiation and temperature levels are required [20]. Once the above
model is applied to the fault diagnosis of PV arrays, the samples should be periodically
updated, and the model needs be retrained to ensure the long-term stability of the model
accuracy. In recent years, reinforcement learning (RL) has been applied in the electrical
power engineering area. The RL is a machine learning process that leads the RL agents
to interact with the designed environment by constructing a Markov decision process
(MDP). The optimal action strategies are gradually learned based on the feedback of the
environment state and the rewards of corresponding actions. Thus, the RL can be used
as a self-learning approach, which is quite different from the conventional supervised
or unsupervised learning models. The multi-agent RL is commonly used for solving
cooperative or adversarial scenarios. The cooperative tasks are realized by evaluating
the action of each agent according to the unified and observable environment state and
collaborative rewards. Then, the overall optimal action strategy can be obtained after
multi-agent collaboration.

In this paper, the modeling of a PV array based on the multi-agent deep RL is proposed.
The novelty of this paper is that the RL agents can dynamically adjust the model parameters
considering the variation of the ambient conditions for the PV array. The contribution of
this paper includes:

• The design of the states and rewards of the RL agents in the modeling process are sim-
plified for the researchers in PV engineering. The conventional methods for designing
the states and rewards of the RL agents are commonly relied in the design of a virtual
training environment to interact with RL agents and train them. The design of the
states and rewards are according to the virtual training environment [21]. In this paper,
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the designed states of the RL agents are in terms of the variation of I–V characteristics
in the training process, and the reward is designed according to the modeling error of
I–V characteristics. For the researchers in PV engineering, the understanding of the
modeling process in this paper is easier.

• The continuous state space is designed for training the RL agents by considering the
continuous variation of I–V curves, which can enhance the generalization of the RL
agents for estimating variation of model parameters.

At first, the state of the art for the model parameter extraction is briefly reviewed.
The mathematical model of the PV array is introduced. Then, the double deep Q network
(DDQN) is designed as the value network of the RL model. The multi-agent deep RL
framework for the modeling of the PV array is proposed, including the RL states based
on the high dimensional residuals of I–V characteristics, multi-agent cooperative rewards,
and the agent actions with the damping amplitude. The measured annual I–V curves of
a PV array are used to verify the modeling accuracy of the proposed method. Due to the
fact that most model parameters extraction methods are currently based on meta-heuristic
algorithms, the model estimation results using the model parameters extracted by different
meta-heuristic and analytical methods are compared. Finally, the time cost of different
model parameter extraction methods are investigated.

This paper is organized as follows: Section 1 briefly reviews the state of the art of
model parameter extraction. Section 2 explains the mathematical model of the PV array
used in this paper. The proposed modeling method of the PV array based on multi-agent
deep RL is presented in Section 3. Section 4 elaborates the experimental verification of the
proposed method using the measured data of an actual PV array. Section 5 summarizes the
conclusions of this paper.

2. Mathematical Model of PV Array

PV arrays are usually composed of PV modules connected in series and parallel, and
each PV module is composed of solar cells connected in series. The bypass diodes are
connected in anti-parallel to alleviate the hot spot effect when the cells are mismatched [7].
The physical model of the PV module is commonly described by the SDM, and the corre-
sponding I–V equation is [8]:

IPV = Iph − Is

[
exp

(
q(VPV + Rs IPV)

akT

)
− 1
]
− VPV + Rs IPV

Rsh
(1)

where IPV and VPV are the output current and voltage of the PV module, respectively;
q, k, T are the electronic charge (1.60217662 ×10−19 C), the Boltzmann constant (1.38064852
×10−23 JK−1) and the temperature of the solar cell (in K), respectively. Iph, Is, a, Rs, Rsh
are the five parameters of the mathematical model, which represents the photocurrent,
the saturation current of the diode, the ideal factor of diode, the equivalent series, and
shunt resistance, respectively. Among them, the photocurrent Iph can be estimated by the
irradiation G on the plane of the PV array [8]:

Iph = ISC,stc[1 + Ki(T − Tstc)]
G

Gstc
(2)

ISC,stc is the short-circuit current of the PV module under the standard test conditions
(STC), Ki is the temperature coefficient of the current, which can be obtained from the spec-
ification of the PV module. Gstc and Tstc are the irradiance (1000 W/m2) and temperature
(25 ◦C) under STC, respectively. The saturation current of diode Is can be estimated by the
ideal factor of diode a and the temperature T [8]:

Is = Is,stc

(
T

Tstc

) 3
a

exp
(

qEg

akTstc
−

qEg

akT

)
(3)
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Eg is the band gap energy, Is,stc is the saturation current of diode under the STC, which
can be expressed as [8]:

Is,stc =
ISC,stc

exp
(

qVOC,stc
NcsakTstc

)
− 1

(4)

where VOC,stc is the open-circuit voltage of the PV module under STC, and Ncs is the number
of cells connected in series of the PV module.

Therefore, only the three model parameters, i.e., the ideal factor of diode a, the equiva-
lent series resistance Rs and the equivalent parallel resistance Rsh should be determined.
Then, substituting the model parameters into (1), the I–V equation of the PV module can
be established. The model of the PV array can be obtained by multiplying the current
and voltage of the PV module with the corresponding number of modules connected in
series and parallel. Additionally, considering the measurement error of the pyranometer, a
compensation value of irradiance ∆G is introduced as an additional model parameter to
correct the measured co-plane irradiance Gmeas:

G = Gmeas + ∆G (5)

The above equations show that the accuracy of the model estimated I–V curve is
directly influenced by the extracted model parameters, i.e., the ideal factor of diode a,
the equivalent series resistance Rs and the equivalent parallel resistance Rsh. The output
current can be estimated by the corresponding voltage once the irradiance and temperature
are known.

3. Modeling of PV Array Based on Multi-Agent Deep Reinforcement Learning
3.1. Design of State and Reward Based on Residuals of I–V Characteristics

In this paper, a multi-agent deep RL framework is proposed for modeling the PV
array considering the continuous variation of RL states. In the MDP, the environment state
represents the environment change after the act of all agents in the previous time step, i.e.,
episode. During the extraction of the model parameters, the I–V curves of the PV array can
be modeled based on the model parameters estimated by the agents, then the residuals of
the modeled I–V curve relative to the measured one are used as the environment state. In
this paper, the RL environment state is proposed based on the time-series images of the
residual curves of I–V characteristics. Figure 1 represents the flowchart for constructing the
environment state of multi-agent deep RL.

At first, the model parameters output by the multi-agent are used to estimate the
I–V curve of the PV array according to (1)–(4). The I–V curve measured by the inverter is
pre-processed and normalized. Then, the residual value of the current at the same voltage
point on the I–V curve is calculated to obtain the residual I–V curve image, and the auxiliary
information in the image is removed to form a 160× 120 pixel image. Considering the
time-varying trend of the residual curves during the RL process of the multi-agent, the
residual curve images of the latest t− 4 to t time step are combined into the 4× 160× 120
high-dimensional residuals of I–V characteristics in the time step t, which represents the
environment state for training the multi-agent. Obviously, if the value of the current on
the residual curve tends towards 0, this indicates that the modeled I–V curve using the
parameters estimated by the action of the multi-agent are consistent with the measured
I–V curve at time step t, i.e., the modeling accuracy is high sufficient. Due to the residuals
of the I–V characteristic being represented by a curve in the image, the lesser resolution
is selected. To accurately represent the residuals of the I–V characteristic, the 160× 120
resolution is enough. The time steps from the latest t− 4 to t is chosen according to the
fact that the convergence of the DDQN model is more stable if using the latest four time
steps [22]. Furthermore, the root mean square error (RMSE) of the current between the



Energies 2022, 15, 6567 5 of 17

estimated and measured I–V curves is used as the criterion for evaluating the effectiveness
of the multi-agent actions:

RMSE =

√√√√ 1
Npoints

Npoints

∑
i=1

(
Imodel,i − Imeas,i

Imeas,i

)2
(6)

where Npoints is the number of points on the I–V curve, and Imodel,i and Imeas,i are the
estimated and measured value at the i-th point in the I–V curve, respectively. Additionally,
the mean absolute error (MAE) and mean absolute percentage error (MAPE) are used to
assess the model accuracy during verification:

MAE =
1

Npoints

Npoints

∑
i=1

∣∣Imodel,i − Imeas,i
∣∣ (7)

MAPE =
1

Npoints

Npoints

∑
i=1

∣∣Imodel,i − Imeas,i
∣∣

|Imeas,i|
(8)

In order to ensure the convergence of the model parameters estimated by the multi-
agent, the multi-agent collaborative rewards are designed according to the gradient descent
to guarantee the RMSE converging. Therefore, the multi-agent collaborative reward is
designed as:

< =

{
+1, RMSEt ≤ RMSEt−1
−1, RMSEt > RMSEt−1

(9)

when the RMSE at time step t decreases or keeps the same value as that at the previous
time step t− 1, the reward < is set as 1, otherwise the reward is −1.

Figure 1. Design of states based on the time-series images of residual curves of I–V characteristics.

3.2. Design of Actions Considering Amplitude Attenuation

For the accurate parameter extraction and modeling, the designed action should be
able to directly estimate the model parameter of the next time step. In this paper, multiple
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independent agents are used to estimate the corresponding model parameters. The three
actions of each agent for the model parameters are designed as follows [23]:

Mt+1 = Mt + rMstc
Mt+1 = Mt
Mt+1 = Mt − rMstc
M ∈ {a, Rs, Rsh, ∆G}
Mstc ∈ {astc, Rs,stc, Rsh,stc, ∆Gstc}

(10)

where astc, Rs,stc and Rsh,stc are the corresponding initial model parameters of a, Rs, Rsh
under the STC, respectively, solved by the module of the PV array in MATLAB/Simulink
based on the specification of the PV module [24]. ∆Gstc is changing in the range of 1–2% of
irradiance under the STC. r is the ratio to turn the amplitude during the RL. At the beginning
of the RL, the model parameters should be explored in a greater range. Furthermore,
the model parameters should be kept as stable as possible after the RMSE converges.
Considering that, the total RL time step is at least 10,000 steps, r is designed to decay with
the RL time step t as the trend of sigmoid function:

r =

 0.02− 0.01
1 + exp

(
−
( t

500 − 10
)) , t ≤ 10,000

0.01, t > 10,000
(11)

As shown in Figure 2, at the beginning of the training, the r is greater and the adjust-
ment step for each model parameter is approximately 2% of the model parameters under
STC, i.e., astc, Rs,stc, Rsh,stc and Gstc. This mechanism can promote the RL agents to explore
the action space and enhance the diversity of the replay memory. After approximately
4000 time steps, the adjustment step of each model parameter is gradually reduced towards
1%, and a more stable action selection strategy is used after the Q network is converged.

Figure 2. Trend of the coefficient r with the training time step.

3.3. Agents Based on Double Deep Q Network

The DDQN originates from the double Q-learning algorithm [21]. Similarly to the
deep Q network, the DDQN improves the description of the value function of action policy
using a deep Q-value network, instead of the Q-table. The advantage of DDQN is that
the continuous changes in the environment state are considered, and high-dimensional
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continuous state input can be realized [22]. In the DDQN, the evaluation Q-network with
the network weight set θ is used to determine the value function of the action at under the
environment state st at the current time step t, which is denoted as Q(st, at; θ). Then, the
target Q-network is used to estimate the target Q-value Q(st+1, at+1; θ

′
) of the next state

st+1 at the next time step. The network weight set θ of the evaluation Q-network is trained
by the adaptive moment estimation (ADAM) algorithm and the network loss function L(θ)
is minimized, which is defined as [21,22]:

L(θ) = E

(<+ γQ(st+1, arg max
at+1

Q(st+1, at+1; θ), θ
′
)−Q(st, at; θ)

)2
 (12)

where γ is the discount factor taking values between (0,1), and E represents the mathematical
expectation of the error. θ

′
is the network parameter set for the target Q network. A batch

of samples are randomly selected from the experience replay memory to train the current
network [21,22]. After the evaluation, Q-network is trained, and the target Q-network can
be periodically updated by the evaluation Q-network. Then, the target Q-value is estimated
by the target Q-network to realize the further training of the evaluation Q-network.

The deep convolutional networks are the type of networks most commonly used to
identify patterns in images. Considering the designed environment state based on the
residuals of I–V characteristics, the deep convolutional network is used as the Q-network of
each agent, due to its fast training and ability to capture the local features of images [25–27].
The network structure is shown in Figure 3. At first, the 4× 160× 120 high-dimensional
residuals of I–V characteristics are fed into the convolutional network with three 20× 20 filters,
and the rectified linear unit (ReLU) is used as the activation function to form a 3× 15× 11
matrix. Then, the 4× 4 averaging pooling is connected to form a 3× 3× 2 matrix, which is
further flattened into an 18× 1 vector. Finally, the vector is fed to the fully connected layer
with the sigmoid activation function to obtain the estimated value of the actions for each
agent. The action with the estimated maximum value is selected as the final action.

Figure 3. Structure of Q network in the DDQN of each agent, where blue blocks represent convolu-
tional or fully connecting networks.

3.4. Modeling Framework of PV Array Based on Multi-Agent Deep RL

The proposed modeling framework of the PV array based on the multi-agent deep
RL is shown in Figure 4. At first, the I–V curves of the PV array measured by the inverter
and the I–V curve estimated by the model are compared to construct the residuals of I–V
characteristics, which is used as the environment state to train each agent of the model
parameter. Then, the RMSE of the I–V curve is calculated via (6), and the multi-agent
cooperative reward is obtained via (9). Additionally, the loss function of the Q network
is optimized by the ADAM algorithm, and the residuals of I–V characteristics are fed
to the DDQN of each agent to estimate the result of value function. After determining
the optimal action strategy, the model parameters can be estimated via (10). Then, the
model parameters are obtained and input to the mathematical model of the PV array to
estimate the I–V curve at the next time step, based on the measured in-plane irradiance
and module temperature. Finally, the model parameter extraction and modeling of the PV
array is realized.
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Figure 4. Framework of proposed multi-agent deep RL-based model parameter extraction of PV array.

4. Experimental Verification of Proposed Method Based on Multi-Agent Deep
Reinforcement Learning

In order to verify the accuracy of the proposed method based on multi-agent deep
RL, a 5.28 kWp PV array, formed by 22 multi-crystalline PV modules TSM-240, is used for
experimental verification. The specification of the PV module TSM-240 under STC provided
by the manufacturer is shown in Table 1. The PV system is equipped with the three-phase
grid-connected inverter GW20KN-DT, which can measure the I–V curves of the PV array.
At least 256 points on the I–V curve can be measured in 2 s. The pyranometer TBQ-2 is used
to measure the in-plane irradiance of the PV array. The platinum resistors Pt100 are pasted
on the back sheet of the PV modules to measure the temperature of PV module. I–V curves
of the PV array, in-plane irradiance, and temperature of the PV module are transmitted
via the RS485 bus to an indoor monitor computer with proposed modeling method. Data
measured from 27 June 2018 to 31 July 2019 are used for verification. Considering that the
measured I–V characteristic of the PV array may lead to the power loss of the PV plant, the
measurement and modeling cannot be too frequent. However, the total number of training
samples should be guaranteed, as a greater time interval leads to longer training duration.
Therefore, the time interval should be determined in a trade-off. In the experiments, the
measurement interval is 2 min. The measured I–V curves are pre-processed. The data
measured with the irradiation less than 200 W/m2 are neglected to reduce the influence of
measurement errors. Additionally, the distorted I–V curves or data measured under the
mismatch conditions of the PV array, e.g., the partial shading or other abnormalities, are
filtered to ensure that the RL multi-agent are trained with normal samples. The number
of local maximum and minimum on the second order derivative curve d2 I/dV2 is used
as an indicator to identify these abnormal I–V curves [8]. Then, the proposed multi-agent
deep RL-based method is used to estimate the model parameters of the next time step. The
modeling accuracy of the proposed method is statistically analyzed and compared with
the conventional or recently presented model extraction methods, including the particle
swarm optimizer (PSO) [8], culture algorithm (CA) [17], and analytical method [12]. The
modeling accuracy of the next time step, using the above different parameter extraction
methods, are focused upon herein.
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Table 1. Specification of PV module TSM-240.

Parameters Value

Maximum power
(

Pmpp,stc
)

240 W
Voltage at maximum power point

(
Vmpp,stc

)
29.7 V

Current at maximum power point
(

Impp,stc
)

8.1 A
Open circuit voltage (VOC,stc) 37.3 V
Short circuit current (ISC,stc) 8.62 A
Temperature coefficient of current (Ki) 0.047%/◦C
Temperature coefficient of voltage (Kv) −0.32%/◦C

Figure 5 shows the histogram of the annual accuracy comparison of modeling the
I–V curve at the next time step based on the model parameters extracted by the proposed
method and other algorithms. The annual RMSEs of the proposed method converge
to approximately 0.1 A. The proposed multi-agent deep RL-based method shows better
performance for modeling the I–V curves at the next time step, compared with the PSO,
CA, or the analytical method. The reason for which the meta-heuristic algorithms or the
analytical method fail is that, the meta-heuristic optimizers only use the measured I–V
curve at the current time step to extract the model parameters, and can only guarantee
the accuracy of modeling at the current time step. This may cause difficulty in accurately
modeling for the (t + 1)-th time step. The dynamic change of model parameters cannot
be considered. However, once the loss function of DDQN is converged, the proposed
multi-agents can select the correct action to regulate the model parameters according to
the residuals of I–V characteristics by training the DDQN. Thus, more accurate model
parameters can be estimated for the next time step, which enhances the adaptability of
the modeling. Figure 6 shows the moving average of 20 adjacent values of the RMSE and
corresponding fitted trend line. Due to the fact that the initial date is approximately in
early July 2018, the trend of the RMSE shows that the RL agents basically converge in the
beginning of December 2018, which is approximately 5 months. The RMSE is disconnected
due to the data missing or filtering of the abnormal measured I–V curves. The convergence
can be accelerated if more I–V curves are measured to train the RL agents, or increasing the
sample frequency of the I–V characteristics.

The average RMSEs of different methods in typical dates of the entire RL period are
listed in Table 2. On the first day, i.e., 27 June 2018, the daily average RMSE of modeling
using the multi-agent deep RL-based method is approximately 0.5015 A. The RMSE is even
higher than that of the other meta-heuristic methods. The reason is that the training of
DDQN is not completed. The RMSE of the proposed method converges to 0.1448 A in
the last day of verification, i.e., 31 July 2019. However, for the PSO-based and CA-based
methods, the daily RMSEs show no obvious convergence trend. Similar results can also be
observed from Figure 5.

Table 3 shows the annual MAE, RMSE, and MAPE for different methods. The annual
MAE of the proposed method is 0.24 A and is approximately 2.44% of the short-circuit
current of the PV array under the STC. The annual MAPE of the proposed method is
approximately 12.20%, which is acceptable for modeling a PV array, considering the fact
that the error is relatively greater when the training process of DDQN is uncompleted.
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Figure 5. Distribution of annual accuracy of modeling based on different model parameter
extraction methods.

Figure 6. Convergence trend of RMSE.
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Table 2. Daily average RMSE (A) in typical days for different extraction methods.

Extraction Methods 27 June 2018 30 September 2018 31 December 2018 31 March 2019 31 July 2019

Proposed multi-agent 0.5015 0.1970 0.0932 0.2026 0.1448deep RL-based method
PSO-based method 0.1662 0.3572 0.2135 0.5504 0.3551
CA-based method 0.3986 0.3392 0.2274 0.6905 0.2188
Analytical method 0.4755 0.7190 0.6486 0.7860 0.8170

Table 3. Statistical results of annual errors.

Metrics Proposed Multi-Agent PSO-Based Method CA-Based Method Analytical MethodDeep RL-Based Method

MAE (A) 0.24 0.28 0.31 0.42
RMSE (A) 0.29 0.35 0.41 0.69
MAPE (%) 12.20 22.11 19.52 48.17

Figure 7 presents the comparison results between the measured and the modeled
I–V curves based on the above parameter extraction methods in the typical days of four
seasons. The estimation results of the multi-agent deep RL-based method obtains greater
errors compared with the measured I–V curves in Figure 7a due to the insufficient training
samples and un-converged DDQN for the proposed method. However, Figure 7b–d show
that the modeling results of the proposed method are more consistent with the measured
curves. Compared with the conventional meta-heuristic methods for estimating the model
parameters of the next time step, the proposed method obtains a better modeling accuracy
under lower irradiation levels, e.g., approximately 200 W/m2. Tables 4 and 5 list the calcu-
lated MAE and MAPE for each I–V curve in Figure 7, using different modeling methods.
The same results can be observed that the proposed multi-agent deep RL-based method
does not perform well in 28 September 2018. It results in more uncertain model parameters
and reduces the modeling accuracy. With the training of RL agents, the MAE and MAPE
both show that the performance of the proposed method is significantly enhanced.

(a)

Figure 7. Cont.



Energies 2022, 15, 6567 12 of 17

(b)

(c)

Figure 7. Cont.
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(d)

Figure 7. Comparison of measured and model estimated I–V characteristics in typical days in four
seasons: (a) 28 September 2018, autumn; (b) 17 January 2019, winter; (c) 1 May 2019, spring; and
(d) 22 July 2019, summer.

Table 4. Comparison of MAE (A) for different methods in Figure 8.

Date Ambient Proposed Multi-Agent PSO-Based CA-Based Analytical
Condition Deep RL-Based Method Method Method Method

28 September 2018

245 W/m2 29.2 ◦C 0.36 0.37 0.25 0.31
405 W/m2 34.5 ◦C 0.20 0.26 0.11 0.25
611 W/m2 32.3 ◦C 0.09 0.16 0.35 0.36
805 W/m2 49.7 ◦C 0.29 0.46 0.35 0.69

17 January 2019
222 W/m2 10.1 ◦C 0.04 0.14 0.14 0.07
452 W/m2 16.9 ◦C 0.09 0.16 0.31 0.14
600 W/m2 26.3 ◦C 0.14 0.19 0.29 0.29

1 May 2019

214 W/m2 29.7 ◦C 0.06 0.13 0.04 0.12
402 W/m2 30.5 ◦C 0.14 0.34 0.12 0.20
602 W/m2 39.5 ◦C 0.05 0.31 0.34 0.59
772 W/m2 43.9 ◦C 0.34 0.62 0.49 0.75

22 July 2019

205 W/m2 43.1 ◦C 0.09 0.13 0.11 0.19
403 W/m2 47.1 ◦C 0.20 0.62 0.29 0.36
607 W/m2 49.7 ◦C 0.10 0.25 0.43 0.64
807 W/m2 58.0 ◦C 0.12 0.80 0.57 1.01

Additionally, the PSO-based and CA-based method both obtain greater MAE or MAPE.
Similar conclusions can also be observed from Figure 7. The reason is that, for these meta-
heuristic methods, the model parameters are extracted using the measured I–V curve at the
latest time step. The assumption that the model parameters would not change significantly
between two adjacent time steps is a necessary precondition. However, for the actual
outdoor circumstance, the ambient irradiance may vary randomly according to the actual
meteorological conditions. Thus, the above assumption is not always valid, which causes
the lower accuracy of the meta-heuristic methods. For the proposed multi-agent deep
RL-based method, the RL agents attempt to regulate the model parameters towards more
suitable values, according to the residuals of I–V characteristics. Once the DDQN is trained
with enough samples, then better accuracy can be obtained.
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Table 5. Comparison of MAPE (%) for different methods in Figure 7.

Date Ambient Proposed Multi-Agent PSO-Based CA-Based Analytical
Condition Deep RL-Based Method Method Method Method

28 September 2018

245 W/m2 29.2 ◦C 20.52 44.27 57.24 58.51
405 W/m2 34.5 ◦C 7.87 26.36 19.57 47.42
611 W/m2 32.3 ◦C 3.51 23.92 9.63 47.38
805 W/m2 49.7 ◦C 7.23 29.26 7.54 68.38

17 January 2019
222 W/m2 10.1 ◦C 2.94 25.20 29.27 5.16
452 W/m2 16.9 ◦C 3.49 18.41 52.84 4.86
600 W/m2 26.3 ◦C 8.98 18.33 7.38 12.93

1 May 2019

214 W/m2 29.7 ◦C 4.04 20.34 5.33 23.37
402 W/m2 30.5 ◦C 5.60 18.90 5.45 42.26
602 W/m2 39.5 ◦C 2.11 23.91 12.76 62.05
772 W/m2 43.9 ◦C 7.57 18.66 15.84 44.77

22 July 2019

205 W/m2 43.1 ◦C 5.52 20.05 7.82 42.38
403 W/m2 47.1 ◦C 7.71 32.11 10.30 73.67
607 W/m2 49.7 ◦C 2.64 32.22 46.55 93.07
807 W/m2 58.0 ◦C 3.32 23.85 22.54 69.43

Figure 8 shows the time consumption of model parameter extraction using the pro-
posed multi-agent deep RL-based method and other methods. The parameter extraction
programs are executed on the same PC with Intel(R) Core(TM) i7-6700HQ CPU (@2.60 GHz,
eight cores) and 8 GB memory, without GPU acceleration. The PSO-based method is faster
than other methods. The average time cost of the proposed multi-agent deep RL-based
method is approximately 2.343 s, which is similar to that of the CA-based method. The
most time is consumed by computing the DDQN. However, it should be pointed out that
the computation of DDQN can be accelerated using the GPUs, and the time cost of the
proposed multi-agent deep RL-based method can be further reduced.

Figure 8. Time cost of parameter extraction for different methods.

5. Conclusions

In this paper, a multi-agent deep RL framework is proposed for estimating the model
parameters and modeling the PV array in the next time step. The environment state based
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on the high-dimensional residuals of I–V characteristics and a corresponding cooperative
reward is presented for the RL agents. The actions of each agent considering the damping
amplitude are designed. Then, the entire framework of modeling of PV array based on
multi-agent deep RL is presented. The feasibility and accuracy of the proposed method
are verified by the one year measured data of a PV array. The experimental results show
that the higher modeling accuracy of the next time step is obtained by the extracted model
parameters using the proposed method, compared with that using the conventional meta-
heuristic algorithms and the analytical method. The daily root mean square error (RMSE) is
approximately 0.5015 A in the first day, and converges to 0.1448 A in the last day of training.
The time consumption of model parameter extraction using the proposed multi-agent deep
RL-based method is approximately 2.343 s by using a PC without GPU acceleration. The
time cost could be further reduced if the GPU acceleration is utilized.

Future research should focus on enhancing the convergence speed of the proposed
multi-agent deep RL-based method. Another aspect would be to optimize the network
structure and corresponding hyper-parameters. The proposed modeling approach would
be considered to embed in the existing FDD platform for the intelligent operation and
maintenance of the PV array.
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Nomenclature

Abbreviations
ABC artificial bee colony
ADAM adaptive moment estimation
CA culture algorithm
DDM double-diode model
DDQN double deep Q network
FDD fault detection and diagnosis
IEA International Energy Agency
MAE mean absolute error
MAPE mean absolute percentage error
MDP Markov decision process
PSO particle swarm optimizer
PV photovoltaic
ReLU rectified linear unit
RL reinforcement learning
RMSE root mean square error
SDM single-diode model
STC standard test conditions
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Symbols
Iph photocurrent
Is saturation current of diode
a ideal factor of diode
Rs equivalent series resistance
Rsh equivalent parallel resistance
Eg band gap energy
Pmpp,stc maximum power
Vmpp,stc voltage at maximum power point
Impp,stc current at maximum power point
Voc,stc open-circuit voltage
Isc,stc short-circuit current
Ki temperature coefficient of current
Kv temperature coefficient of voltage
q electronic charge
k Boltzmann constant
T temperature of solar cell
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