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Abstract

:

Knowledge of the distinctive frequencies and amplitudes of broken rotor bar (BRB) faults in the induction motor (IM) is essential for most fault diagnosis methods. Fast Fourier transform (FFT) is widely applied to diagnose the faults within BRBs. However, this method does not provide satisfactory results if it is applied directly to the stator current signal at low slip because a high-resolution spectrum is required to separate the different components of the frequency. To address this problem, this paper proposes an efficient method based on a Hilbert fast Fourier transform (HFFT) approach, which is used to extract the envelope from the stator current using the Hilbert transform (HT) at low slip. Then, the stator current envelope is analyzed using the fast Fourier transform (FFT) to obtain the amplitude and frequency of the particular harmonic. These data were recently collected and selected as BRB fault features and were employed as adaptive neuro-fuzzy inference system (ANFIS) inputs for BRB fault autodiagnosis and classification. To identify the BRB defect by determining the number of broken bars in the rotor, two ANFIS models are proposed: ANFIS grid partitioning (ANFIS-GP) and ANFIS-subtractive clustering (ANFIS-SC). To validate the effectiveness of the proposed method, three different motors were used during experiments under various loads; the first was with one broken bar, the second was with two adjacent broken bars, and the third was a healthy motor. The obtained results confirmed the effectiveness and the robustness of the proposed method, which is based on the combination of HFFT-ANFIS-SC to diagnose the BRB faults and quantify the number of broken bars under different load conditions (under low and high slip) precisely with minimal errors (this method had an MSE of 10-14 and 10-7 for the RMSE) compared to the method based on the combination of HFFT-ANFIS-GP.
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1. Introduction


Induction motors (IMs) are well-known for their reliability as industrial drives. However, during operation, IMs are frequently subjected to hostile conditions, resulting in early deterioration or complete failure [1]. The faults of induction machines cause excessive downtime which generates large losses in terms of maintenance and lost revenues. Even a small fault can cause important losses, such as reducing efficiency and increasing temperature, which reduce the insulation lifetime, increase vibration, and reduce the bearing lifetime [2,3]. All earlier cited consequences are commonly due to the operating environment conditions and internal factors of the machines that can be summarized into three main categories, which are mechanical, electromagnetic, and thermal, causing the bar damages. In addition, Ayhala et al. [4] reported that the main failure cause is bending stress due to the electromagnetic forces generated by the action of slot linkage flux. The squirrel cage induction motors suffer from a variety of mechanical and electrical faults, of which about 10% are broken rotor bar (BRB) faults [5]. BRB faults are one of the most common motor problems [1]. A BRB fault can be caused by either an imperfection in the manufacturing process or turbulent operating conditions, such as direct-on-line starting duty cycles, high thermal stresses, excessive pressures, high currents that occur in the motor cage, and pulsating mechanical loads [6]. Any asymmetry in the rotor of a squirrel cage induction motor presents unevenly distributed rotor currents. When a BRB occurs in one rotor bar, the current flowing through it is shifted to the other rotor bars, putting the adjacent bars under higher stress and potentially leading to more BBFs until the motor fails completely. The reactions of these currents to the air-gap field generate fault-specific signatures in the spectrum of the current, power, torque, and speed. For this reason, many researchers resorted to using signal processing approaches to extract the information through signal analysis techniques for the diagnosis operation, such as current, stator voltage, power, speed, temperature, and vibration signals [7,8,9]. For instance, motor current signature analysis (MCSA) is a widely used technique thanks to its low cost and noninvasive nature [10]. In the MCSA technique, the current signal of a running motor is collected and recorded. Then, the fault features are extracted from recorded data in the time domain, frequency domain, or time–frequency domain using signal processing techniques. Among the most commonly used signal processing tools for IM fault diagnosis in the literature are: fast Fourier transform (FFT), short-time Fourier transform (STFT), wavelet transform (WT) [9,11], and empirical mode decomposition (EMD) [12]. Generally speaking, FFT is an appropriate technique for BRB fault detection in the steady state [11,13]. However, the application of this technique has some limitations, which especially affect the diagnosis of BRB faults at low load or no load (low slip). From these limitations, the characteristics of the sideband components, (1 ± 2ks)fs (s is the rotor slip, fs is the fundamental frequency, and k = 1, 2, 3 …), are very close to the fundamental frequency component [9], and the normal spectral leakage can obscure frequency components characteristic of the fault [14]. High-resolution techniques such as the estimation of signal parameters via rotational invariance techniques (ESPRIT) and multiple signal classification (MUSIC), as presented in [15,16,17], have recently sparked a lot of attention. However, the precision of the utilized sensor has a major impact on those techniques, and a significant computing burden is necessary. Therefore, some development and adaptation of low-resolution BRB diagnosis techniques are preferred to using such high-resolution techniques.



The envelope of Hilbert transform (HT) with FFT (HFFT) is proposed in this paper to adopt the FFT technique. HT is used to obtain the envelope from the stator current in the transient regime and at the steady state of IM. Then, it is processed by the FFT. The envelope signal occupies the low-frequency spectral region, and its analysis offers better detection than that of the spectrum of the original signal, as the power frequency is eliminated from the signal [18]. This method gives good detection of the BRB fault, especially at low slip. Within the same framework, many researchers have focused on artificial intelligence (AI) techniques as powerful tools for motor fault classification and autodetection [9,19,20,21,22,23,24,25]. These tools do not require accurate modeling of the system, and they provide high efficiency in autodiagnosis. The vector features are extracted from fault detection techniques, and they are then used as inputs for AI tools such as fuzzy logic, neural networks, or combinations (neuro-fuzzy networks) for fault recognition [26]. The combination of diagnostic techniques and AI tools has permitted great developments in the field of the monitoring and maintenance of industrial machines and processes with optimal effort and an effective cost.



Some recent works involve BRB detection without a classifier in Refs. [27,28]. One can see successive variable mode decomposition (SVMD) for BRB detection in IMs. Based on signal energy, the stator starting current is used. Then, a quadratic regression curve method is utilized in order to achieve the detection objective. A cyclic modulation spectral analysis of vibratory signals was proposed by Zuolu Wang et al. [28], and the obtained results show the efficiency of the proposed method for BRB fault identification. However, regarding the nature of the signal used, the earlier detection of faults is questionable since mechanical signals are less sensitive compared to electrical signals. However, a considerable amount of literature has examined the diagnosis and classification of BRB faults in IMs. In [29], the authors presented an experimental diagnosis study about BRB faults in IMs based on the HFFT method of the stator current using a fuzzy system. They used two features extracted from the HFFT method, namely, the amplitude of the 2sfs harmonic and the DC value. These features were used as the inputs of the fuzzy logic system for the decision making about the rotor state. Gyftakis et al. [30] proposed an innovative diagnostic method based on Park’s vector approach to detect BRB faults in IMs. The method consists of the monitoring of the higher harmonic index after applying elliptical and notch filters on the Park’s vector components of the stator currents. The filtered Park’s vector modulus is calculated and processed by the FFT to detect the fault by giving the amplitudes of the 2ksfs signatures. It is noted that this method and the HFFT approach give the same spectrum of the BRB fault, which is equal to 2skfs. However, the filtered Park’s vector method needs three current sensors to be carried out, whereas the HFFT method needs only one sensor. Furthermore, in Ref. [11] one can see a hybrid diagnosis approach based on Hilbert and discrete wavelet transform (HDWT) for BRB faults in IMs. The proposed method used the HT to obtain a stator current envelope to be processed via DWT. This work has a significant result, but the WT has some drawbacks, including the arbitrary selection of the mother wavelet, which may introduce an inappropriate fault detection [18]. Harzelli et al., in [9], presented a method for the diagnosis of simple and mixed BRBs and stator short-circuit faults in the closed-loop drive for IMs. The authors adopted two strategies: The first was based on the model used to generate a residual speed signal to indicate the presence of possible failures using the high-gain observer in the closed-loop drive. The second was based on HFFT. The amplitude and frequency of the harmonic 2sfs extracted from the HFFT were used as fault indicators and were considered as inputs for the neural network (NN) in order to identify serval possible faults and distinguish between them. In the work conducted by [19], the authors applied the support vector machine (SVM) and an NN to diagnose BRBs and to show faults in IMs based on the vibration and the instantaneous power signals of IMs. In both cases, the dimensionality of the signals was reduced using principal component analysis (PCA), and the selected features were then sorted in order of importance using the sequential floating forward selection (SFFS) approach to reduce the number of input features and discover the most ideal feature set. The chosen features were then classified by the SVM and ANN methods. The obtained results revealed that ANN performs better than SVM. Despite the good technical aspects of the proposed approach, it remains costly because of its calculation complexity. Furthermore, in Ref [22] the researchers proposed a simulation-based study in which a combination of the HFFT and an NN was proposed to detect and quantify the number of broken bars in the rotors of IMs under various load conditions. The amplitudes and frequencies of the 2sfs harmonic were extracted from HFFT as fault indicators to build the NN for autodiagnosis purposes. Despite the effectiveness of this approach, it is still insufficient to confirm its applicability. For that, an experimental test should be carried out. One can also find other BRB detection approaches, such as the inverse thresholding to spectrogram method presented in Ref. [31]. A simulation performed under ANSYS Maxwell 2D led to efficient BRB detection. An interpolated kernel density estimate for IM diagnosis was proposed in Ref. [32], where the fault signature was extracted from the vibration signal. In Ref. [33], a DWT + fuzzy incipient BRB detection was proposed. The method provides higher efficiency, but the optimization of fuzzy MFs and the selection of appropriate IF–THEN rules governing the fuzzy inference system is a complex task. In Ref. [34], a CWT + PCA+ ANFIS diagnostic algorithm was proposed. The simulation results showed that the algorithm performs well in the presence of PCA. However, based on the nature of signal processing techniques, it is well-known that continuous wavelet transform requires substantial time and CPU capacity compared to the discrete technique. In addition, the use of five parallel ANFISs increases the computational complexity of the detection algorithm compared to the other techniques. In Ref. [35], the authors proposed an ANFIS classifier based on stator current Id and Iq under different loads. Although the obtained results seem efficient, their validation in practice is still debatable since temporal stator current signals do not provide explicit information about motor reliability. In Ref. [36], Merabet et al. proposed a multimesh model based on a BRB detection approach of three phases of IMs. the signal processing technique used was the wavelet packet method. The use of the ANFIS classifier proves its effectiveness. However, experimental validation is still necessary in order to evaluate the consistency of the proposed WP + ANFIS technique. Dias et al. [37] proposed an experimental FFT + ANFIS BRB diagnosis of IMs. The main important experimental contribution was the use of three faulty scenarios, which were one BB, two adjacent BRBs, and two nonadjacent BRBs. Regarding the ANFIS classifier, a grid partitioning identification method was used in order to build the initial fuzzy inference system (FIS). The obtained results show the efficiency of the proposed method, even at very low slip. However, the main drawbacks of that method are the number of modifiable parameters when the number of inputs is ≥6 and that selected MFs are important, which requires high computational performance in order to perform the training phase. In Ref. [38], the authors proposed an FFT + fuzzy BRB detection of squirrel cage induction motors. The advantage of this method is that the developed multiwinding model of IMs includes four BRBs and correctly detects the nature of faults based on the FFT of the current signals, which allows the extraction of amplitude (1 ± 2s) fs harmonics. However, a lack of experimental validation and the nature of the classifier, which requires trial-and-error tuning based on human expertise, are the most relevant drawbacks. In a major advance in BRB detection algorithms, Mikko Tahkola et al. [39] developed an ATSC- NEX algorithm. The results show the effectiveness of this automated machine learning algorithm in correctly evaluating the state of IM rotor bars. The main advantage of ATSC- NEX is the autoconstruction of the model and its ability to overcome the overfitting phenomenon thanks to the introduced early stopping criterion. However, the optimization of the hyperparameters is the main disadvantage of the algorithm. Even if nested cross-validation provides good results at present, the optimization is still computationally expensive.



Generally, the summary of a fault diagnosis planner is data (or signal) acquisition, feature extraction, and classification [40]. Relevant to the aforementioned studies, the present work introduces a new approach in which the HFFT method is applied to the stator current with the ANFIS to detect and identify the number of broken bars in the rotor under different conditions. The proposed approach offers the advantage of providing a data-driven diagnostic model that can attain the objectives in question without the necessity of a complex mathematical model. The ANFIS is a specific type of neuro-fuzzy classifier approach integrating the NN adaptive capability and the fuzzy logic qualitative approach. It has been successfully applied for automated fault detection and diagnosis in IMs [41].



The main contributions of this study are as follows:




	
A new combined HFFT-ANFIS is proposed as an effective real-time diagnosis method to detect BRB faults in IMs.



	
Two ANFIS models, namely, grid partitioning (GP) and subtractive clustering (SC), are suggested and validated through experiments for the detection of BRB faults.








The proposed HFFT-ANFIS-GP and HFFT-ANFIS-SC models were carried out and validated based on experimental results aiming at detecting and quantifying the broken bar numbers under different conditions. The HFFT approach was applied through HT, which is used to extract the stator current envelope and process it by FFT. The frequency and the amplitude of the 2sfs harmonic extracted from the HFFT were used as BRB fault indicators and considered as the ANFIS input for autodetection.



This paper is structured as follows: In Section 2, a description of the HFFT technique and the adaptive neuro-fuzzy system are presented. In Section 3, the methodology of fault detection is proposed. A description of the test bench and the experimental test is presented in Section 4. In Section 5, the experimental results and discussions are introduced, and the conclusion is presented in Section 6.




2. Theoretical Description


2.1. Hilbert Fast Fourier Transform Technique (HFFT)


HFFT is a signal analysis technique that is based on extracting the envelope from the stator current signal by HT and then processing it via FFT. This technique has proven its effectiveness when applied to the diagnosis of the rotating machines in both states, stationary and nonstationary signals. The HT is defined as a convolution of the signal   x  t    with the function    1 / t   . Therefore:


    H T   x  t      = y  t       =  1  π . t   × x  t       =  1 π    ∫  − ∞   + ∞      x  τ    t − τ     d τ    



(1)




where   y  t    represents the HT of the temporal signal,   x  t   . In addition, based on the Cauchy principal value, the convergence   t = τ   is permitted [22].



The HT of a signal,   x  t   , can be written in the following form [42]:


     x ⇀   t    = x  t  + j y  t       = A  t   e  j φ  t       



(2)







The signal    x ⇀   t    is called the analytic signal. The amplitude modulation,   A  t   , of the time signal is the instantaneous amplitude of    x ⇀   t   , and it is calculated using the following relation:


  A  t  =   x    t   2  + y    t   2     



(3)







The phase modulation, φ(t), can be determined as:


  φ  t  = arctan     y  t    x  t       



(4)







The computation of the analytic signal modulus,    x ⇀   t   , gives the envelope of the signal.



The FFT is used in diagnosis to extract the components of the different spectra concerning the IM faults from the signals. Unfortunately, this approach was not able to provide good information at low slip because the frequency components may be obscured by an overlap with the fundamental frequency, especially in a BRB fault, as shown in Figure 1a. The HFFT is used as a solution to this problem (Figure 1b). Furthermore, it has good features for the diagnosis of faults in IMs, as [42]:




	
The positive frequency value of the original signal is maintained, while negative frequencies are canceled.



	
The amplitude,   A  t   , contains the low frequencies of the original signal and the high frequencies in the phase,   φ  t   , of the analytical signal.








In the present study, the HFFT was applied on the stator current in order to detect the side bands of the frequency components of the BRB fault, even at low slip, where the characteristic frequency of this fault is   2 s k  f s    and   k = 1 , 2 , 3 … , n  .




2.2. Adaptive Neuro-Fuzzy Inference System (ANFIS)


The ANFIS is a combination of fuzzy logic and a neural network algorithm, initially proposed in the early 90s by J S Jang [43]. It combines the greatest features of both because it offers fuzzy logic qualitative analysis as well as learning skills. The hybrid learning rule is applied by ANFIS to optimize the final inference system through the NN’s training. ANFIS is equivalent to a first-order Takagi Sugeno system [43]. It is represented by the following two IF–THEN rules:


   1  s t     r u l e : I F   x   i s    A 1    a n d   y   i s    B 1    T H E N    f 1  =  p 1  x +  q 1  y +  r 1   



(5)






   2  n d     r u l e : I F   x   i s    A 1    a n d   y   i s    B 1    T H E N    f 2  =  p 2  x +  q 2  y +  r 2   



(6)




where  x  and  y  denote system inputs.    A i    and    B i    are fuzzy subsets coded by fuzzy membership functions (MFs), and    f i    are system outputs within the fuzzy layer and are based on fuzzy IF–THEN rules.    p 1    and    f 1    are linear adaptive parameters that are tuned during the training phase.



The ANFIS flowchart is shown in Figure 2. It consists of five layers, where three layers are fixed nodes schematized by circles and two adaptive layers are schematized by squares.



Fuzzification layer: A subset of adaptive nodes expressing the fuzzy membership conditions of each input, where:


   O i 1  =  U   A i     x   



(7)




where  x  denotes the input to the node  i ,    A i    denotes the linguistic label associated with the node  i , and    U   A i      is a membership function (MF). In this study, the Gaussian membership function given by (8) is used:


   U   A i     x  =  e  −  1 2        x − c  σ     2     



(8)







The Gaussian MF is fully defined by two nonlinear parameters,  c  and  σ , where  c  is the MF center and  c  determines the Gaussian MF width. These nonlinear parameters are known as premise parameters and are adjusted during the training phase [43,44].



Product layer: a subset of fixed nodes that produces the firing strengths of the rules and acts as a simple multiplier of signals received from the previous layer as:


   W i  =  U   A i     x  ×  U   B i     x   



(9)







Normalization layer: a subset of fixed nodes that normalizes each weight,    W i   , by dividing it according to the total of all the weights associated with each rule as follows:


   W ¯  =    W i     W 1  +  W 2    , i = 1 ,   2  



(10)







   W ¯    is called normalized firing strengths [43,44].



Defuzzification layer: the output of each node given by (9) is the product of each normalized firing strength and a first-order polynomial:


   O i 4  =  W ¯   f i  =    W i     p i  x +  q i  y +  r i     ¯   



(11)




where      p i  ,  q i  ,  r i      are the consequent parameters to be defined during the training phase [43,44].



Output layer: a single layer of fixed nodes that sums all received information from the previous layer and delivers the network output, such as [43,44]:


   O i 5  =    ∑   W ¯  f    i   



(12)







In the present research, a hybrid training algorithm is used to adapt the network parameters. The hybrid algorithm is a two-pass algorithm combining the least-squares method and the backpropagation gradient descent method to optimize the premise and the consequent parameters [45,46].



The first step of ANFIS model construction is the construction of an initial FIS system, which can be built using different identification methods. In this paper, grid partitioning (GP) and subtractive clustering (SC) are used to achieve the objectives.



	(a) 

	
ANFIS with Grid partitioning







The grid partitioning identification method consists of dividing the data space into an equally spaced grid. For this purpose, the number of grid nodes in the dataset space is defined by the experience of the user by assigning a determined number of MFs to each entry. The grid partitioning method is recommended for systems with a small amount of data. One of its major disadvantages is that the network may become too large, depending on the number of MFs. Hence, the need for high-performance machines to envisage the training phase is necessary [45].



	(b) 

	
ANFIS with Subtractive clustering







Subtractive clustering is an optimization approach used to build the initial FIS network for the ANFIS network. This three-step algorithm has the advantage of making the calculation straight forward, so time is potentially reduced. It enables the center and radius of each cluster to be determined based on the data. They are then used to generate the MFs responsible for the transition to the fuzzy domain (fuzzification).



1st Step: For particle collection dataset A with n data points in M-dimensional space,   A =      X i  , … ,  X n      i = 1  n   , in which each dataset’s element represents a candidate for the cluster center. The density measurement is given as follows:


   D i  =   ∑  i = 1  n   exp   −        x i  −  x j     2           r a   2     2         



(13)




where ra is a positive constant. For the density measurement, a density value at a given point is systematically high if the amount of data within the radius ra is high and vice versa.



2nd step: Based on the density measurement described in the first step. The center of the first cluster is assigned to the point with the highest density. Taking rb as the new cluster radius, the density measurement of each point is revised as follows:


      D i   ⏞   R e v i s e d   =  D i  −  D   c i    exp   −        x i  −  x j     2           r a   2     2       



(14)




where    D   c i      is the revised density measurement.



3rd step: Finally, the cluster center Xc2 is fixed according to the density calculations of all data points. All calculations are continuously performed until a sufficient number of cluster centers are generated [47,48].



	(c) 

	
Performance Criteria







In this work, both training and testing errors can be evaluated by the mean- square error     M S E     and the root-mean-square error     R M S E     for the ANFIS model validation and to determine the performance of the models predicted by the output values of the corresponding dataset:


  M S E =  1 n    ∑  i = 0  n        X i  −  Y i     2     



(15)






  R M S E =    1 n    ∑  i = 0  n        X i  −  Y i     2       



(16)




where n is the number of samples and Xi and Yi are the measured and predicted values, respectively.





3. Experimental Methodology


The general framework of the proposed diagnosis methodology is shown in Figure 3. First, the stator current signal under different test conditions was acquired. Next, The HFFT was applied to the acquired signal, which extracted the envelope of the current signal by HT then processed it via FFT. The amplitude Abb and the frequency fbb corresponding to the 2sfs harmonic were selected as BRB fault features. To classify the fault, the numbers of broken bars were determined through the use of two models of ANFIS (GP and SC) where the Abb and fbb were considered as inputs of the ANFIS models. The results of the ANFIS models were compared to determine which model’s performance was better along with the convergence between them.




4. Experimental Test


4.1. Description of the Test Bench


The experimental setup of this research is depicted in Figure 4 and Figure 5. Figure 4 represents the descriptive flowchart of the experimental setup, and Figure 5 shows the real experimental setup. A series of tests were conducted on three squirrel-cage induction motors that each had a nominal power of 1.1 kW, 230/400 V nominal voltage, and a rated speed (N) of 1450 rpm. One motor was considered as a reference healthy motor. The other two motors were tested with one broken bar and two adjacent broken bar faults. The parameters of the tested motors are given in Table 1.



The power supply used was a three-phase autotransformer (0–450 Vrms line-to-line) that directly fed the IM (400 V, 50 Hz, Y). The mechanical load was applied to the IM by connecting the shaft to a DC generator of 1 kW rated power. The output of the DC generator was connected to a variable resistive load to allow tests to be performed at different loads. The measurements in the IM were carried out using the incremental speed sensor and a current sensor connected to the stator. Data acquisition was performed using the DSpace 1104 card with a TMS32F240 DSP via Control Desk software. The sampling frequency of the data acquisition was 10 kHz in all conducted experiments. For the laboratory tests, the BRB faults were performed by drilling a small hole of Ø = 3 (mm) and a depth of e = 2 (mm) at the rotor bar, as shown in Figure 6.



Figure 7 represents a detailed flowchart of the proposed approach. As a data-driven method, data collection and processing are essential for detecting and determining the number of broken bars in the rotor of an IM. The proposed approach was implemented, and it is shown below as follows:




	(a)

	
Acquisition: the stator current (Is) under different conditions was acquired using the current sensor, which was connected to the interface of the DSpace card to record the data on the PC.




	(b)

	
Applying the HFFT method: using Matlab software, the HFFT was applied to the acquired signal by extracting the envelope of the current (Is envelope) by HT then processing it via FFT.




	(c)

	
The amplitude (Abb) and the frequency (fbb) corresponding to the 2sfs harmonic (extracted from Is_envlope) were chosen as BRB fault indicators.




	(d)

	
Classification of the BRB fault: using the two ANFIS models, GP and SC, the classification of the fault was performed by quantifying the number of broken bars in the rotor of an IM, where the amplitude (Abb) and the frequency (fbb) were considered as the inputs of the two ANFIS models and the number of the broken bars was the desired output.









The total number of samples forming (input/output) couples was 132. All samples were carefully divided, where 105 were used for training and 27 were used for testing.



	(e)

	
Accuracy evaluation: in order to evaluate the efficiency and performances of the ANFIS models, the MSE and RMSE were chosen to be the indicators of accuracy, as explained in Section 2.2.








4.2. Selection of the ANFIS Model Parameters


The two proposed ANFIS models, namely, ANFIS-GP and ANFIS-SC, were developed using data collected from the experimental measurements being summarized in Table 2; the dataset was divided carefully into training and testing subsets, as presented in Section 5. The training dataset was used to train the ANFIS-GP and ANFIS-SC models, whereas the testing dataset was used to verify the accuracy and the effectiveness of the trained ANFIS models. Although the training data size was small, it was of good quality and it described with high fidelity the dynamics of the system. Moreover, the considered experimental scenarios can help us make the optimal decision about the condition of the bars in the rotor of an IM and therefore detect and classify BRB faults.



The first proposed ANFIS model is ANFIS-GP, which is based on dividing the data space into several square components, as mentioned earlier. The ANFIS-GP parameters are composed of two variable inputs, which are the frequency fbb (I1) and the amplitude Abb(I2) of the 2sfs harmonic, and one variable output, the number of broken bars in the rotor. A linear fuzzy output with six Gaussian-type membership functions (MFs) was used, as shown in Figure 8, where the two inputs were fuzzified by six Gaussian fuzzy sets directed by 36 significant IF–THEN rules, as shown in Figure 9. The modified parameters of ANFIS-GP were optimized using the hybrid training algorithm. The number of training epochs used was 100 because it was inferred that increasing the number of epochs did not lead to a better error.



The second ANFIS model is ANFIS-SC whose parameters are composed of the same inputs and output as the first model, with 25 Gaussian-type membership functions (MFs), as shown in Figure 10. The number of fuzzy rules used was 25 (see Figure 11). To generate these rules using the subtractive clustering technique, it was essential to determine the appropriate values of the parameters “accept ratio”, “reject ratio”, “squash factor”, and “cluster radius”. The performance of the ANFIS-SC model is very sensitive to the “cluster radius” parameter, while the rest of the parameters do not have a great influence. In this work, ‘squash factor’, ‘accept ratio’, and ‘reject ratio’ were considered to be 1.25, 0.5, and 0.15, respectively, while the cluster radius was equal to 0.1.



The MSE and RMSE were finally calculated to select the best-suited parameters. The parameters of the two ANFIS models were used, and they are summarized in Table 3.



In this study, the two ANFIS models were developed using MATLAB R2013b and Fuzzy Control Toolbox using a 2.10 GHz core i3 processor with 4 GB of RAM.





5. Experimental Results and Discussion


The experimental findings of the suggested diagnostic approach are provided in this section using the HFFT method on the stator current to extract fault indicators and then classify the fault using the two ANFIS models.



5.1. Application the HFFT Technique on the Stator Current


	(a) 

	
Stator current envelope







Figure 12 represents the experimental result of the stator current with its envelope for two BRB faults in an IM. The BRB fault caused the deformation of the magnetic field in the air gap of the IM, resulting in sequential modulation in the stator currents. This modulation of the stator currents is the so-called “envelope”, which is repeated cyclically at a rate equal to double the slip frequency (2 sfs). Typically, HT is used to extract the envelope from the current signal to detect this fault.



	(b) 

	
Envelope processing using FFT







Figure 13a,c represent the experimental results of the spectrum analyses of the stator current envelope in phase as for healthy and faulty (1 BRB and 2 BRB) states under three different loads: low load, half load, and full load.



In the healthy state, shown in Figure 13a, it was observed that the presence of the 2sfs harmonic with a small amplitude corresponded to that created by the BRB defect. The appearance of this harmonic was the result of the natural asymmetry of the rotor. For example, bubbles in the rotor bars during the molding stage generated a slight disturbance in the distribution of magnetic flux in the air gap.



In faulty states (Figure 13b,c), it was observed that both the frequency and the amplitude of the 2sfs harmonic are considerably affected by the BRB fault, and there was a direct relationship between the two features (the frequency and amplitude) and the number of broken bars. Moreover, they provided effective detection of the BRB fault in different conditions, even at low loads. These results have been proven by many studies, such as [9,18,22,29].




5.2. ANFIS-Based BRB Fault Diagnosis System


In all data-driven approaches, model construction is conducted based on training, which ensures the mapping between the   X   matrix-forming inputs and the   Y   matrix taken as an output. To attain a high-accuracy data-driven model, collected data should describe the dynamic of the modeled system or phenomenon [24,45,49]. Regarding that necessity and taking the objective of building an ANFIS classifier for BRB fault detection, three motors with three states were used, as explained in Section 4. Then, the fault signature collected for the HFFT of the current signal was considered as an input for ANFIS, while the output was constructed based on the known state of the motor. In order to construct a high-fidelity classifier, the dynamic of the IM should be known. Therefore, serval experiments were carried out by varying IM loads from 10% to a rated load, with the same sampling frequency of 10 Hz. Table 2 summarizes a quantitative presentation of the built dataset. In the next subsections, the training and testing procedures are presented.



	(a) 

	
Training phase







The training dataset creation is of crucial importance for ANFIS development. To achieve the objectives, the training data should contain enough information, including several scenarios of the operation motor in the healthy and BRB fault states under different loads. To conduct the training phase of the proposed ANFIS models (GP and SC), as presented in Table 2, 105 samples were used by taking    I  =    f  b b   ,  A  b b       as the input and the number of broken bars in the rotor as the output. The input dataset represented in Figure 14 is constituted by a series of samples (105) composed of five parts, with each part representing three states of IM operating conditions under seven loads as follows: 7 × 5 samples of a healthy motor under varying loads (10%, 20%, 40%, 50%, 70%, 80%, and 100%) of the rated load;



	
7 × 5 samples of a BRB fault with one broken bar under varying loads (10%, 20%, 40%, 50%, 70%, 80%, and 100%) of the rated load;



	
7 × 5 samples of a BRB fault with two broken bars under varying loads (10%, 20%, 40%, 50%, 70%, 80%, and 100%) of the rated load.






An output dataset is necessary to achieve supervised learning. This dataset was built by corresponding each sample in the input dataset with its desired output, which indicates the number of broken bars in the rotor of the IM for the two proposed models, as shown in Figure 15. It is clear that the ANFIS models perfectly learned the input dataset where they correctly gave the desired output with respect to the following scenarios:




	
Output = 0, healthy rotor cage;



	
Output = 1, one broken bar in the fault;



	
Output = 2, two broken bars in the fault.








Figure 16 shows the training error of the ANFIS-GP and ANFIS-SC models in several conditions (healthy and faulty mode) of IMs. It is noted that the error values were very low in the two ANFIS models; comparing the responses of the proposed models, one can easily deduce that the ANFIS-SC model was stable, with minimal error compared to the ANFIS-GP model.



	(b) 

	
Test phase







In order to evaluate the two ANFIS models’ ability to generalize with unknown data, the network must be tested with a testing subset. This is shown in Figure 17. Its distribution can be summarized as follows:




	
Nine samples for healthy operating under varying loads (30%, 60%, and 90% of the rated load);



	
Nine samples for the IM operating with one broken bar under varying loads (30%, 60%, and 90% of the rated load);



	
Nine samples for the IM operating with two broken bars under varying loads (30%, 60%, and 90% of the rated load).








The test outputs and their errors are shown in Figure 18 and Figure 19, respectively, where it is noted that the network indicated variable outputs which represented the number of broken bars in the rotors of the IMs. The ANFIS-SC model can quantify the number of broken bars with higher accuracy and time effectiveness compared to the ANFIS-GP model.



	(c) 

	
Comparison between the two proposed ANFIS models







Table 3 represents the calculated performance criteria (MSE and RMSE) of the two ANFIS models for the learning and testing phases. From this table, it is observed that the ANFIS-SC model with (MSE = 1.9152 × 10−14, and RMSE = 1.3839 × 10−7 for the training phase and MSE = 2.1088 × 10−14, and RMSE = 1.4522 × 10−7 in the testing phase provided better results compared to ANFIS-GP. The high accuracy of ANFIS- SC can be explained by the nature of the algorithm since it groups data with similar information around a cluster center. The main advantage of this algorithm is that data points are used as candidates, which efficiently solves the dimensionality problems and reduces training time. Regarding the implementation purposes of the proposed algorithm, the cost is considerably reduced because of the reduction in ANFIS rules thanks to the optimized clusters. In addition, it is known that increasing the number of rules leads to stability problems because of the inference phenomenon, which is the key idea of all fuzzy systems.



The performance indices shown in Table 4 confirm the elevated performance and efficiency of the ANFIS-SC model, which can be successfully used for the detection and classification of BRB faults by determining the number of broken bars in the rotors of IMs. Furthermore, by comparing these results with those mentioned in the literature, it was observed that ANFIS models are one of the most effective algorithms in the literature in terms of CPU time and accuracy classification thanks to their high training ability, training time effectiveness, and software programming and hardware implementation cost compared to the other algorithms summarized in Table 5. However, in order to ensure the effectiveness of an ANFIS, one should consider input number reduction and its optimization since this determines the number of modifiable parameters.





6. Conclusions


The present paper proposes an effective diagnostic approach for the automatic early detection and classification of BRB faults in IMs under different loads. The approach is based on the hybridization of the HFFT method and two ANFIS models. The HFFT is applied by using the HT to extract the envelope of the stator current then processing it with FFT. The frequency and the amplitude of the 2sfs spectrum of the stator current envelope were chosen as fault indicators, and they were used as the inputs of the ANFIS-GP and ANFIS-SC models. The proposed approach was implemented through experimental tests where three IMs were used: the first had one broken bar, the second had two adjacent broken bars, and the third was a healthy motor under different loads. The experimental results illustrated that:




	
The amplitude (Abb) and frequency (fbb) of the 2sfs harmonic had a high sensibility of BRB faults, even under low loads (low slip), which allows them to be good and reliable indicators that easily detect BRB faults in IMs.



	
Two ANFIS models, ANFIS-GP and ANFIS-SC networks, were used to classify the BRB faults by determining the number of broken bars in the rotors of IMs where it considered the Abb and fbb indicators as their inputs. The performance criteria, which represent the MSE and RMSE, show that the ANFIS-SC model provided the best detection and accuracy classification of the BRB faults, where a minimal error was obtained with MSE = 1.9152 × 10−14 and RMSE = 1.3839 × 10−7 in the training and about MSE = 2.1088 × 10−14 and RMSE = 1.4522 × 10−7 in the test comparison with the ANFIS-GP model.



	
The combination of HFFT-ANFIS-SC provided the proposed approach with more effectiveness and accuracy for detecting the BRB faults and precisely quantifying the number of broken bars under different loads (under low and high slips).








The ANFIS networks, in particular “ANFIS-SC”, did not fail in all cases of the scenarios. As a result, this diagnostic method may be used to detect other types of motor faults. As a consequence, as the scope of this study develops, the research can expand by considering other types of IM defects, such as eccentricity, bearings, inter-turn short circuits, etc., to obtain a reliable integrated automatic diagnostic system. Regarding future algorithmic development, an optimized bio-inspired ANFIS-SC could increase the machine learning capabilities of ANFIS. In addition, a deep encoder–decoder stacked ANFIS can make a considerable contribution to the BRB detection and deep learning field.
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	Hilbert Transform
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Figure 1. Analysis of the stator current signal for IM with two broken bar faults under low load by: (a) FFT; (b) HFFT. 
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Figure 2. Flowchart of the ANFIS system. 
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Figure 3. General framework for fault detection methodology. 
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Figure 4. Descriptive flowchart of the experimental setup. 
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Figure 5. Experimental test bench. 
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Figure 6. The rotors used in experimental tests: (a) healthy; (b) one broken bar (1BRB); (c) two adjacent broken bars (2BRB). 
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Figure 7. Flowchart of the experimental method of the “HFFT-ANFIS” approach. 
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Figure 8. MFs obtained by ANFIS-GP model. 
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Figure 9. ANFIS-GP structure for BRB fault detection. 
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Figure 10. MFs obtained by ANFIS-SC model. 
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Figure 11. ANFIS-SC structure for BRB fault detection. 
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Figure 12. Stator current and its envelope for two broken rotor bars. 
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Figure 13. Spectra of stator current envelopes under different loads (low load, half load, and full load) for the states: (a) healthy; (b) one BRB fault; (c) two BRB faults. 
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Figure 14. Inputs for the training data of the ANFIS models. 
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Figure 15. Output for the training data of the ANFIS models: ANFIS-GP and ANFIS-SC. 
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Figure 16. Errors of the ANFIS models’ training data: ANFIS-GP and ANFIS-SC. 
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Figure 17. The inputs for the testing data of the ANFIS models. 
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Figure 18. The output for the testing data of the ANFIS models: ANFIS-GP and ANFIS-SC. 
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Figure 19. The error for the testing data of the ANFIS models: ANFIS-GP and ANFIS-SC. 
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Table 1. Specification of the IMs used.
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	Characteristics
	Specification





	Rated Power
	1.1 (kW)



	Rated Voltage
	400/230 (V)



	Rated Current
	2.5 (A)



	Supply Frequency
	50 (Hz)



	Number of Poles
	4



	Rated Speed
	1450 (rpm)



	Number of Rotor Bars
	46
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Table 2. Quantitative analysis of the generated dataset.
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Load

	
Healthy

	
1BRB

	
2BRB

	
Number of Conducted Experiments

	
Training

	
Testing






	
Input

	
10

	
•

	
•

	
•

	
5 × 3

	
•

	




	
20

	
•

	
•

	
•

	
5 × 3

	
•

	




	
30

	
•

	
•

	
•

	
3 × 3

	

	
•




	
40

	
•

	
•

	
•

	
5 × 3

	
•

	




	
50

	
•

	
•

	
•

	
5 × 3

	
•

	




	
60

	
•

	
•

	
•

	
3 × 3

	

	
•




	
70

	
•

	
•

	
•

	
5 × 3

	
•

	




	
80

	
•

	
•

	
•

	
5 × 3

	
•

	




	
90

	
•

	
•

	
•

	
3 × 3

	

	
•




	
100

	
•

	
•

	
•

	
5 × 3

	
•

	




	
Output

	
-

	
0

	
1

	
2

	
-

	
-

	
-




	
Total

	
-

	
44

	
44

	
44

	
132

	
105

	
27
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Table 3. Parameters of the two proposed ANFIS models.
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	ANFIS Parameters
	ANFIS-GP
	ANFIS-SC





	Number of inputs
	2
	1



	Number of outputs
	2
	1



	Type of inputs’ MFs
	Gaussian
	Gaussian



	Fuzzy output type
	Linear
	Linear



	Number of fuzzy rules
	36
	25



	Number of learning iterations
	100
	100
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Table 4. Comparison between the results of the two ANFIS models.
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Phase

	
ANFIS Model

	
RMSE

	
MSE






	
Training

	
GP

	
7.3541 × 10−7

	
5.4083 × 10−13




	
SC

	
1.3839 × 10−7

	
1.9152 × 10−14




	
Testing

	
GP

	
4.6240 × 10−7

	
2.1381 × 10−13




	
SC

	
1.4522 × 10−7

	
2.1088 × 10−14
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Table 5. Summary of selected papers with the aim of BRB detection.
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	Ref.
	Input Data
	Nature of Study
	Signal Processing
	Classifier Type
	CPU Time
	Advantages
	Drawbacks





	[27]
	Current
	E
	SVMD
	-
	 [image: Energies 15 06746 i001]
	
	-

	
No need for training;




	-

	
Efficient.






	
	-

	
Regression Curve efficiency.









	[39]
	Current + Vibration
	E
	FFT
	ATSC-NEX
	 [image: Energies 15 06746 i003]
	
	-

	
Automatic construction;




	-

	
High accuracy.






	
	-

	
Hyperparameter optimization.









	[33]
	Current
	E
	DWT
	Fuzzy
	 [image: Energies 15 06746 i002]
	
	-

	
Simple configuration;




	-

	
High accuracy.






	
	-

	
Optimization. of MFs and rules.









	[38]
	Current
	T
	FFT
	Fuzzy
	 [image: Energies 15 06746 i001]
	
	-

	
Simple configuration.






	
	-

	
No experimental validation;




	-

	
Optimization of MFs and rules.









	[50]
	Current
	E
	DWTAR
	ANFIS
	 [image: Energies 15 06746 i002]
	
	-

	
Simple configuration;




	-

	
Efficient.






	
	-

	
No optimization procedures have been carried out.









	[28]
	Vibration
	T + E
	CMSA
	-
	 [image: Energies 15 06746 i003]
	
	-

	
No need for training;




	-

	
Efficient.






	
	-

	
Computational complexity.









	[37]
	Magnetic flux density
	E
	FFT
	ANFISFUZZY
	 [image: Energies 15 06746 i001]
	
	-

	
Simple configuration;




	-

	
High accuracy.






	
	-

	
High number of inputs;




	-

	
The use of six inputs.









	[51]
	Current
	E
	FFT
	ANFIS
	 [image: Energies 15 06746 i001]
	
	-

	
Simple configuration;




	-

	
Efficient;




	-

	
Cluster radius optimization;




	-

	
Efficient.






	
	-

	
The maintained clusters lead to best result. However, the algorithm implementation becomes expensive because of the cluster number.









	[36]
	Current
	T
	WP
	ANFIS
	 [image: Energies 15 06746 i003]
	
	-

	
Simple configuration;




	-

	
High accuracy.






	
	-

	
The use of eight MFs for each input is not recommended for GP-ANFIS because of overfitting and the number of modifiable parameters, as reported in [49].









	[22]
	Current
	T
	HFFT
	NN
	 [image: Energies 15 06746 i003]
	
	-

	
High accuracy.






	
	-

	
Important number of hidden layers and neurons in each one (time consumptions + overfitting).









	[35]
	Current
	T
	--
	ANFIS
	 [image: Energies 15 06746 i001]
	
	-

	
Simple configuration;




	-

	
Efficient.






	
	-

	
Fault identification;




	-

	
No test or validation.









	[29]
	Current
	E
	HFFT
	Fuzzy
	 [image: Energies 15 06746 i001]
	
	-

	
Simple configuration.






	
	-

	
Optimization of MFs and rules.









	[34]
	Current
	T
	DWT + PCA
	ANFIS
	 [image: Energies 15 06746 i003]
	
	-

	
Simple configuration;




	-

	
Efficient.






	
	-

	
The use of five parallel ANFIS models is computationally expensive.













E: Experimental; T: Theoretical;  [image: Energies 15 06746 i001] Low CPU time;  [image: Energies 15 06746 i002] Medium CPU time;  [image: Energies 15 06746 i003] High CPU time.
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