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Abstract: In this paper, the frequency/voltage restoration and active power sharing problems of
islanded AC microgrids are studied. A novel distributed dynamic event-triggered secondary control
scheme is proposed to reduce the communication burden. The continuous monitoring of event-
triggered conditions and Zeno behavior can be fundamentally avoided by periodically evaluating
event-triggered conditions. In addition, by introducing an adaptive coefficient related to the system
deviations, the control performance can be improved. Sufficient conditions to ensure the stability
of the system are provided through a Lyapunov function. Lastly, the effectiveness of our proposed
secondary control scheme is verified in a MATLAB/SimPowerSystems environment.
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1. Introduction

Microgrids (MGs) are small-scale power systems consisting of loads, energy storage
systems, distributed generations (DGs), and controllers that help in fully utilizing renewable
energy [1]. Renewable energy generators represented by photovoltaic (PV) generators have
great development potential, and MGs based on PV generators will play an important
role [2,3]. Since the output of PV generators is the DC voltage, three phase inverters are
needed to connect PV generators to MGs. Therefore, the control of AC MGs based on
voltage source inverters is particularly important.

A hierarchical control framework [4] including primary, secondary, and tertiary con-
trols is widely adopted in the control of MGs. In islanded mode, the primary control
ensures power sharing through decentralized droop control. The secondary control is
introduced to compensate for frequency and voltage deviations caused by the primary
control. Distributed secondary control is regarded to be a superior alternative to the tradi-
tional centralized secondary control strategy because it does not require a central controller,
and only neighboring information is needed to compute the control inputs [5]. With the
technique of feedback linearization, the secondary control problem can be transformed
into a one- or two-order consensus problem [6,7]. In this distributed control framework,
important issues such as communication delay [8] in MG control are studied. In addi-
tion, the hierarchical distributed control strategy considering optimal economic dispatch
problem has been a research hotspot in recent years [9–11].

With the increased number of DGs, such distributed control schemes face the limitation
of communication bandwidth. Recently, dynamic event-triggered (ET) control has been
proposed to alleviate the communication burden [12,13]. Compared with conventional ET
control [14], an internal dynamic variable is added in the ET conditions (ETCs) in dynamic
ET control, which increases the difficulty of meeting ETCs and thus further reduces ET times.
However, most current papers applying dynamic ET to MG control design ET function in a
continuous form [15–17], which is energy-consuming in practical implementation. Similar
to periodic ET (PET) control [18], continuous monitoring of ETCs and Zeno behavior can
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be fundamentally avoided through periodically checking ETCs. That is, dynamic periodic
ET (DPET) control [19]. There are few works applying the DPET technique in the field
of MGs. The authors in [20] proposed a DPET strategy to address the output consensus
problem of DC MGs. The time-varying communication delay problem was solved with a
DPET strategy proposed in [21].

On the other hand, the design of ETCs usually only ensures the stability of the system.
For practical MG systems, when system frequency or voltage deviates from an acceptable
range, the first consideration is the control performance, not the communication burden.
The reduction in communication burden may sacrifice control performance. On the basis of
the above considerations, in this paper, an adaptive coefficient relating to system deviations
is introduced to balance these two aspects. To the best of our knowledge, this idea has not
been studied in the secondary control of AC MGs. The major contributions of our work
are listed below:

• The secondary control problem is addressed under the DPET control structure, which
further reduces the communication burden, and fundamentally avoids Zeno behavior
and the continuous monitoring of ETCs.

• By introducing adaptive coefficients related to system deviation, the proposed con-
trol scheme can take into account both the communication burden and the control
performance.

The rest of this paper is organized as follows. Section 2 provides preliminary knowl-
edge and the model of MG primary droop control. Section 3 elaborates the proposed novel
distributed DPET secondary control scheme. Section 4 provides the simulation results and
a discussion on related works. Lastly, this work is concluded in Section 5.

2. Preliminaries and Problem Formulation
2.1. Graph Theory

The communication topology of a networked MG system with N DGs can be repre-
sented by a graph G = (V , E), where V = {v1, . . . , vN} is the set of vertexes and E ⊆ V ×V
is the set of edges. Adjacency matrix A = (aij) ∈ RN×N represents the connection rela-
tionship between vertexes. If (vi, vj) ∈ E , aij = 1. Otherwise, aij = 0. The set of neighbors
of vertex i is denoted by Ni = {vj|(vi, vj) ∈ E , i 6= j}. The degree matrix is defined by

D = diag{di} ∈ RN×N , where di = ∑
j=N
j=1 aij. The Laplacian matrix of G is defined as

L = D −A. The maximal eigenvalue of matrix P is denoted by λn(P).

2.2. AC MG System and Primary Droop Control

In general, the power controller, nested voltage and current controllers, and the pulse
width modulator comprise the primary control layer. More details about the primary
control structure can be found in [7]. The decentralized droop control is widely applied in
the primary control of MGs. The droop characteristic of the i-th DG is given as follows.

ωi = ωni −mpiPi, (1)

vodi = Vni − nqiQi, voqi = 0, (2)

where ωni and Vni are the primary frequency and voltage reference signals, respectively;
mpi and nqi are the droop coefficients associated with DG i’s capacity; and Pi and Qi are the
measured output active and reactive power, respectively.

2.3. Problem Formulation

The secondary control adjusts primary control reference signals to compensate for
frequency or voltage deviations. Differentiating (1) and (2) yields

ω̇i = ω̇ni −mpi Ṗi, (3)

˙vodi = V̇ni − nqiQ̇i. (4)
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Define ω̇i = uω
i , mpi Ṗi = uP

i ,
.

vodi = uV
i and nqiQ̇i = uQ

i . The reference signals sent to

the primary control can be given by ωni =
∫
(uω

i + uP
i )dt and Vni =

∫
(uV

i + uQ
i )dt, where

the four controllers uω
i , uP

i , uV
i , and uQ

i need to be designed in the secondary control scheme.

3. Distributed DPET Secondary Control Design

In this part, a novel distributed DPET secondary control scheme is proposed, and the
stability of the control scheme is analyzed.

3.1. Distributed DPET Frequency and Active Power Controllers

The operating frequency of each DG should be restored to the nominal value ωre f .
Therefore, the frequency control objective for the i-th DG can be expressed as

lim
t→∞

ωi(t)−ωre f = 0, ∀i ∈ V . (5)

The distributed frequency controller for the i-th DG was designed as follows.

uω
i = kωcωi(t), kω > 0, (6)

cωi(t) = ∑
j∈Ni

(
ω̃j(t)− ω̃i(t)

)
+ bi

(
ωre f − ω̃i(t)

)
, (7)

where kω denotes the control gain, cωi(t) denotes the ET coordination error, bi represents
whether DG i can receive ωre f , and ω̃i denotes the frequency state at the ET instant. That is,
ω̃i(t) = ωi(tω

ki
), t ∈ [tω

ki
, tω

ki+1).
The ET instant tω

ki+1 is determined by the frequency ETC, whose evaluating period is
defined as hw. Thus, the ETC evaluating moment is denoted by t = lhω, l ∈ N. Obviously,
tω
ki+1 is an integer multiple of hω determined by

tω
ki+1 = inf{t = lhω |t > tω

ki
, e2

ωi(t)−
αi

4σ2 c2
ωi(t)− βωi(ω)χω

i (t) ≥ 0}, (8)

where αi ∈ (0, 1), σ = max{di + bi/2}, and eωi(t) is the ET measurement error defined as

eωi(t) = ω̃i(t)−ωi(t). (9)

Adaptive coefficient βωi(ω) need to be designed later, and the internal dynamic
variable χω

i (t) is calculated with

χ̇ω
i (t) = −γiχ

ω
i (t), γi > 0, χω

i (0) > 0. (10)

Theorem 1. Assume that the communication topology G of the MG system is connected, and at
least one DG could receive leader information ωre f . If evaluating period hω satisfies

hω <
1− ᾱ

2kωλn(L+ B) , ᾱ = max{αi},B = diag{bi}, ∀i ∈ V , (11)

and βωi(ω) and γi satisfy
2σ2kω βωi(ω)− γi ≤ 0, (12)

frequency control objective (5) can be achieved under Control Law (6)–(7) and the ETCs (8)–(12).

Proof. The frequency tracking error is denoted by

ζωi = ωi −ωre f . (13)

The compact form of (7), (9), and (13) can be derived as follows.



Energies 2022, 15, 6883 4 of 12

cω(t) = −H(ω̃(t)− 1Nωre f ), (14)

eω(t) = ω̃(t)−ω(t), (15)

ζω(t) = ω̃(t)− 1Nωre f , (16)

where cω = [cω1, . . . , cωN ]
T ∈ RN×1, ω = [ω1, . . . , ωN ]

T ∈ RN×1, ω̃ =
[ω̃1, . . . , ω̃N ]

T ∈ RN×1, eω = [eω1, . . . , eωN ]
T ∈ RN×1, 1N = [1, .., 1]T ∈ RN×1 and H =

L+ B.
Consider a Lyapunov candidate function:

V = V1 + V2 =
1
2

ζT
ω(t)Hζω(t) +

n

∑
i=1

χω
i (t). (17)

Using (14)–(16), the time derivative of V1 can be derived as follows.

V̇1 = kωcT
ω(t)cω(t)− kωcT

ω(t)Heω(t). (18)

For any t ∈ [lhω, (l + 1)hω) ⊆ [tω
ki

, tω
ki+1), we have ω̃i(t) = ω̃i(lhω). Thus, V̇1 can be

derived as
V̇1 = kωcT

ω(lhω)cω(lhω)− kωcT
ω(lhω)Heω(t). (19)

According to (15), we have eω(t) = eω(lhω) − (t − lhω)ω̇(t). Applying inequality
t− lhω ≤ hω, (19) can be bounded as

V̇1 ≤ −kωcT
ω(lhω)cω(lhω)− kωcT

ω(lhω)Heω(lhω) + k2
ωhωcT

ω(lh)Hcω(lhω). (20)

For simplicity, cω(lhω) and eω(lhω) are abbreviated to cω and eω in the following steps.
SinceH is symmetric and positive definite [22], (20) can be bounded as

V̇1 = −kωcT
ωcω − kωcT

ωHeω + k2
ωhωcT

ωHcω

≤ −kω

n

∑
i=1

c2
ωi − kω

n

∑
i=1

(di + gi)cωieωi + kω

n

∑
i=1

∑
j∈Ni

cωieωj + k2
ωhωλn(H)cT

ωcω. (21)

According to Young’s Inequality, x2/(2a) + (ay2)/2 ≥ xy, ∀x, y ≥ 0, a > 0, it can be
obtained that

−kω

n

∑
i=1

(di + gi)cωieωi ≤
1

4σ
kω

n

∑
i=1

(di + gi)c2
ωi + σkω

n

∑
i=1

(di + gi)e2
ωi ,

kω

n

∑
i=1

∑
j∈Ni

cωieωj ≤
1

4σ
kω

n

∑
i=1

dic2
ωi + σkω

n

∑
i=1

∑
j∈Ni

e2
ωj , (22)

where σ = max{di + gi/2}. SinceH is symmetric, we have

σkω

n

∑
i=1

∑
j∈Ni

e2
ωj = σkω

n

∑
i=1

∑
j∈Ni

e2
ωi = σkω

n

∑
i=1

die2
ωi. (23)

Combining (11), (21)–(23), V̇1 can be bounded as

V̇1 = −kω

n

∑
i=1

c2
ωi +

1
2σ

kω

n

∑
i=1

(di + gi/2)c2
ωi + 2σkω

n

∑
i=1

(di + gi/2)e2
ωi + k2

ωhωλn(H)cT
ωcω

≤ −kω

n

∑
i=1

c2
ωi +

1
2

kω

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

e2
ωi + kω

1− ᾱ

2

n

∑
i=1

c2
ωi (24)

= −kω
ᾱ

2

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

e2
ωi.
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Using the ET inequality e2
ωi(lhω) ≤ αic2

ωi(lhω)/4σ2 + βωi(ω)χω
i (t), and combining

(10), (12) and (24), V̇ can be bounded as

V̇ = −kω
ᾱ

2

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

e2
ωi −

n

∑
i=1

γiχ
ω
i (t)

≤ −kω
ᾱ

2

n

∑
i=1

c2
ωi + 2σ2kω

n

∑
i=1

( αi
4σ2 c2

ωi + βωi(ω)χω
i (t)

)
−

n

∑
i=1

γiχ
ω
i (t)

= kω
αi − ᾱ

2

n

∑
i=1

c2
ωi +

n

∑
i=1

(
2σ2kω βωi(ω)− γi

)
χω

i (t)

≤ 0. (25)

Therefore, the system frequency can reach consensus and restore to ωre f under Control
Law (6) and (7) and ETCs (8)–(12). The proof is completed.

Next, the value of the adaptive coefficient βωi(ω) is discussed. Usually, coefficient βωi
is fixed in ETCs. In practical implementation of the secondary control scheme, when inverter
operating frequency deviates from an acceptable range, the controller should restore system
frequency to the acceptable range as soon as possible instead of first prioritizing the
reduction in communication burden. Obviously, an adaptive coefficient related to frequency
deviations is more effective in balancing control performance and communication burden.
Thus, adaptive coefficient βωi(ω) is determined by

βωi(ω) =

{
1

Rω|ωi−ωre f | , if
∣∣∣ωi −ωre f

∣∣∣ > ∆ω and gi = 1,

βω0 , otherwise,

where ∆ω is an acceptable threshold, and βω0 and Rω are constants to guarantee that βωi(ω)
always satisfies Condition (12). A larger frequency deviation leads to a smaller value of
βωi(ω) when the operating frequency deviates from the safety range, which renders ETCs
easier to be met, and data exchange and control input updates are then more frequent.
When the frequency deviation is within the acceptable range, βωi(ω) is fixed to further
reduce the communication burden.

The control objective of active power can be expressed as follows.

lim
t→∞

(mpiPi(t)−mpjPj(t))0, ∀i 6= j, i, j ∈ V . (26)

The active power sharing control law of the i-th DG was designed as follows.

uP
i = kPcPi(t), kP > 0, (27)

cPi(t) = − ∑
j∈Ni

(P̃mi (t)− P̃mj(t)), (28)

where Pmi (t)
∆
= mpiPi(t), kP is the control gain, and cPi(t) represents the ET coordination

error of active power ratios. P̃mi (t) is updated by P̃mi (t) = Pmi (t
P
ki
), t ∈ [tP

ki
, tP

ki+1). tP
ki+1

represents the ET instant of the active power controller, which is determined by

tP
ki+1 = inf{t = lhp|t > tP

ki
, e2

Pi(t)−
αi

4σ2 c2
Pi(t)− βPi(P)χP

i (t) ≥ 0}, (29)

where hp denotes the active power evaluating period, αi ∈ (0, 1), and σ = max{di}.
The ET measurement error is calculated with ePi(t) = P̃mi (t)− Pmi (t), and internal dynamic
variable χP

i (t) is calculated with χ̇P
i (t) = −γiχ

P
i (t), γi > 0, χP

i (0) > 0.

Theorem 2. Assume that communication topology G is connected. Control Law (27)–(28) and
ETC (29) can achieve control objective (26) if hp satisfies
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hp <
1− ᾱ

2kPλn(L)
, ᾱ = max{αi}, ∀i ∈ V ,

and βPi(P) and γi satisfy 2σ2kPβPi(P)− γi ≤ 0.

Proof. The detailed proof is similar to that of Theorem 1 and is omitted here.

Considering that the frequency and active power controller jointly generate primary
frequency signal ωni, the value of βPi(P) was set to

βPi(P) =
{

βωi(ω), if gi = 1,
βP0, otherwise.

The constraints of active power can also be designed according to actual requirements.

3.2. Distributed DPET Voltage and Reactive Power Controllers

Since accurate voltage restoration and reactive power sharing are two contradictory
control objectives, this paper mainly considers the voltage restoration objective, that is,
lim
t→∞

vodi(t)− vre f = 0, ∀i ∈ V . Reactive power controller uQ
i was adopted from low-pass

filter [7] and is omitted here.
Similar to the secondary frequency controller, the voltage control law of the i-th DG

was designed as follows,

uV
i = kvcvi(t), kv > 0, (30)

cvi(t) = − ∑
j∈Ni

(ṽodi(t)− ṽodj(t)) + bi(vre f − ṽodi(t)), (31)

where kv is the control gain, bi represents whether DG i could receive vre f , cvi(t) represents
the ET coordination error of the voltage, and ṽodi(t) is updated by ṽodi(t) = vodi(tv

ki
),

t ∈ [tv
ki

, tv
ki+1). tv

ki+1 represents the ET instant of the voltage controller, which is generated
by dynamic ETCs, similar to the frequency controller. For simplicity, the design details
are not provided here, but the simulation results of voltage restoration are provided in
Section 4.

In addition, the output voltage of inverters should fall in an acceptable range as
much as possible. To balance control performance and communication burden, adaptive
coefficient βVi(v) is defined as follows.

βVi(v) =

{
1

Rv|vi−vre f | , if
∣∣∣vi − vre f

∣∣∣ > ∆v and gi = 1,

βV0 , otherwise,

where ∆v is threshold, and βV0 and Rv are constants to guarantee that βVi(v) satisfies the
above constraints all the time.

If DGs receiving reference signals crash, frequency and voltage controllers (6)–(7)
and (30)–(31) may encounter failures, since the reference signals are not available for the
system. Some leaderless control structures were proposed to cope with this problem [23–26]
where the reference signals are treated as global quantity. Thus, these control structure
can overcome leader outage or failure. There are many works addressing communication
failures or node hijacking issues under the leader–follower structure, and this topic deserves
further study.

4. Simulation Results

The effectiveness of the proposed distributed DPET secondary control scheme was
verified in MATLAB/SimPowerSystems. A 60 Hz/380 V 4-DG test MG system was built.
The diagram of communication and electrical topology of the MG is shown in Figure 1.
The electric and control parameters are provided in Table 1.
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line 12

line 23

line 34

Ref 

signal

Cyber line
Physical line

Load 1

Load 2

Load 3

DG3

DG1DG1DG1
DG2DG2DG2

DG4DG4DG4

Figure 1. Diagram of the communication and electrical topology of the MG.

Table 1. Electric and control parameters of the MG system.

DGs Mp Np Rf (Ω) Lf (mH) Cf (µF)

DG1 and 2 9.4× 10−5 1.3× 10−3 0.1 1.35 50
DG3 and 4 12.5× 10−5 1.5× 10−3 0.1 1.35 50

Lines Lines 12 and 34 line 23 Loads Loads 1 and 3 Load 2

Rt (Ω) 0.23 0.35 P (kW) 45.9 36
Lt (mH) 0.318 1.847 Q (kVar) 22.8 36

Controller k h β0 ∆/R0 γ

Frequency 5 0.02 0.016 0.05/1250 1
Voltage 5 0.02 0.016 5/12.5 1

Active power 1 0.06 0.125 - 1

4.1. Case Studies

The MG system operates in islanded mode at t = 0 s. Initially, only the primary control
is activated. The timeline of the study cases is described below.

1. Case 1: At t = 1 s, the secondary control is activated.
2. Case 2: At t = 10 s, load 3 is connected to the MG.
3. Case 3: At t = 20 s, load 3 is disconnected. The communication link between DG 1

and DG 4 fails at t = 21 s and restores at t = 34 s.
4. Case 4: At t = 35 s, DG 3 is disconnected from the MG..
5. Case 5: At t = 40 s, DG 3 is connected to the MG.

The simulation results of frequency, active power ratio, and voltage under the proposed
distributed DPET secondary control scheme are shown in Figure 2. During 0 < t < 1 s, in the
absence of secondary control, the system frequency and voltage deviated from ωre f and vre f .
When the proposed secondary control activated at t = 1 s, the system frequency and voltage
gradually recovered to 60 Hz and 380 V, and the active power ratios reached consensus.
Moreover, in Cases 2–5, when load changes, communication-link failures, and plug-and-play
events occurred, the system frequency and voltage could still recover to their nominal values
while achieving the active power sharing objective. The simulation results of power
mismatch between the total supplied and the rated active/reactive power are shown in
Figure 3. The power mismatch was under an acceptable range. The controller ET interval
of DG 1 is shown in Figure 4, which is usually larger than the evaluating period. Overall,
the DPET secondary control scheme proposed in this paper could achieve the secondary
control objectives while reducing the communication burden, and the design of dynamic
ETCs was reasonable.
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Figure 2. Simulation results of distributed DPET secondary control scheme (the time period of
different cases is separated with dashed lines). (a) Frequency, active power ratio, and voltage
response curves. (b) Enlarged view of the solid rectangular area on the left. (c) Enlarged view of the
dotted rectangular area on the left.
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Figure 3. Power mismatch of active/reactive power. (a) Active power. (b) Reactive power.
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Figure 4. ET interval of the frequency, active power, and voltage controllers of DG 1. (a) Frequency.
(b) Active power. (c) Voltage.

4.2. Comparisons

The proposed distributed DPET secondary control scheme is compared with a tra-
ditional PET secondary control scheme from the perspective of communication burden.
The controller ET times of the above two schemes are shown in Figure 5. Our proposed
scheme had fewer ET times than the PET scheme did. The average ET times of frequency,
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voltage, and active power controllers of the DPET scheme were 768, 1905 and 204, respec-
tively, which were smaller than the 1372, 2158 and 413 of the PET scheme, respectively.

0

500

1000

1500

2000

2500

DG1 DG2 DG3 DG4

The ET Times of Each DG 

Figure 5. ET times of frequency, voltage, and active power controllers of each DG under the PET and
DPET schemes (for each DG, the blue, green, and orange columns represent the ET times of voltage,
frequency, and active power controllers under PET and DPET schemes, respectively).

The advantages of adaptive coefficient βi are discussed. When a DG is plugged in the
system, the system state faces large oscillations that could even lead to system instability.
Thus, the plug-in event is considered to compare the control performance of the adaptive
βi and fixed βi strategies. The frequency controller ET instants and the frequency response
curves of the above two methods are shown in Figures 6 and 7, respectively.

The total ET times of frequency controllers were reduced from 52 for the fixed βω0
to 40 for the adaptive βωi. As shown in Figure 7, under a fixed βω0, the system frequency
oscillated from 58.61 to 60.69 Hz, which was larger than 58.66 to 60.65 Hz under the
adaptive βωi. Since the oscillation of the system itself was relatively small, and only DG 1
could adaptively change its βωi, the advantage of adaptive βωi in narrowing the oscillation
range is not very obvious, but it did narrow the oscillation amplitude of the system to
some extent. As shown in Figure 6, the triggering events of the adaptive βωi were more
frequent than those of the fixed βω0, since the adaptive βωi was smaller than βω0 at the
beginning. Due to the rapid improvement of the system oscillations, the subsequent ET
times were reduced, resulting in a decrease in the total ET times and an improvement in
control performance.
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Figure 6. Frequency controller ET instants of each DG. (’x’ represents the ET instant). (a) Fixed βω0.
(b) Dynamic βωi.
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Figure 7. Frequency response curves under plug-and-play event. (a) Fixed βω0. (b) Dynamic βωi

(comparison experiments were performed with kω = kv = 2, kP = 1, hω = hv = 0.05, hp = 0.06,
γ = 0.5, βω0 = βv0 = 0.02, βP0 = 0.06, Rω0 = 1000 and Rv0 = 10).

4.3. Performance under Communication Delay

In this section, the effects of communication delay on our proposed frequency, voltage,
and active power controllers are discussed. The communication delay is defined as τ. Take
case 1 in Section 4.1 as an example. Simulation conditions were τ = hω/10 = hv/10 = 1 ms,
τ = hω = hv = 20 ms and τ = 2hω = 2hv = 40 ms. As shown in Figure 8, with the
increase in τ, the response curves of frequency, voltage, and active power ratios had more
oscillations. When τ was much larger than the evaluating period, for example, τ = 40 ms,
the system failed to achieve consensus and became unstable.
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Figure 8. The effect of communication delay on frequency, active power, and voltage controllers.
(a) τ = 1 ms. (b) τ = 20 ms. (c) τ = 40 ms.

5. Conclusions

In this paper, a novel distributed DPET secondary control scheme for islanded AC
MGs was proposed to achieve the control objectives of frequency or voltage restoration
and active power sharing. In our case studies, the ET times of frequency, active power, and
voltage controllers in the proposed DPET scheme were reduced by 604, 253 and 209 times,
respectively, compared to the traditional PET scheme. Compared with the commonly used
fixed coefficient, frequency controllers with an adaptive coefficient reduced the ET times
by 12 times. The frequency oscillations in the plug-and-play events were also reduced by
about 0.05 Hz. In general, the proposed DPET secondary control scheme had advantages
in reducing the communication burden, and the introduction of adaptive coefficients helps
in further reducing the communication burden and improving the control performance.
The effectiveness of the proposed DPET secondary control scheme was verified with the
simulation results of the MG system under the events of island operation, load changes,
link failures, and plug and play.
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