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Abstract

:

Turbine-induced velocity deficit is the main reason to reduce wind farm power generation and increase the fatigue loadings. It is meaningful to investigate turbine-induced wake structures by a simple and accurate method. In this study, a series of single turbine wake models are proposed by combining different spanwise distributions and wake boundary expansion models. It is found that several combined wake models with high hit rates are more accurate and universal. Subsequently, the wake models for multiple wind turbines are also investigated by considering the combined wake models for single turbine and proper superposition approaches. Several excellent plans are provided where the velocity, turbulence intensity, and wind power generation for multiple wind turbines can be accurately evaluated. Finally, effects of thrust coefficient and ambient turbulence intensity are studied. In summary, the combined wake models for both single and multiple wind turbines are proposed and validated, enhancing the precision of wind farm layout optimization will be helped by using these wake models.
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1. Introduction


Wind energy is considered as one of most clean renewable resources and the exploitation of wind power can help us to solve the energy and environment crises. In 2021, the wind turbine capacity added 93.6 GW all over the world, and the global cumulative capacity reached 837 GW. However, it has been pointed out by GWEC that four times as much will be needed annually by 2030 to achieve net-zero emission [1]. Therefore, it is necessary to increase the global wind energy investigation and improve the wind power exploitation efficiency.



Theoretical or empirical wake models are widely used to carry out the wind farm layout optimization (WFLO) due to their simplicity and effectiveness. Therefore, an accurate wake model is the premise of the wind farm layout optimization. Jensen [2] firstly proposed an analytical wake model using the top-hat distribution and mass conservation, and this is widely used to conduct the WFLO. Frandsen et al. [3] also proposed an analytical wake model considering both mass and momentum conservation. Subsequently, Gaussian-based wake models were proposed [4,5] to overcome the discrepancy between top-hat distribution and the measured velocity deficit. Cosine-shaped wake models have also been proposed by Tian et al. [6] and Zhang et al. [7]. It is believed that the Gaussian-based or cosine-shaped wake models are more advanced, and they are consistent with the boundary layer theory. In addition, the 3D wake models [8,9], the full wake models [10,11], and the wake model for offshore wind turbine [12], have also been proposed. All these wake models have been validated by specific experiments or simulations, and wake model comparisons have also been carried out. However, a comprehensive comparison of these wake models with field tests, wind tunnel tests, and numerical simulations has not been carried out and the applicability of these wake models has not been discussed.



There are three main parts of the analytical wake model: the spanwise function, the streamwise function, and the wake boundary expansion model. In general, it is assumed that the spanwise function is distributed as the top-hat, Gaussian, or cosine shape, and the streamwise function can be derived by the spanwise function, the mass and momentum conservation. As for the wake boundary expansion, these are predicted by the empirical models and validated by measured data. The linear wake boundary expansion model with a constant expansion rate is the simplest one [2]. A non-linear model to describe the wake boundary expansion is adopted by Frandsen et al. [3]. To consider the effects of thrust coefficient and ambient turbulence intensity, it is assumed that the expansion rate and the intercept are related to these two parameters by Ishihara and Qian [5]. Furthermore, a non-linear wake boundary expansion model in which the wake radius is influenced with the added turbulence intensity is used [6,7,13]. Researchers have proposed the spanwise distribution, the streamwise function, and the wake boundary expansion model simultaneously, as shown in Table 1, however, the combined wake models (by considering different spanwise distributions, streamwise functions, and wake boundary expansion models) have not been systematically studied.



To calculate the velocity distribution and power generation in the wind farm, the wake velocity needs to be added together properly. A series of empirical superposition approaches for multiple wind turbines have been proposed, including the ambient-based linear superposition approach [14], the rotor-based linear superposition approach [15], the ambient-based root sum square superposition approach [16], the rotor-based root sum square superposition approach [17], the geometric superposition approach [18], and the energy conservation superposition approach [19]. Qian and Ishihara [20] compared the first four superposition approaches and found that the rotor-based linear superposition approach is more suitable for the IQ wake model. Yang et al. [13] and Tian et al. [21] noted that prediction results obtained by the root sum square superposition approach show excellent agreement with numerical simulations. Kirchner-Bossi and Porté-Agel [22] found that the combination of the rotor-based linear superposition approach and the BP wake model is an effective and accurate way to evaluate the wind power generation. The accurate prediction of wind velocity and wind power generation for multiple wind turbines depends on both the single wind turbine wake model and the superposition approach. Therefore, it is necessary to find the suitable superposition approach for a specific single wind turbine wake model.



In this study, the applicability of wake models to predict of turbine-induced velocity deficit and power generation is investigated. Theoretical wake models for single and multiple wind turbines including spanwise and streamwise distributions for velocity deficit, wake boundary expansion, added turbulence intensity, superposition approaches, and the Horn Rev 1 wind farm are introduced in Section 2 and Section 3, respectively. The combined wake models for both single and multiple wind turbines are proposed and validations are also carried out, and effects of thrust coefficient and ambient turbulence intensity on the wind power generation are studied in Section 4. Section 5 summarizes the conclusions.




2. Wake Models for the Single Wind Turbine


A series of analytical and empirical wake models for prediction of the velocity deficit, wake boundary expansion, and added turbulence intensity are introduced in Section 2.1, Section 2.2 and Section 2.3.



2.1. Spanwise and Streamwise Distributions


The mass and momentum conservations of a control volume around a wind turbine can be expressed as:


    ∫    A 0     ρ  U 0  d A =   ∫    A W     ρ  U W  d A  



(1)






    ∫    A 0     ρ  U 0 2  d A −   ∫    A W     ρ  U W 2  d A =  1 2  ρ  C T   A 0   U 0 2   



(2)




where    U 0   ,    A 0    represent the inflow wind speed at hub height and the rotor area.    U W   ,    A W    refer to the wind velocity and the cross-sectional area influenced by wake in the downstream distance.  ρ  shows the density of air and    C T    presents the thrust coefficient.



Multiplying    U 0    on both side of Equation (1) and then substituting it into Equation (2).


    ∫    A W     ρ  U W   (   U 0  −  U W   )  d A =  1 2  ρ  C T   A 0   U 0 2   



(3)







The velocity deficit can be separated into two independent terms including the spanwise term and the streamwise term and expressed as:


    ∆ U    U 0    = 1 −    U W     U 0    = C  ( x )  G  ( r )   



(4)




where   C  ( x )    and   G  ( r )    are streamwise and spanwise functions of velocity deficit.



The top-hat, Gaussian, and cosine-shaped distributions are three main functions to describe the spanwise velocity as shown in Figure 1. The x axis shows the radial distance normalized by the wake’s half width    r  1 / 2     and the y axis illustrates the velocity deficit normalized by the inflow wind velocity    U 0   . The wake’s half width    r  1 / 2     of wake radius is defined as the radial distance where half of the maximum velocity deficit is obtained for Gaussian and cosine-shaped distributions and the half width of wake radius for the top-hat distribution. The Gaussian and cosine-shaped distributions are written in Equations (5) and (6). In accordance with mass and momentum conservation, the streamwise functions can be derived as shown in Table 1. It is distinct that the velocity deficit predicted by the Gaussian or cosine-shaped distribution has one peak, while it maintains a constant value for the whole wake region at a specific downstream distance by the top-hat distribution. Compared with the top-hat distribution, it seems that the Gaussian or cosine distribution is more advanced and realistic since the wake velocity satisfies the boundary layer theory. Furthermore, it is found that the Gaussian distribution reduces to zero more smoothly than the cosine-shaped distribution in Figure 1. In summary, these two distributions are similar and more realistic to depict wake structures than the top-hat distribution.


  G  ( r )  = e x p  (  −    r 2    2  σ 2     )   



(5)






  G  ( r )  =  1 2   [  c o s  (   π   r w    r  )  + 1  ]   



(6)







The applications of these three spanwise distributions are summarized in Table 1. Theoretical wake models with a top-hat distribution are widely used to carry out WFLO due to their simplicity. In recent years, the Gaussian-based and cosine-shaped wake models have been proposed and the prediction results match well with experimental data. In accordance with mass and momentum conservation and the assumption of spanwise distribution, the streamwise function can be easily derived, such as the top-hat model [3], the Gaussian model [4,5], and the cosine-shaped model [7]. The wake model [5] is considered as a new Gaussian-based wake model since the streamwise function derived by Bastankhah and Porté-Agel [4] is decomposed by Taylor expansion and the only first order is kept.




2.2. Wake Boundary Expansion


The wake expands with the streamwise distance due to the flow mixing at the wake boundary. In general, the empirical formulas of the wake boundary expansion are proposed by using numerical or experimental results since it cannot be directly derived from the mass and momentum conservations.



The linear formula with a constant expansion rate to present the wake expansion is the simplest model. The wake expansion rate is defined as 0.075 [24] for the onshore wind farm while it is equal to 0.04 [25,26] or 0.05 [24,27] for the offshore wind farm. In fact, both thrust coefficient and ambient turbulence intensity have significant effects on the wake expansion rate. For example, the higher ambient turbulence intensity will accelerate the flow mixing and will induce a larger wake expansion rate. To meet this principle, the complicated expressions to describe the wake expansion are proposed, including the linear expression model where the wake expansion rate is related to thrust coefficient and ambient turbulence intensity, and the non-linear formula where the wake expansion is determined by the aerodynamic surface roughness, ambient, and added turbulence intensities. Table 2 summarizes empirical models proposed by previous studies to describe the wake boundary expansion.



Furthermore, to illustrate the relationship between the wake radius    r w    and the standard deviation of velocity deficit  σ , the following two expressions are widely used [5,28].


  σ =    r w   2   



(7)






  σ =    r w    2   2 l n 2      



(8)







Numerical simulations [29] were carried out to study the effects of ambient turbulence intensity on turbine wake structures and the wake boundary expansions along the downstream distances were calculated. Four cases with different ambient turbulence intensities of 0.134, 0.094, 0.069, and 0.048 were studied. The wake boundary expansions predicted by different models are compared with the numerical simulations [29] in Figure 2. The wake boundary predictions by the Jensen model and the Frandsen model are not influenced by the ambient turbulence intensity, and they maintain the same trend for four cases. It seems that they are parallel with each other when the thrust coefficient is equal to 0.8, although the wake boundary curve predicted by the Frandsen model is non-linear. In addition, the curves predicted that the IQ model shows acceptable agreement with numerical simulations for all the cases, while the results by the Zhang model are always slightly larger than numerical simulations. The Frandsen model provides an acceptable result only if the ambient turbulence intensity is low, while the Jensen model shows the worst result. Therefore, the linear and non-linear wake boundary expansion models proposed by Ishihara and Qian [5], Zhang et al. [7], and Frandsen et al. [3] are considered in the following contents due to their advantages.




2.3. Added Turbulence Intensity


The added turbulence intensity will be generated by the rotating blades of the upcoming turbine and they will affect the wake boundary expansion. The higher added turbulence intensity will accelerate the flow mixing with surrounding air. Table 3 summarizes four empirical wake models to describe the streamwise added turbulence intensity. The more advanced wake models to evaluate the added turbulence intensity considering the spanwise distribution are not considered in this study.



Figure 3 illustrates comparison of the streamwise distribution of added turbulence intensity between numerical simulations [5] and empirical models. It is noted that the results by the Crespo and Hernandez model, by the Larsen model, and by IEC model show good agreement with simulations in Figure 3b, in Figure 3c, and Figure 3d, respectively. Compared with other empirical models, the Larsen mode presents acceptable results for all cases. Furthermore, the streamwise added turbulence intensities predicted by the Crespo and Hernandez model and the Larsen model change more smoothly with the downstream distance and they are close to each other. The other two curves by the Frandsen model and the IEC 61400-1 model have the same trends, while the streamwise added turbulence intensity predicted by the IEC 61400-1 model has a higher value. Predictions of the streamwise added turbulence intensity converge in the far wake region, except in the Frandsen model.



The turbulence intensity in the wake region can be separated into two parts: the ambient turbulence intensity and the added turbulence intensity. Three superposition approaches are used in the previous studies to generate the turbulence intensity in Table 4. The added turbulence intensity should be modified slightly based on different superposition approaches and the detailed explanations can be found in the references [23,33].




2.4. Summary of the Wake Models


Wake models for the single wind turbine are summarized in this section. As shown in Figure 4, an example of the combined wake model is introduced. The spanwise and streamwise functions are chosen in Table 1. At this moment, it is necessary to calculate wake boundary expansion which cannot derived by the mass and momentum equations. Either the linear or the non-linear empirical models in Table 2 can be used. The added turbulence intensity and the superposition methods for turbulence intensity are selected in Table 3 and in Table 4, respectively, if the non-linear empirical model is adopted. The wake model has been finished if the linear empirical model is chosen. Finally, the combined wake model is proposed. In this study, 70 combined wake models are totally proposed and summarized, including wake models proposed by other researchers, such as the BP model, IQ model, Zhang model, Yang model etc., in Table A1.





3. Wake Models for Multiple Wind Turbines


The superposition approaches to add the wake velocity deficit for multiple wind turbines are presented in Section 3.1 and the Horn Rev 1 offshore wind farm is illustrated in Section 3.2.



3.1. Superposition Approaches


Six superposition approaches are commonly used to add the wake velocity deficit in Table 5. For the ambient-based velocity deficit superposition approach, it is assumed that the space between two wind turbines is large and their interaction between each other can be negligible, so that the inflow velocity of the downstream wind turbine and the whole wind farm are close to each other, i.e.,    u  h , i   ≈  u 0   . For the rotor-based velocity deficit superposition approach, the velocity deficit over the whole rotor area of the downstream turbine is not uniform, so the averaged inflow velocity over the whole rotor area is calculated by Equation (9). The velocity deficit can be added together by the linear sum method or the root sum square method. For the energy deficit linear sum method, the square of velocity is considered as a scalar and be summed linearly. It should be pointed out that these six superposition approaches are empirical methods without a rigorous theoretical foundation. It is expected that the rotor-based velocity deficit superposition approach is more accurate, especially for the cases with short turbine spacing, since it avoids the error accumulation of inflow wind velocity from upstream to downstream [15,16].



Wake superposition effects of two wind turbines are shown in Figure 5. It is assumed that the wake velocity deficit generated by the upstream wind turbine (red line) will be superposed to the downstream wake velocity deficit (blue line) and the final velocity deficit is illustrated as the black line.


   U  h , i   =   ∫    A 0     U d A  



(9)




where  U  shows the wake velocity at the ith wind turbine in a wind farm.




3.2. Horn Rev 1 Wind Farm


The Horns Rev offshore wind farm is situated in the eastern North Sea in Denmark, and the first phase, consisting of 80 Vestas V-80 2 MW wind turbines (Horns Rev 1), was operated in 2002. The whole wind farm has a rhomboid distribution and the layout of wind turbines is illustrated in Figure 6. Basic parameters of the wind turbine, including the rotor diameter, the hub height, and the cut-in and cut-off velocities are provided by the manufacturer and shown in Table 6. The thrust coefficient    C T    and power curves P are illustrated in Figure 7 and the specific values at a special inflow wind velocity are calculated by the linear interpolation method. The operational conditions are also shown in Table 6, i.e., the inflow velocity, the ambient turbulence intensity, and the aerodynamic surface roughness.



The wake models for multiple wind turbines are validated by numerical simulations carried out by Wu and Porte-Agel [35] where the turbine wake and power loss of the Horns Rev 1 offshore wind farm are numerically studied.





4. Results and Discussions


The combined wake models for both single and multiple wind turbines are proposed and validated by numerical and experimental results in Section 4.1 and in Section 4.2, respectively. Effects of thrust coefficient and ambient turbulence intensity are studied in Section 4.3 and in Section 4.4, respectively.



4.1. Single Wind Turbine


To propose a wake model for predictions of velocity deficit, the spanwise distributions and wake boundary expansion models should be determined. The added turbulence intensity models and the superposition approaches for turbulence intensity should also be taken into account if the nonlinear wake boundary expansion model is used. In this study, modified wake models combined by different spanwise distributions mentioned in Section 2.1 with different wake boundary expansion models introduced in Section 2.2 are proposed to improve the accuracy and versatility. There are in total 70 combined wake models, and these are shown in the Appendix A in Table A1.



To validate the combined wake models, a series of numerical simulations, wind tunnel tests, and field tests were summarized from the previous studies and the basic parameters of measurements and simulations, including ambient turbulence intensity, thrust coefficient, aerodynamic surface roughness, hub height, rotor diameter, and normalized downstream distances are shown in Table 7. The aerodynamic surface roughness    z 0    for simulations carried out by Ishihara and Qian is unknown, and they are defined as the same values with simulations by Wu and Porté-Agel [29] due to the similar ambient turbulence intensity.



In general, to validate the wake model, a specific case with the known thrust coefficient and ambient turbulence intensity is considered, and the measurement and prediction data at a special downstream distance in the spanwise direction are compared. In this study, a comprehensive comparison is conducted to validate every combined wake model where all the measurements in Table 7 are used. To prevent the redundant comparisons between predictions and case-by-case measurements, we put all the prediction and measurement data in one figure and the hit rate q [38] is adopted as index to quantitatively evaluate the accuracy and versatility of combined wake models. It is expressed as follows:


  q =  1   N t      ∑   i = 1    N t     n i        w i t h        n i  =  {      1                              |     p i  −  m i     m i     |  ≤  D q      o r      |   p i  −  m i   |  ≤  W q        0                                                                                                                             e l s e            



(10)




where    m i    and    p i    refer to measurements and predictions data for a special value  i .    N t    presents the total number of prediction data. The threshold values are followed by the German VDI guideline 3783-9 where    D q  = 0.25   and    W q  = 0.07  |  m a x  |    [39].



The velocity deficit at the hub height in the spanwise direction at different downstream distances for every case in Table 7 is used to compute the hit rate. The combined wake models with the top 12 highest hit rates are listed in Table 8 and comparisons between predictions by combined wake models and measurements are illustrated in Figure 8. The blue lines show the threshold values followed by the German VDI guideline 3783-9 [39]. It is obvious that most points fall within the threshold range for the No. 3, No. 9, No. 29, and No. 13 combined wake models which means they have the higher hit rate. It was found that the No. 3 [7] and No. 9 wake models have the highest hit rate with q = 0.92, which means that the wake models are more universal than others. It was interesting to find that, compared with the IQ model (No. 15) by Ishihara and Qian [5], the No. 29 wake model combining the streamwise function by Bastankhah and Porté-Agel [4] with the linear wake boundary expansion model by Ishihara and Qian [5] had a higher hit rate.




4.2. Multi Wind Turbines


Wind farms generally consist of tens or hundreds of wind turbines to improve the efficiency of wind power generation. To accurately evaluate turbine wakes and power loss for multiple turbines, it is necessary to properly combine the single wake model and the superposition approach.



In this section, 70 combined wake models for the single wind turbine mentioned above will be checked whether they can be adopted to evaluate turbine wakes in wind farms and the proper superposition approach will also be chosen to combine with the single turbine wake model. Numerical simulations of turbine wakes in a row carried out by Wu and Porté-Agel [35] were used to validate the combination method. To save time and effort, the inflow wind velocity of the second wind turbine was firstly calculated by the single turbine wake model and the process would be stopped if the inflow wind velocity was far different from the numerical results. On the contrary, the single turbine wake model accompanied with different superposition approaches was considered to calculate the wind velocity, turbulence intensity, and power generation of every wind turbine in a row. It was observed that predictions by the following five models for multiple wind turbines match well with simulations, while results predicted by other models are either underestimated or overestimated and they are not shown in this manuscript.



Figure 9 illustrates comparisons of velocity deficit, turbulence intensity, and power generation between simulation and prediction results by the No. 29 combined wake model with different superposition approaches. The wind speed and power generation are normalized by the inflow wind velocity and the wind power generation by the first wind turbine, respectively. It is noted that the rotor-based energy deficit linear superposition approach is more suitable for the No. 29 combined wake model and the predicted results show excellent agreement with simulations. However, the predicted results are either overestimated or underestimated by other superposition approaches. As for the turbulence intensity, the Crespo and Hernandez model is adopted and the added turbulence intensity induced by the closest upwind turbine is considered. As shown in Figure 10, the results by the No. 37 combined wake model with the rotor-based velocity deficit root sum square approach matches well with numerical simulations. In summary, both the No. 29 and the No. 37 combined wake models show their good performance for predictions of turbine-induced velocity deficit, turbulence intensity, and wind power generation in a wind farm.



It is also noted that predictions by the ambient-based energy deficit linear sum approach are the smallest, while results by the rotor-based velocity deficit root sum square approach are the largest in Figure 9, Figure 10 and Figure 11. The rotor-based energy deficit linear sum and the rotor-based velocity deficit linear sum approaches are moderate. In fact, prediction errors by wake models always exist and these errors may be accumulated by the superposition approaches. Therefore, it is necessary to choose the wake model and the superposition approach properly. In this study, it is recommended that the No. 29 combined wake model and the rotor-based energy deficit linear sum approach.



In addition, it is interesting to note that turbine-induced velocity deficit and wind power generation for multiple turbines in a row can be accurately predicted by the top-hat type wake models, including the No. 46, No. 47, No. 52, and No. 53 combined wake models while the turbulence intensities are underestimated as illustrated in Figure 11. The top-hat type wake models cannot accurately evaluate the velocity deficit for a single wind turbine since spanwise distributions are different from measured wake data and they maintain the same value over the whole rotor area. However, they neglect the process to calculate the equivalent velocity as shown in Equation (9) which may induce some errors.




4.3. Effect of Thrust Coefficient


The thrust coefficient has an essential influence on the wake boundary expansion and velocity deficit. Simultaneously, it is determined by the inflow velocity at hub height as shown in Figure 7. In a wind farm, the inflow wind velocity cannot be a constant value, and it always changes in nature. Therefore, it is necessary to discuss the effect of thrust coefficient on the velocity, turbulence intensity, and power generation for multiple turbines in a row.



Three different thrust coefficients including    C T  = 0.8  ,    C T  = 0.6   and    C T  = 0.4  , are discussed in this study, and the corresponding inflow velocities at the hub height are    U 0  = 8   m / s  ,    U 0  = 11.6   m / s   and    U 0  = 13.1   m / s  . The ambient turbulence intensity and aerodynamic surface roughness maintain the same values with the numerical simulations [35].



Figure 12 shows the velocity, turbulence intensity, and power generation of multiple wind turbines in a row by the No. 29 combined wind turbine and the rotor-based energy deficit linear sum approach under different thrust coefficients. It is obvious that the wind velocity and wind power generation will increase as the thrust coefficient decreases mainly because the inflow wind speed rises. The normalized wind velocity and power generation are normalized by the inflow wind speed and the power generation of the first wind turbine when the thrust coefficient is 0.8. They have the same variation trend along the downstream distance as the thrust coefficient changes. As for the turbulence intensity, it decreases as the thrust coefficient decreases. At this moment, the wind speed can pass through the turbine disk easily due to the reduction of thrust coefficient and turbulence generated by blades decreases accordingly. In fact, the thrust coefficient is not an independent parameter and it is determined by the inflow wind velocity at the hub height. Therefore, the effects of inflow wind velocity and thrust coefficient are studied together.




4.4. Effect of Ambient Turbulence Intensity


The ambient turbulence intensity affects the flow mixing in the wake region and the wake boundary expansion. For offshore wind farms, the wind speed is stable and the ambient turbulence intensity is generally low, but it will still vary slightly. Therefore, three ambient turbulence intensities, namely    I 0  = 0.05  ,    I 0  = 0.06 ,   and    I 0  = 0.077  , are considered in this section. At this moment, other parameters will not be changed.



The effect of ambient turbulence intensity on velocity, turbulence intensity, and power generation of multiple wind turbines is studied as illustrated in Figure 13. The No. 29 combined wake model and the rotor-based energy deficit linear sum approach are used as well. It is observed that the ambient turbulence intensity has slight effects on the turbine-induced velocity deficit, turbulence intensity, and wind power generation in Figure 13 since its variation is limited. In fact, the downstream wind speed in front of the second wind turbine increases slightly as the ambient turbulence intensity rises due to the acceleration of flow mixing. The ambient turbulence intensity is an independent ambient parameter which will not be affected by the inflow wind velocity and the turbine condition. It is assumed that the ambient turbulence intensity maintains around 5% in the offshore wind farm. At this moment, the wind velocity and power generation will scarcely be affected by the ambient turbulence intensity.





5. Concluding Remarks


This paper investigated the applicability of wake models to predict turbine-induced velocity deficits and wind power generations for both single and multi-wind turbines. The conclusions are summarized as follows:




	
A series of wake models for a single wind rubine are proposed by combining different spanwise distributions and wake boundary expansion models. Compared with measurement data, the top 12 wake models ranked by the hit rate are summarized and they are more universal and accurate than others, especially for the No. 3, No. 9, and No. 29 combined wake models, which are considered as the most suitable wake models for the single wind turbine.



	
The wake models for multiple wind turbines are proposed by considering combined wake models for the single wind turbine and six superposition approaches. It is recommended that the No. 29 wake model combined with the rotor-based energy deficit linear superposition approach and the No. 37 wake model combined with the rotor-based velocity deficit root sum square approach should be used to carry out wind farm layout optimization due to their accurate predictions of velocity, turbulence intensity, and power generation for multiple wind turbines.



	
The effects of thrust coefficient and ambient turbulence intensity on the velocity, turbulence intensity, and wind power generation are investigated. It is found that the wind velocity as well as wind power generation increase, and the turbulence intensity decreases as the thrust coefficient reduces, whilst they almost maintain the same value as the ambient turbulence intensity varies.
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Nomenclature




	
a

	
axial flow induction factor




	
a1

	
parameter in IQ model




	
A0

	
cross-sectional area of rotor




	
AW

	
cross-sectional area of downwind wake




	
b

	
parameter in IQ model




	
c

	
parameter in IQ model




	
CT

	
thrust coefficient




	
C(x)

	
streamwise function of outside Gaussian flow for velocity deficit




	
D

	
rotor diameter




	
Dq

	
first threshold of hit rate




	
DW

	
wake diameter downwind of the rotor




	
G(r)

	
spanwise functions of velocity deficit




	
I+

	
added turbulence intensity




	
I0

	
ambient turbulence intensity




	
Iw

	
wake turbulence intensity




	
k

	
wake expansion rate in the far wake region




	
K

	
constant in Frandsen model




	
Kn

	
empirical constant in Frandsen model




	
kt

	
the constant rate of wake expansion




	
kw

	
modified wake expansion rate in Zhang model




	
mi

	
measured data




	
n

	
the total number of wind turbines




	
Nt

	
the total number of prediction data




	
P

	
wind power




	
Pi

	
predicted data




	
q

	
hit rate




	
r

	
radial distance from rotor center




	
r0

	
rotor radius




	
r1/2

	
half width of the wake




	
    r w    

	
wake boundary at one special streamwise distance




	
U

	
wake velocity




	
Uh,i

	
the inflow velocity for ith wind turbine at hub height




	
Ui

	
the wake velocity of the ith wind turbine




	
U0

	
inflow wind velocity




	
UW

	
streamwise velocity downwind of the rotor




	
Wq

	
second threshold of hit rate




	
x

	
streamwise distance downstream wind turbine




	
y

	
spanwise distance downstream wind turbine




	
    z 0    

	
surface roughness length




	
zh

	
the turbine hub height




	
Greek Symbols




	
  α  

	
empirical constant in Frandsen model




	
  β  

	
wake expansion parameter in Frandsen model




	
  ε  

	
intercept in IQ model




	
   ∆ I   

	
streamwise function of the added turbulence intensity




	
   ∆  U i    

	
wake velocity deficit of the ith wind turbine




	
   ∆ U   

	
wake velocity deficit




	
   ∆  U  m a x     

	
wake velocity deficit at hub height




	
  θ  

	
wind angle




	
  ρ  

	
air density




	
  σ  

	
standard deviation of Gaussian wake velocity deficit









Appendix A


All the combined wake models are shown in Table A1 considering different spanwise distributions, streamwise functions, wake boundary expansion models, added turbulence intensity models, and the superposition approaches for turbulence intensity. The hit rate q for every combined wake model is calculated by comparing prediction and measurement data. To provide a comprehensive comparison, the wake models proposed by previous studies have also been added in Table A1, such as the No. 3 [7], No. 15 [5], No. 34 [13], and No. 58 [3] wake models. The comparisons of the combined wake models are shown in Figure A1, Figure A2, Figure A3, Figure A4 and Figure A5. For the single wind turbine, it is obviously noted that combined wake models with Gaussian and cosine-shaped distributions have high hit rates, which mean they can be used to accurately predict the turbine-induced velocity deficit while the models with the top-hat distribution have low hit rates since the spanwise distributions are different from measurement data.
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Table A1. Descriptions of the combined wake models.
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	Case
	Spanwise Distribution
	Streamwise Function
	Wake Boundary Expansion
	Added Turbulence Intensity
	Turbulence Intensity
	Hit Rate





	1
	Cosine
	Zhang model
	Linear (IQ)
	-
	-
	0.55



	2
	Cosine
	Zhang model
	Non-linear (F)
	-
	-
	0.48



	3
	Cosine
	Zhang model
	Non-linear (Z)
	Crespo and Hernandez model
	Square and root
	0.92



	4
	Cosine
	Zhang model
	Non-linear (Z)
	Crespo and Hernandez model
	Linear sum
	0.68



	5
	Cosine
	Zhang model
	Non-linear (Z)
	Crespo and Hernandez model
	Root and square
	0.64



	6
	Cosine
	Zhang model
	Non-linear (Z)
	Frandsen model
	Square and root
	0.82



	7
	Cosine
	Zhang model
	Non-linear (Z)
	Frandsen model
	Linear sum
	0.87



	8
	Cosine
	Zhang model
	Non-linear (Z)
	Frandsen model
	Root and square
	0.87



	9
	Cosine
	Zhang model
	Non-linear (Z)
	Larsen model
	Square and root
	0.92



	10
	Cosine
	Zhang model
	Non-linear (Z)
	Larsen model
	Linear sum
	0.64



	11
	Cosine
	Zhang model
	Non-linear (Z)
	Larsen model
	Root and square
	0.61



	12
	Cosine
	Zhang model
	Non-linear (Z)
	IEC model
	Square and root
	0.89



	13
	Cosine
	Zhang model
	Non-linear (Z)
	IEC model
	Linear sum
	0.9



	14
	Cosine
	Zhang model
	Non-linear (Z)
	IEC model
	Root and square
	0.87



	15
	Gaussian
	IQ model
	Linear (IQ)
	-
	-
	0.85



	16
	Gaussian
	IQ model
	Non-linear (F)
	-
	-
	0.85



	17
	Gaussian
	IQ model
	Non-linear (Z)
	Crespo and Hernandez model
	Square and root
	0.88



	18
	Gaussian
	IQ model
	Non-linear (Z)
	Crespo and Hernandez model
	Linear sum
	0.87



	19
	Gaussian
	IQ model
	Non-linear (Z)
	Crespo and Hernandez model
	Root and square
	0.86



	20
	Gaussian
	IQ model
	Non-linear (Z)
	Frandsen model
	Square and root
	0.88



	21
	Gaussian
	IQ model
	Non-linear (Z)
	Frandsen model
	Linear sum
	0.88



	22
	Gaussian
	IQ model
	Non-linear (Z)
	Frandsen model
	Root and square
	0.87



	23
	Gaussian
	IQ model
	Non-linear (Z)
	Larsen model
	Square and root
	0.88



	24
	Gaussian
	IQ model
	Non-linear (Z)
	Larsen model
	Linear sum
	0.87



	25
	Gaussian
	IQ model
	Non-linear (Z)
	Larsen model
	Root and square
	0.86



	26
	Gaussian
	IQ model
	Non-linear (Z)
	IEC model
	Square and root
	0.86



	27
	Gaussian
	IQ model
	Non-linear (Z)
	IEC model
	Linear sum
	0.87



	28
	Gaussian
	IQ model
	Non-linear (Z)
	IEC model
	Root and square
	0.88



	29
	Gaussian
	BP model
	Linear (IQ)
	-
	-
	0.91



	30
	Gaussian
	BP model
	Non-linear (F)
	-
	-
	0.87



	31
	Gaussian
	BP model
	Non-linear (Z)
	Crespo and Hernandez model
	Square and root
	0.84



	32
	Gaussian
	BP model
	Non-linear (Z)
	Crespo and Hernandez model
	Linear sum
	0.84



	33
	Gaussian
	BP model
	Non-linear (Z)
	Crespo and Hernandez model
	Root and square
	0.76



	34
	Gaussian
	BP model
	Non-linear (Z)
	Frandsen model
	Square and root
	0.9



	35
	Gaussian
	BP model
	Non-linear (Z)
	Frandsen model
	Linear sum
	0.89



	36
	Gaussian
	BP model
	Non-linear (Z)
	Frandsen model
	Root and square
	0.76



	37
	Gaussian
	BP model
	Non-linear (Z)
	Larsen model
	Square and root
	0.85



	38
	Gaussian
	BP model
	Non-linear (Z)
	Larsen model
	Linear sum
	0.81



	39
	Gaussian
	BP model
	Non-linear (Z)
	Larsen model
	Root and square
	0.75



	40
	Gaussian
	BP model
	Non-linear (Z)
	IEC model
	Square and root
	0.76



	41
	Gaussian
	BP model
	Non-linear (Z)
	IEC model
	Linear sum
	0.82



	42
	Gaussian
	BP model
	Non-linear (Z)
	IEC model
	Root and square
	0.79



	43
	Top-hat
	Jensen model
	Linear (IQ)
	-
	-
	0.47



	44
	Top-hat
	Jensen model
	Non-linear (F)
	-
	-
	0.45



	45
	Top-hat
	Jensen model
	Non-linear (Z)
	Crespo and Hernandez model
	Square and root
	0.46



	46
	Top-hat
	Jensen model
	Non-linear (Z)
	Crespo and Hernandez model
	Linear sum
	0.48



	47
	Top-hat
	Jensen model
	Non-linear (Z)
	Crespo and Hernandez model
	Root and square
	0.47



	48
	Top-hat
	Jensen model
	Non-linear (Z)
	Frandsen model
	Square and root
	0.48



	49
	Top-hat
	Jensen model
	Non-linear (Z)
	Frandsen model
	Linear sum
	0.48



	50
	Top-hat
	Jensen model
	Non-linear (Z)
	Frandsen model
	Root and square
	0.46



	51
	Top-hat
	Jensen model
	Non-linear (Z)
	Larsen model
	Square and root
	0.47



	52
	Top-hat
	Jensen model
	Non-linear (Z)
	Larsen model
	Linear sum
	0.47



	53
	Top-hat
	Jensen model
	Non-linear (Z)
	Larsen model
	Root and square
	0.47



	54
	Top-hat
	Jensen model
	Non-linear (Z)
	IEC model
	Square and root
	0.47



	55
	Top-hat
	Jensen model
	Non-linear (Z)
	IEC model
	Linear sum
	0.47



	56
	Top-hat
	Jensen model
	Non-linear (Z)
	IEC model
	Root and square
	0.45



	57
	Top-hat
	Frandsen model
	Linear (IQ)
	-
	-
	0.45



	58
	Top-hat
	Frandsen model
	Non-linear (F)
	-
	-
	0.48



	59
	Top-hat
	Frandsen model
	Non-linear (Z)
	Crespo and Hernandez model
	Square and root
	0.46



	60
	Top-hat
	Frandsen model
	Non-linear (Z)
	Crespo and Hernandez model
	Linear sum
	0.46



	61
	Top-hat
	Frandsen model
	Non-linear (Z)
	Crespo and Hernandez model
	Root and square
	0.47



	62
	Top-hat
	Frandsen model
	Non-linear (Z)
	Frandsen model
	Square and root
	0.48



	63
	Top-hat
	Frandsen model
	Non-linear (Z)
	Frandsen model
	Linear sum
	0.47



	64
	Top-hat
	Frandsen model
	Non-linear (Z)
	Frandsen model
	Root and square
	0.46



	65
	Top-hat
	Frandsen model
	Non-linear (Z)
	Larsen model
	Square and root
	0.46



	66
	Top-hat
	Frandsen model
	Non-linear (Z)
	Larsen model
	Linear sum
	0.47



	67
	Top-hat
	Frandsen model
	Non-linear (Z)
	Larsen model
	Root and square
	0.47



	68
	Top-hat
	Frandsen model
	Non-linear (Z)
	IEC model
	Square and root
	0.48



	69
	Top-hat
	Frandsen model
	Non-linear (Z)
	IEC model
	Linear sum
	0.46



	70
	Top-hat
	Frandsen model
	Non-linear (Z)
	IEC model
	Root and square
	0.44







Linear (IQ), Non-linear (F) and Non-linear (Z): the linear or nonlinear wake boundary expansion models proposed by Ishihara and Qian [5]; by Frandsen et al. [3]; by Zhang et al. [7].
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Figure A1. Comparisons of the combined wake models with the cosine-shaped distribution. 
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Figure A2. Comparisons of the combined wake models with the Gaussian distribution and the streamwise distribution of IQ model. 
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Figure A3. Comparisons of the combined wake models with the Gaussian distribution and the streamwise distribution of BP model. 
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Figure A4. Comparisons of the combined wake models with the top-hat distribution and the streamwise distribution of Jensen model. 
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Figure A5. Comparisons of the combined wake models with the top-hat distribution and the streamwise distribution of Frandsen model. 
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Figure 1. Spanwise distribution of velocity deficit. 
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Figure 2. Comparisons of the wake boundary expansion between numerical simulations (   C T  = 0.8 ,    z h  = 70   m  ) [4] and the empirical models: (a)    I 0  = 0.134 ,    z 0  = 0.5   m  ; (b)    I 0  = 0.094 ,    z 0  = 0.05   m  ; (c)    I 0  = 0.069 ,    z 0  = 0.005   m  ; (d)    I 0  = 0.048 ,    z 0  = 0.00005   m  . 
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Figure 3. Comparison of the streamwise distributions of added turbulence intensity between numerical simulations [5] and empirical models: (a)    I 0  = 0.035 ,    C T  = 0.36  ; (b)    I 0  = 0.035 ,    C T  = 0.84  ; (c)    I 0  = 0.137 ,    C T  = 0.36  ; (d)    I 0  = 0.137 ,    C T  = 0.84  . 
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Figure 4. An example of the combined wake model. 
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Figure 5. Wake superposition effect of two wind turbines. 
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Figure 6. Wind turbine layout of the Horn Rev 1 wind farm. 
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Figure 7. Thrust coefficient    C T    and power curves P of the wind turbine [35]. 
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Figure 8. Comparison between predictions by combined wake models and measurements (blue line: threshold values; black line: Mea. = Pre; dot: velocity deficit). 
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Figure 9. Comparisons of: (a) velocity deficit; (b) turbulence intensity; (c) power generations between simulations and predictions by the No. 29 combined wake model with different superposition approaches. 
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Figure 10. Comparisons of: (a) velocity deficit; (b) turbulence intensity; (c) power generations between simulations and predictions by the No. 37 combined wake model with different superposition approaches. 
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Figure 11. Comparisons of velocity deficit, turbulence intensity and power generations between simulations and predictions by: (a–c) the No. 46 combined wake model; (d–f) the No. 47 combined wake model; (g–i) the No. 52 combined wake model; (j–l) the No. 53 combined wake model; with different superposition approaches. 
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Figure 12. Effect of thrust coefficient on: (a) wind velocity; (b) turbulence intensity; (c) wind power generation of wind turbines in a row. 
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Figure 13. Effect of ambient turbulence intensity on: (a) wind velocity; (b) turbulence intensity; (c) wind power generation of wind turbines in a row. 
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Table 1. Analytical and empirical wake models in the far wake region.
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	Model
	Expression
	Wake Boundary Expansion
	Application





	Jensen [2]
	     ∆ U    U 0    =  (  1 −   1 −  C T     )     (   D   D w     )   2    
	Linear
	WFLO [23]



	Frandsen et al. [3]
	     ∆ U    U 0    =  1 2   (  1 −   1 − 2  A   A w     C T     )    
	Non-linear
	N/A



	Bastankhah and Porté-Agel [4]
	     ∆ U    U 0    =  (  1 −   1 −    C T    8    (   σ D   )   2       )  e x p  (  −    r 2    2  σ 2     )    
	Linear
	WFLO [22]



	Ishihara and Qian [5]
	     ∆ U    U 0    =    C T       [   a 1  + b  x D  +  c     (  1 +  x D   )   2     ]   2    e x p  (  −    r 2    2  σ 2     )    
	Linear
	Wind farm power generation [20]



	Zhang et al. [7]
	     ∆ U    U 0    =  [     π 2  − 4   3  π 2  − 16   −      (     π 2  − 4   3  π 2  − 16    )   2  −    π 2   C T    3  π 2  − 16      (     r 0     r w     )   2     ]  ×  [  c o s  (   r   r w    π  )  + 1  ]    
	Non-linear
	N/A
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Table 2. Empirical models for wake boundary expansion.
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	Ref
	Principle
	Expression
	Parameters





	Jensen [2]
	Linear
	      D W   D  = k  x D  + 1   
	   k = 0.05   



	Frandsen et al. [3]
	Non-linear
	      D W   D  =    (   β   K 2    + α  x D   )     1 K      
	   α = 0.7   

   K = 3   

   β =   1 +   1 −  C T      2   1 −  C T        



	Ishihara and Qian [5]
	Linear
	    σ D  = k  x D  + ε   
	   k = 0.11  C T  1.07    I 0  0.2     

   ε = 0.23  C T  − 0.25    I 0  0.17     



	Zhang et al. [7]
	Non-linear
	      r W   D  = k  x D  + 0.5   
	   k =  k t     I W     I 0      

    k t  =   0.5   l n  (   z h  /  z 0   )      
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Table 3. Wake models for added turbulence intensity.






Table 3. Wake models for added turbulence intensity.





	Ref
	Expression
	Parameters





	Crespo and Hernandez [30]
	    I +  = 0.73  a  0.8325    I 0  0.0325      (  x / D  )    − 0.32     
	   a =   1 −   1 −  C T     2    



	Frandsen et al. [3]
	    I +  =    K n   C T    /  (  x / D  )    
	    K n  = 0.4   



	Larsen et al. [31]
	    I +  = 0.29    (  x / D  )    − 1 / 3     1 −   1 −  C T        
	N/A



	IEC 61400-1 [32]
	    I +  =  1  1.5 + 0.8  (  x / D  )  /    C T        
	N/A
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Table 4. Summation of superposition approaches for added turbulence intensity.






Table 4. Summation of superposition approaches for added turbulence intensity.





	Ref
	Principle
	Expression





	Frandsen et al. [3]
	Square and root
	    I W  =    I 0 2  +  I + 2      



	Tian et al. [21]
	Linear
	    I W  =  I +  +  I 0    



	Gao et al. [33]
	Root and square
	    I W  =    (   I +  0.5   +  I 0  0.5    )   2    
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Table 5. Superposition approaches of multiple wind turbines.






Table 5. Superposition approaches of multiple wind turbines.





	Wake Superposition Principle
	Multiple Wake
	Single Wake





	Ambient-based velocity deficit linear sum (AVDLS) [14]
	   U =  U 0  −   ∑   i = 1  n   (   U 0  −  U i   )    
	   ∆  U i  =  U 0  −  U i    



	Rotor-based velocity deficit linear sum (RVDLS) [15]
	   U =  U 0  −   ∑   i = 1  n   (   U  h , i   −  U i   )    
	   ∆  U i  =  U  h , i   −  U i    



	Ambient-based velocity deficit root sum square (AVDRSS) [16]
	   U =  U 0  −     ∑   i = 1  n     (   U 0  −  U i   )   2      
	   ∆  U i  =  U 0  −  U i    



	Rotor-based velocity deficit root sum square (RVDRSS) [17]
	   U =  U 0  −     ∑   i = 1  n     (   U  h , i   −  u i   )   2      
	   ∆  U i  =  U  h , i   −  U i    



	Ambient-based energy deficit linear sum (AEDLS) [34]
	   U =    U 0    2  −   ∑   i = 1  n   (   U 0    2  −  U i    2   )      
	   ∆  U i  =  U 0  −  U i    



	Rotor-based energy deficit linear sum (REDLS) [13]
	   U =    U 0    2  −   ∑   i = 1  n   (   U  h , i     2  −  U i    2   )      
	   ∆  U i  =  U  h , i   −  U i    
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Table 6. Basic parameters of the wind turbine and operational conditions of the wind farm.






Table 6. Basic parameters of the wind turbine and operational conditions of the wind farm.





	

	
Basic Parameters

	
Values






	
The Vestas V-80 2 MW wind turbine

	
Rotor diameter

	
   D = 80   m   




	
Hub height

	
    z  h u b   = 70   m   




	
Cut-in wind velocity

	
4 m/s




	
Cut-off wind velocity

	
25 m/s




	
The Horn Rev 1 wind farm

	
Inflow wind velocity

	
8 m/s




	
Ambient turbulence intensity

	
0.077




	
Aerodynamic surface roughness

	
0.0002 m




	
Minimum turbine spacing

	
7D
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Table 7. Descriptions of basic parameters of measurements and simulations.






Table 7. Descriptions of basic parameters of measurements and simulations.





	
Ref

	
     I 0     

	
     C T     

	
     z 0     

	
     z h     

	
   D   

	
    x / D    






	

	
[-]

	
[-]

	
[m]

	
[m]

	
[m]

	
[-]




	
Wu and Porté-Agel [29]

	
0.134

	
0.8

	
0.5

	
70

	
80

	
5/7/10




	
0.094

	
0.8

	
0.05

	
70

	
80

	
5/7/10




	
0.069

	
0.8

	
0.005

	
70

	
80

	
5/7/10




	
0.048

	
0.8

	
0.00005

	
70

	
80

	
5/7/10




	
Ishihara and Qian [5]

	
0.035

	
0.36

	
0.00005

	
80

	
76.5

	
6/8




	
0.035

	
0.84

	
0.00005

	
80

	
76.5

	
6/8




	
0.137

	
0.36

	
0.5

	
80

	
76.5

	
6/8




	
0.137

	
0.84

	
0.5

	
80

	
76.5

	
6/8




	
Keane [11]

	
0.05

	
0.828

	
0.0002

	
91.5

	
116

	
5.03/5.3




	
Schreiber et al. [36]

	
0.05

	
0.75

	
0.0002

	
0.8

	
1.1

	
6/9




	
Gao et al. [33]

	
0.14

	
0.7

	
0.5

	
65

	
-

	
5/6




	
Zhang et al. [7]

	
0.13

	
0.62

	
0.075

	
50

	
43.2

	
5/7.5/10




	
0.13

	
0.85

	
0.075

	
50

	
43.2

	
5/7.5




	
Tian et al. [6]

	
0.1

	
0.85

	
0.07

	
45

	
40

	
7.5




	
0.1

	
0.75

	
0.07

	
45

	
40

	
5.5/8




	
Bastankhah and Porté-Agel [37]

	
0.067

	
0.78

	
0.000019

	
0.125

	
0.15

	
5/6/7/8
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Table 8. Combined wake models with top 12 hit rates.






Table 8. Combined wake models with top 12 hit rates.





	No.
	Spanwise Distribution
	Streamwise Function
	Wake Boundary Expansion
	Added Turbulence Intensity
	Turbulence Intensity
	Hit Rate





	3
	Cosine
	Zhang model
	Non-linear (Z)
	Crespo and Hernandez model
	Square and root
	0.92



	9
	Cosine
	Zhang model
	Non-linear (Z)
	Larsen model
	Square and root
	0.92



	29
	Gaussian
	BP model
	Linear (IQ)
	N/A
	N/A
	0.91



	13
	Cosine
	Zhang model
	Non-linear (Z)
	IEC model
	Linear sum
	0.9



	34
	Gaussian
	BP model
	Non-linear (Z)
	Frandsen model
	Square and root
	0.9



	12
	Cosine
	Zhang model
	Non-linear (Z)
	IEC model
	Square and root
	0.89



	35
	Gaussian
	BP model
	Non-linear (Z)
	Frandsen model
	Linear sum
	0.89



	17
	Gaussian
	IQ model
	Non-linear (Z)
	Crespo and Hernandez model
	Square and root
	0.88



	20
	Gaussian
	IQ model
	Non-linear (Z)
	Frandsen model
	Square and root
	0.88



	21
	Gaussian
	IQ model
	Non-linear (Z)
	Frandsen model
	Linear sum
	0.88



	23
	Gaussian
	IQ model
	Non-linear (Z)
	Larsen model
	Square and root
	0.88



	28
	Gaussian
	IQ model
	Non-linear (Z)
	IEC model
	Root and square
	0.88
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