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Abstract

:

The accurate prediction of building heat demand plays the critical role in refined management of heating, which is the basis for on-demand heating operation. This paper proposed a prediction model framework for building heat demand based on reinforcement learning. The environment, reward function and agent of the model were established, and experiments were carried out to verify the effectiveness and advancement of the model. Through the building heat demand prediction, the model proposed in this study can dynamically control the indoor temperature within the acceptable interval (19–23 °C). Moreover, the experimental results showed that after the model reached the primary, intermediate and advanced targets in training, the proportion of time that the indoor temperature can be controlled within the target interval (20.5–21.5 °C) was over 35%, 55% and 70%, respectively. In addition to maintaining indoor temperature, the model proposed in this study also achieved on-demand heating operation. The model achieving the advanced target, which had the best indoor temperature control performance, only had a supply–demand error of 4.56%.
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1. Introduction


1.1. Backgrounds


In recent years, due to rapid industrialization, urbanization and population expansion, the energy demand has significantly increased globally. China has put forward the “3060 target” in the “14th Five-Year Plan” and has listed it as one of the key tasks, striving to reach carbon emission peak by 2030, and achieving carbon neutrality by 2060 [1]. In China, building operation energy consumption accounts for 30% of the total energy consumption, hence the realization of “3060 target” is inseparable from the concerted efforts of building energy conservation [2]. China has become one of the largest heating markets in the world. In 2019, the heating area in northern China was 15.2 billion m2, the heating energy consumption was 213 million tce, accounting for 20.9% of the total building energy consumption in China, and the carbon emission intensity was 36 kg CO2/m2 [3]. Therefore, facing the huge pressure of resources, environment, and indoor thermal comfort, the urban heating industry in China are actively exploring clean heating methods such as geothermal energy, solar energy, industrial waste heat heating, etc. At the same time, it is also seeking energy-saving control strategies to achieve refined heating management and on-demand heating operation, supplying heat according to the actual demand of heat users.



Although the heating energy consumption in China is high, the building thermal comfort in China is still lower than that of developed countries and some Asian countries [4,5]. Research on indoor temperature distribution showed that the indoor temperature was often higher than 22 °C or lower than 18 °C in northern China, accounting for 50–70% time of the heating season. It indicated that most of the heating systems in China have not achieved on-demand heating operation, and there was huge energy saving potential. With the development of information technology such as machine learning, big data, artificial intelligence, etc., refined management has become a novel concept and new mode for heating. The accurate prediction of heating heat demand plays the critical role in refined management of heating, which is the basis for on-demand heating operation.



In the past few years, many studies have carried out extensive research on building heat demand prediction through black-box models. A variety of black-box model algorithms have been investigated, including statistical methods, e.g., multiple linear regression (MLR) [6], autoregression integrated moving average (ARIMA) [7]; traditional machine learning algorithms, e.g., support vector regression (SVR) [8]; ensemble methods, e.g., random forest [9], extreme gradient boosting [10]; and neural-network-based methods, e.g., artificial neural network (ANN) [11], convolutional neural networks (CNN) [12], long short-term memory (LSTM) [13,14,15], etc. Most of these research studies focused on improving prediction accuracy through algorithm optimization or novel advanced algorithms. The heat demand pattern of the building can be learned by model training using historical data, and hence the future heat demand can be predicted. This method is based on the consistency between the training model and the historical operating conditions. However, the evaluation of the operation performance of the historical operating conditions is ignored in this process, and the model achieved by this method cannot realize the transition from high-energy consumption operation to low-energy consumption operation. In other words, if the energy consumption of the historical operating conditions is high, the energy consumption guiding by the model also will be high during practical operation. Therefore, even if the trained model fits the historical data well and the prediction accuracy is high, it does not mean that the model can be used to achieve on-demand heating operation. It is still urgent to develop a model framework that can predict the heat demand in real time according to the target indoor thermal comfort performance.




1.2. Reinforcement Learning


In recent years, reinforcement learning (RL) has become one of the important developments in the field of machine learning. RL achieves autonomous learning through continuous interaction between the agent and the environment and continuous strategy optimization. It is a trial-and-error mechanism that interacts with the environment and maximizes cumulative rewards. The combination of RL and deep learning, i.e., deep reinforcement learning (DRL), has shown superior learning ability and accuracy [16,17,18], owing to its strong nonlinear fitting ability of deep neural networks and excellent decision-making ability of RL. DRL has been widely used and made impressive achievements in automatic control such as mountain climbing [19], human–computer behavior interaction [20] and game process [21], and automatic production and control in the industrial field [22,23].



It is evident from the above application scenarios that RL and DRL are good at solving sequence optimization problems. However, it is different from traditional sequential optimization methods that the agent in DRL seeks the highest cumulative reward and is therefore able to consider multi-step situations in the future and make optimal decisions. Therefore, more and more scholars have begun to apply DRL to load prediction and operation optimization problems of building energy system. Liu et al. [24] proposed three DRL algorithms for single-step and multi-step prediction of building energy consumption, respectively. The results showed that the proposed algorithm was more accurate than the supervised learning algorithm. Mocanu et al. [25] investigated the performance of different RL and DRL methods on the operational optimization of building energy systems. The results showed that the deterministic policy gradient (DPG) algorithm was more stable than the deep Q-network (DQN) algorithm and DPG algorithm reduced building operating costs by 27.4% and peak loads by 26.3%. Mason et al. [26] reviewed the application of RL in building energy management systems, such as in HVAC, photovoltaic, power grids, and lighting. Baghaee et al. [27] used a Q-learning-based model to regulate indoor CO2 concentration and the HVAC system simultaneously. Faddel et al. [28] proposed a Q-learning method to minimize building energy consumption while ensuring the thermal comfort of occupants. It is apparent from the above literature research that few research studies investigated building heat demand prediction, and current research on combining RL with building heat demand prediction is still in its infancy.




1.3. Research Objectives


This paper proposed a prediction model framework based on RL and further evaluate the performance to achieve on-demand heating operation. The contributions of this study can be summarized as follows:




	
Based on the DRL algorithm, this study addressed accurate prediction of indoor heat demand to achieve on-demand heating operation.



	
The performance of the DRL model was analyzed, including model training, indoor temperature control and the supply–demand error.



	
Appropriate reward function was proposed for the application of the DRL model in building heat demand prediction tasks.



	
A novel evaluation criterion was applied for the prediction model, the indoor thermal comfort performance (indoor temperature) was used instead of prediction accuracy to evaluate model performance.








The structure of this paper is as follows. Section 2 presents the methodology of this study, including the theoretical background of RL, DRL, deep deterministic policy gradient (DDPG) and twin delayed deep deterministic policy gradient (TD3), the architecture of proposed prediction model, experiment schemes, model settings and evaluation indices. Then, Section 3 describes the experiment results and evaluates the performance of the elaborate experiments. Finally, all findings and implications are summarized in Section 4.





2. Methods


2.1. Reinforcement Learning


RL is a branch of machine learning, which is mainly composed of reward, agent and environment, as shown in Figure 1. The agent picks up new information through trial and error, then directs its behavior to obtain maximum cumulative reward based on the interaction with the environment. RL problem usually can be represented by a Markov decision process (MDP), represented by a quadruple:   M =  〈  S ,   A ,   R ,   P  〉   , where  S  represents the state space;  A  represents the action space;  R  represents the immediate reward received after transitioning from state    S t    to state    S  t + 1    ; and  P  represents the probability that action  a  in state    S t    will lead to state    S  t + 1    .



The state value function    V π   ( s )    and action value function    Q π   (  s , a  )    are two closely related value functions that are used to create a typical RL algorithm, which are described in Equations (1) and (2) [29], where  π  stands for a specific policy function;  γ  represents the discount factor which specifies the weighting relationship between future rewards and immediate reward,   γ ∈  [  0 , 1  )   . Equations (3) and (4) [29] are the Bellman equations for state value and action value, respectively, which extract the iterative connection of the value function between two adjacent time steps.


   V π   ( s )  =  E π   {    ∑   k = 0  ∞   γ k   r  t + k + 1     |    s t  = s  }   



(1)






   Q π   (  s , a  )  =  E π   {    ∑   k = 0  ∞   γ k   r  t + k + 1     |    s t  = s ,  a t  = a  }   



(2)






   V π   ( s )  =  E π   {   r  t + 1   + γ  V π   (  s ’  )    |    s t  = s ,  s  t + 1   = s ’  }   



(3)






   Q π   (  s , a  )  =  E π   {   r  t + 1   + γ  Q π   (  s ’  )    |    s t  = s ,  a t  = a ,  s  t + 1   = s ’  }   



(4)








2.2. Deep Deterministic Policy Gradient


Traditional RL methods, such as DQN, usually rely on tables to process a finite number of actions and states, hence they are unable to handle continuous actions or states, which limits their further application and development. The DDPG algorithm is a DRL method which has the same theoretical foundation with RL methods, but instead of using a table to estimate cumulative rewards, it introduces a deep neural network, which enables it to expand to a continuous action space [30].



The DDPG algorithm is based on the actor–critic method and employs a DPG to improve the DQN algorithm. The agent includes two kinds of neural networks, Actor and Critic. The Actor is responsible for selecting actions and it outputs a continuous action vector; while the Critic is responsible for estimating the action value function    Q π   (  s , a  )    of each action. The Critic updates according to Equation (5) [30], which is called the temporal-difference (TD) algorithm [29]. The update target of the Actor depends on the calculation results of the Critic.


   δ t  =  r  t + 1   + γ V  (   s  t + 1    )  − V  (   s t   )   



(5)







The balance of exploration and utilization of RL is a crucial but difficult task [31], because whether the agent has thoroughly explored the environment influences the ultimate performance of the model. Insufficient exploration may prevent the agent from obtaining valid information, while excessive exploration can significantly influence the convergence speed. Due to the action space is continuous in the DDPG algorithm, the action with the maximum value function cannot be directly selected from the action space, and hence the greedy strategy used in the DQN algorithm can no longer be used. Therefore, random noise values are added to the output of the Actor for exploration in the DDPG algorithm, as given in Equation (6) [30].


   μ ′   (   s t   )  = μ  (   s t    |    θ t μ   )  + N  



(6)




where,  N  can be any type of noise based on the situation of the environment, such as Gaussian noise [32].



In addition, the DDPG algorithm introduces double Critic networks to optimize the performance. If the agent only contains single Critic, the training process can be very unstable. Because the Critic network is still used to calculate its target value (TD error) for updating. Therefore, a target network is established to calculate the TD error specially. The target network has the same structure and initial parameters as those of the original Critic network, but it is not updated with the gradient of the original network [21]. The target network uses the delay update strategy, it copies the parameters of the original network gradually to implement the update.




2.3. Twin Delayed Deep Deterministic Policy Gradient


For DRL problems, the calculation process has problems with overestimation and variance [33]. Overestimation often leads to the strategy updating in the wrong direction, whereas too much variance leads to instability in training and increases the convergence time. The TD3 algorithm sets up twin Critic networks with the same structure to calculate the TD error and selects the minimum value of the two Critic networks for the update, as given in Equation (7) [33].


   y 1  = r + γ   min   i = 1 , 2    Q   θ i ’     (   s  i + 1   ,  μ ′  (  s  i + 1   |  θ  μ ′    )  )  



(7)







In addition to using the twin Critic networks, the TD3 algorithm decreases the update frequency to make the update target more stable. Moreover, the TD3 algorithm does not update the other parameters until the current Critic is stable. Essentially, the TD3 algorithm is a DDPG algorithm with some minor changes, but it achieves very good results.




2.4. Proposed Building Heat Demand Prediction Mode


This study established a building heat demand prediction model framework based on RL, the environment, reward function and agent of the model were established. Proposed model can accurately predict the dynamic heat demand of indoor environment and realize on-demand heating operation.



2.4.1. Environment


RL training needs to be achieved through the continuous interaction between the agent and the environment. Hence, this study built a simulation environment based on building physical parameters and a mathematical model of the heat transfer to cooperate with the agent for training.



Physical Parameters


	(1)

	
Building shape







The building simulated in this study is a simple residential building with only one floor and one room. Detailed parameters of the simulated building environment are given in Table 1.




	(2)

	
Parameters of building envelopes









The parameters of each envelope are shown in Table 2 when setting up the simulated building environment.




Mathematical Model


Building envelopes can be divided into high thermal storage building envelopes (such as external walls, roofs and floors) and low thermal storage building envelopes (such as glass). In this study, the heat transfer process of building envelopes with high thermal storage was assumed as unstable heat transfer, and the heat transfer process of building envelopes with low thermal storage is assumed to be steady-state heat transfer. The simulated object is a residential building, and the heat capacity particle system method is used to divide the building envelope structure and establish a mathematical model. The building envelope structure is split into several layers, and a temperature node is set in each layer, assuming that the heat capacity of the layer is concentrated on the temperature node. Therefore, the heat balance equation between the temperature nodes of each layer can be established according to the law of conservation of mass and the law of conservation of energy. In this study, the nodes of external walls, roofs and floors are divided as shown in Figure 2, Figure 3 and Figure 4, respectively.




	(1)

	
Dynamic heat balance of external walls and roofs









Since the node division results of the external walls and roofs are similar, their heat balance transfer equations between the nodes are consistent, as given in Equations ((8)–(13)).


   A i   h  o u t    (   T  i _ o u t   −  T  o u t    )  +  q  s o l a r , i   =  A i   K  i 1 − O    (   T  i _ 1   −  T  i _ o u t    )   



(8)






   ρ  i _ 1    c  i _ 1    A i   δ  i _ 1     ∂  T  i _ 1     ∂ t   =  A i   K  i 2 − 1    (   T  i _ 2   −  T  i _ 1    )  −  A i   K  i 1 − O    (   T  i _ 1   −  T  i _ o u t    )   



(9)






   ρ  i _ 2    c  i _ 2    A i   δ  i _ 2     ∂  T  i _ 2     ∂ t   =  A i   K  i 3 − 2    (   T  i _ 3   −  T  i _ 2    )  −  A i   K  i 2 − 1    (   T  i _ 2   −  T  i _ 1    )   



(10)






   ρ  i _ 3    c  i _ 3    A i   δ  i _ 3     ∂  T  i _ 3     ∂ t   =  A i   K  i 4 − 3    (   T  i _ 4   −  T  i _ 3    )  −  A i   K  i 3 − 2    (   T  i _ 3   −  T  i _ 2    )   



(11)






   ρ  i _ 4    c  i _ 4    A i   δ  i _ 4     ∂  T  i _ 4     ∂ t   =  A i   K  i i n − 4    (   T  i _ i n   −  T  i _ 4    )  −  A i   K  i 4 − 3    (   T  i _ 4   −  T  i _ 3    )   



(12)






   A i   h  i n    (   T  i n   −  T  i _ i n    )  =  A i   K  i i n − 4    (   T  i _ i n   −  T  i _ 4    )   



(13)




where,  i  is the subscript of each parameter, indicating external walls or roofs;    A i    is the area, m2;    δ i    is the thickness, m;    c i    is the heat capacity, J/(kg·K);    ρ i    is the density, kg/m3;    T i    is the temperature of each node, °C;    T o    is the outdoor temperature, °C;    T  i n     is the indoor temperature, °C;    T  i _ o u t     is the temperature of the outer surface immediately adjacent to the outdoor air, °C;    T  i _ i n     is the temperature of the inner surface immediately adjacent to the indoor air, °C;    K i    is the conductive heat transfer coefficient of each layer, W/(m2·°C), which is given in Equation (14);    q  s o l a r _ i     is the heat absorbed by the outer surface from solar radiation, W, which is given in Equation (15);    h  o u t     is the convective heat transfer coefficient with outdoor air,    h  o u t     = 19 W/(m2·°C);    h  i n     is the convective heat transfer coefficient with indoor air,    h  i n     = 8.7 W/(m2·°C).


  K = 1 /  ∑     δ j     λ j     



(14)




where,    λ j    is the thermal conductivity of each layer  j , W/(m·°C);    δ j    is the thickness of each layer  j , m.


   q  s o l a r , i   =  A i   α i   I  s u n    



(15)




where,    α i    is the insolation absorption coefficient;    I  s u n     is the solar intensity, W/m2.




	(2)

	
Dynamic thermal balance of floors









Due to the outermost layer of the floor contacts with the underground soil, the heat balance transfer equations between the nodes are different from external walls and roofs, as given in Equations (16)–(19).


   A f   h  i n    (   T  i n   −  T  f _ i n    )  =  A f   K  f i n − 1    (   T  f _ i n   −  T  f 1    )   



(16)






   ρ  f _ 1    c  f _ 1    A f   δ  f _ 1     ∂  T  f _ 1     ∂ t   =  A f   K  f i n − 1    (   T  f _ i n   −  T  f _ 1    )  −  A f   K  f 1 − 2    (   T  f _ 1   −  T  f _ 2    )   



(17)






   ρ  f _ 2    c  f _ 2    A f   δ  f _ 2     ∂  T  f _ 2     ∂ t   =  A f   K  f 1 − 2    (   T  f _ 1   −  T  f _ 2    )  −  A f   K  f 2 − 3    (   T  f _ 2   −  T  f _ 3    )   



(18)






   ρ  f _ 3    c  f _ 3    A f   δ  f _ 3     ∂  T  f _ 3     ∂ t   =  A f   K  f 2 − 3    (   T  f _ 2   −  T  f _ 3    )  −  A f   K  f 3 − S    (   T  f _ 3   −  T  s o i l    )   



(19)








	(3)

	
Building heat demand









The heat consumption of the building includes the heat consumption generated by the heat convection between the indoor air and the inner surface and the heat consumption generated by the infiltration. Solar heat gain is the only indoor heat gain considered in this study, other kinds of heat gain such as personnel heat gain and equipment heat gain are ignored. In summary, the heat demand equation of the building is shown in Equation (20).


   Q d  =  h  i n    [   A  w a l l    (   T  i n   −  T  w a l l , i n    )  +  A  r o o f    (   T  i n   −  T  r o o f , i n    )  +  A  f l o o r    (   T  i n   −  T  f l o o r , i n    )   ]  +  K  g l a s s i    A  g l a s s    (   T  i n   −  T o   )  + 0.278  n k   V  i n    c  i n    ρ  i n    (   T  i n   −  T o   )  −  Q  s o l a r    



(20)




where,    Q d    is the total heat demand of the building, W;    n k    is the air change rate,    n k    = 0.5 h−1;    c  i n     is the heat capacity of the indoor air,    c  i n     = 1003 J/(kg·°C);    V  i n     is the volume of the building,    V  i n     = 33.6 m3;    ρ  i n     is the indoor air density,    ρ  i n     = 1.29 kg/m3,    Q  s o l a r     is the indoor solar heat gain, which is given in Equation (21).


   Q  s o l a r   = A × E F ×  I  s u n   × S H G C  



(21)




where,   S H G C   is the solar heat gain coefficient;   E F   is the effective area factor.




	(4)

	
Dynamic equation for indoor temperature









The dynamic equation for indoor temperature can be calculated by Equation (22). The research objective of this study is dynamic on-demand heating operation, i.e.,    Q d  −  Q s  = 0  , and     d  T  i n     d t   = 0  , hence the indoor temperature should remain stable.


   V  i n    c  i n    ρ  i n     d  T  i n     d t   =  Q d  −  Q s   



(22)




where,    Q s    is the heat supply to the building, W.





2.4.2. Reward Function


In the process of RL, the design of the reward function plays a very important role, because it will determine the convergence speed and final performance of the RL model. The agent always learns how to maximize the reward, so the reward function must be designed ensuring the consistency between maximizing rewards and objectives. It is crucial that the reward function is designed in a way that really shows the training objective.



Delayed reward is one of the most difficult problems in RL, because there is a lot of exploratory work that needs to be performed continuously and iteratively in the process of RL training. Take the go game as an example, the agent will only achieve a −1/+1 reward at the end of a game to judge whether to win or lose, which makes training extremely difficult. For the prediction of building heat demand, there is no conventional RL reward function design method [34]. Table 3 summarizes the common reward function design approaches.



In order to achieve the objective of on-demand heating operation, the most appropriate evaluation index of the heating performance through the building heat demand prediction is the indoor temperature. According to relevant standards in China, the indoor temperature in winter should be between 16 °C and 24 °C, however, this range is usually raised to 18 °C to 24 °C during actual operation considering the thermal comfort of residents. Therefore, in this study, the desired range for indoor temperature control is 18 °C to 24 °C, and the target temperature of indoor temperature control is the midpoint of this range, i.e., 21 °C. As a result, this study proposes the following three reward functions for the building heat demand prediction. The temperature is divided into 7 intervals, the interval 0.5 degrees above and below the target temperature is the target interval; the two sides of the target interval are suitable intervals; the outer side of the suitable intervals are qualified intervals; and the outer side of the qualified intervals are disqualified intervals. Both target interval and suitable interval are collectively referred to as acceptable interval. The basic principle of reward function design is that the closer it is to the target temperature, the higher the reward.




	(1)

	
Reward function 1 (R1): only the target interval has a slightly positive reward, as shown in Figure 5.




	(2)

	
Reward function 2 (R2): the reward of the target interval has the same absolute value of the reward of the disqualified intervals and the suitable interval has a slightly positive reward, as shown in Figure 6.




	(3)

	
Reward function 3 (R3): on the basis of R2, the reward of the target interval and the right side of the qualified interval and disqualified interval are halved because lower temperature is even more strongly disallowed than higher temperature, considering the thermal comfort of residents, as shown in Figure 7.










2.4.3. Agent


Due to the fact that the output of building heat demand prediction is a high-dimensional continuous action space, this study builds the agent based on the TD3 algorithm. The goal of the agent is to find the best action under different state parameters through interaction with the environment, so that the highest cumulative reward can be obtained according to the reward function. Since the objective of this study is to achieve on-demand heating operation, the optimal action given by the agent is both the building heat demand and the heat supply of the system.



The neural networks of the agent proposed by this study is shown in Figure 8. The Actor outputs the strategy and is responsible for selecting actions; while the Critic is responsible for estimate the Q-value of each action. In the Actor, the input features at time t include indoor temperature at time t, heat supply at time t, outdoor temperature at time t + 1, and solar radiation intensity at time t + 1. The input features go through an LSTM layer and a fully connected (FC) layer for nonlinear transformation, and then through the Dropout layer to solve the problem of over-fitting, and finally reaches the output layer. The output is the predicted building heat demand at time t + 1, which is also the heat that needs to be supplied to the building at time t + 1. In the Critic, in addition to the input features required by the Actor, the input features also include the action selected by the Actor at time t + 1. The architecture of the Critic has two training branches. The left branch is designed for feature extraction of state observation, which is consist of a LSTM layer and a FC layer. While the right branch is designed for nonlinear transformation of corresponded actions, which only contains a LSTM layer. The outputs of the two branches are merged together through the merge layer. The merge layer uses the vector link strategy without weight parameters, because merge methods such as addition, subtraction or average summation will cause a certain degree of information loss. Finally, the dropout layer is added after the FC layer to solve the overfitting.



Combined with the environment, reward function and agent described previously, a complete building heat demand prediction model based on RL can be established. By observing the environment, the agent obtains the state parameters St, including indoor temperature, outdoor temperature and solar radiation intensity, and then predicts the heat supply action at. After the action is executed, the new state parameters St+1 and the reward Rt can be given by the environment. Hence, the continuous interaction between the agent and the environment can be realized in this loop.





2.5. Experiment Schemes


This study analyzed the training and prediction performance of the model based on the architecture proposed previously. Since the objective is to achieve on-demand heating operation on the premise of ensuring indoor comfort, this study will evaluate the indoor temperature control performance and the supply–demand error of proposed model based on building heat demand prediction to verify its feasibility and advancement.



2.5.1. Model Settings


In the experiment, the agent needed to find the best heat supply corresponding to each step by interacting with the environment, so that the indoor temperature of the simulated indoor environment can be maintained at 21 °C. The total duration of the experiment was 7 days, and the interval of each step was 1 h, i.e., a complete episode took a total of 168 h. The training process will stop when the maximum number of the episode is reached or the average reward of the previous several episodes reach the preset value.




	(1)

	
Meteorological data









The meteorological data in the heating season of 2018–2019 were selected, including outdoor temperature and solar radiation intensity, and the data were in an interval of 1 h. The hourly outdoor temperature is shown in Figure 9, and the hourly solar radiation intensity is shown in Figure 10.




	(2)

	
Parameters settings for the neural networks









Considering that the delay of heat supply caused by thermal inertia of building envelopes is usually within 4 h, the sequence length of the LSTM was set to 4 in the simulation. The other parameters of the actor network and the critic network are shown in Table 4 and Table 5, respectively.




	(3)

	
Parameters settings for the reinforcement learning









The main parameters for the RL are set as shown in Table 6.



All the algorithms were established and implemented by Python 3.6.7 and all the results in this study were obtained by a computer with a processor of 2.4 GHz Intel Core i7 and 8 GB RAM.




2.5.2. Evaluation Indices


As given in Equation (22), for on-demand heating operation,    Q d  −  Q s  = 0   and hence     d  T  i n     d t   = 0  , which indicates that the indoor temperature should remain stable. Therefore, the difference between the actual indoor temperature and the target indoor temperature at each step is the optimal criteria to evaluate the heating performance based on building heat demand prediction. The smaller the difference, the better the heating performance.



This study used the Root Mean Squared Error (RMSE) and the Coefficient of Variation of the RMSE (CV-RMSE) as the evaluation indices to analyze the prediction performance of proposed model, as given in Equations (23) and (24). RMSE and CV-RMSE are widely used for model performance evaluation, 41% and 16% of the research studies select them as the model performance evaluation indices, respectively [37].


  RMSE =       ∑   i = 1  n     (   t i  −  t t   )   2   n     



(23)






  CV − RMSE =         ∑   i = 1  n     (   t i  −  t t   )   2   n          ∑   i = 1  n   t i   n    × 100 %  



(24)




where,    t i    is the actual indoor temperature observed form the environment, °C;    t t    is the target temperature,    t t    = 21 °C;  n  is the total steps in a single episode,  n  = 168.






3. Results and Discussions


3.1. Model Training


According to the model settings mentioned in Section 2.5.1, the three proposed reward functions were used to train the model. In addition, the training target related to the end of training, i.e., the average reward of the last 10 episodes, were set as primary, intermediate and advanced targets, corresponding to 1/3, 1/2 and 2/3 of the total reward, respectively. The result is shown in Figure 11.



The results show that when R1 was used, the highest average reward in the past 10 episodes is only −28.3, while the total reward of a single episode is 168, and the highest reward in a single episode is 53. After training, the primary target of 1/3 of the total reward was still not reached, so the model training failed. When R2 and R3 were used, both the primary and intermediate targets can be achieved. To reach the primary target, the target reward of R2 is 5600. After 800 episodes of training, the model achieved the primary target, and the average reward of 10 episodes was 5671. The primary target of R3 was 2800. After 845 episodes, the model achieved the primary target, and the average reward of 10 episodes was 2832. On the other hand, to reach the intermediate target, the target reward of R2 is 8400. After 586 episodes of training, the model achieved the intermediate target, and the average reward of 10 episodes was 8650. The intermediate target of R3 is 4200. After 612 episodes, the average reward of 10 episodes was 4264 which achieved the intermediate target. Aiming to achieve the advanced target, the model cannot be successfully trained directly using any of the three reward functions proposed in this study. However, if the pretrained model of R2 which achieved the intermediate target was used for retraining, the average reward of 10 episodes was 11,850 after 367 episodes which achieved the advanced target. In summary, results show that R2 is the most suitable for the experimental situation proposed in this study.



The experimental results show that the design of the reward function significantly influences the performance of the model after training. For the same architecture of the agent, the model failed in training when R1 was used, while the model can achieve the advanced target when R2 was used through retraining. The reward distribution of R1 is very sparse due to the fact that there is only one positive reward interval in R1. As a result, the probability that the model can achieve a positive reward during training is low, and the model may not be able to find the correct optimization direction after many attempts, which seriously affects model training efficiency. In addition, the positive and negative rewards set in R1 are not uniform in magnitude, the positive reward is only 1, while the negative reward is −10 and −100. Consequently, the model is more likely to tend to avoid high negative rewards, rather than obtaining high positive rewards during training. The training direction is inconsistent with our training objective. This phenomenon is also verified in the training results, the rewards of most late episodes are small negative values rather than positive values, which indicates a design failure of R1.



Compared with R1, since the reward of target interval in R2 and R3 has the same order of magnitude as the disqualified intervals, the training performance is significantly improved. In addition, the reward of suitable intervals in R2 and R3 is set to 1, which aims to guide the optimization direction of model training. The experimental results also verify the effectiveness of this method. From the perspective of indoor thermal comfort, residents are more reluctant to accept indoor temperatures below 18 °C compared to above 24 °C, because high indoor temperature can be decreased by opening the windows. Therefore, R3 halves the reward for target interval and high temperature intervals, aiming to guide the model to avoid low indoor temperature during training. However, the experimental results show that using R3 does not have better performance, it fails to reach the advanced target even retraining method is used.



With the upgrade of model training target, the difficulty of model training will also increase significantly. Due to all the default parameters of neural network model are randomly initialized at the beginning, the model proposed in this study is not always successful during training. It is found that the training will always fail when R1 is used. However, when the other reward functions are used, the success probabilities of the primary target and the intermediate target are about 40% and 15%, respectively. When R2 is used by the retraining method, the success probability to achieve the advanced target is about 20%. In addition, due to random initialization, even the same agent architecture and reward function are used, the parameters of the final model obtained from each training attempt are different. Therefore, it is not meaningful to compare the number of episodes used for each training attempt. For example, during two different training attempts with R2, it took 800 episodes to reach the primary target, but only took 586 episodes to reach the intermediate target.




3.2. The Performance of Indoor Temperature Control


Figure 12 shows the variation of indoor temperature when the environment was controlled by different prediction models.



When R2 was used, the model which achieved primary target could control the average indoor temperature within 168 h of a complete single episode to 21.6 °C, the RMSE is 1.3 °C and the CV-RMSE is 6.26%. The indoor temperature was controlled within the target interval for 60 h, accounting for 35.7%, within the acceptable interval for 156 h, accounting for 92.9%, and within the qualified interval for 12 h, accounting for 7.1%. The model achieved intermediate target can control the average indoor temperature of a complete single episode to 20.8 °C, the RMSE is 0.5 °C and the CV-RMSE is 2.67%. The indoor temperature was controlled within the target interval for 101 h, accounting for 60.1%, within the acceptable interval for 162 h, accounting for 96.4%, and within the qualified interval for 6 h, accounting for 3.6%. The model which achieved the advanced target could control the average indoor temperature of a complete single episode to 21.2 °C, the RMSE is 0.3 °C and the CV-RMSE is 1.23%. The indoor temperature was controlled within the target interval for 118 h, accounting for 70.2%, within the acceptable interval for 168 h, accounting for 100%.



When R3 was used, the model which achieved the primary target could control the average indoor temperature within a complete single episode to 21.5 °C, the RMSE is 1.3 °C and the CV-RMSE is 6.19%. The indoor temperature was controlled within the target interval for 62 h, accounting for 36.9%, within the acceptable interval for 157 h, accounting for 93.5%, and within the qualified interval for 11 h, accounting for 6.5%. The model which achieved the intermediate target could control the average indoor temperature of a complete single episode to 21.2 °C, the RMSE is 0.5 °C and the CV-RMSE is 2.61%. The indoor temperature was controlled within the target interval for 93 h, accounting for 55.4%, within the acceptable interval for 165 h, accounting for 98.2%, and within the qualified interval for 3 h, accounting for 1.8%.



The experimental results show that under the same training target, models trained with different reward functions have similar performance on indoor temperature control. When the primary target is achieved, the time for the indoor temperature in the target interval is more than 35%; when the intermediate target is achieved, this time increases to more than 55%; and it can further increase to more than 70% when the advanced target is achieved. The performance of indoor temperature control can be significantly improved with the upgrade of the training target, but it should be noticed that the upgrade of the training target will also lead to a significant increase in the difficulty of the model training. It can be seen in Figure 12 that even with the primary target, the model can maintain the indoor temperature in the acceptable interval for more than 90% of the time. All of the poor indoor temperature control occurs within the first 10 hours of the simulation. The reason is that the initial temperature of the internal node of each building envelope layer was set to 18 °C. Therefore, the heating scenario of the early stage is different from common operation, which requires additional preheating of the building envelopes. It is difficult to learn the preheating scenario in the training process, as a result, it is found in the experiment that the model cannot achieve advanced targets through conventional training methods. However, when the model achieves the intermediate target, the indoor temperature can be appropriately controlled except for the preheating scenario in the early stage. Therefore, on this basis, the retraining method can be used to fine-tune the original model and help the model learn the characteristics of the preheating scenario. The experimental results also verify the effectiveness of retraining method.




3.3. The Performance of On-Demand Heating Operation


Figure 13 shows the variation of heat supply when the environment was controlled by different prediction models.



In the experiment, the total heat demand in a complete episode of 168 h is 43,665.4 kWh. When R2 was used, the total heat supply of the model that achieved the primary target, the intermediate target and the advanced target were 48,060.8 kWh, 42,804.4 kWh and 45,656.6 kWh, respectively. The supply–demand error is 10.07%, −1.97% and 4.56%, respectively. On the other hand, when R3 was used, the total heat supply of the model that achieved the primary target and the intermediate target is 47,148.8 kWh and 45,460.7 kWh, respectively. The supply–demand error is 7.98% and 4.11%, respectively.



Due to the difference in the average indoor temperature controlled by different models, the total heat supply in a single episode is slightly different. In general, the trained model can control the supply–demand error within 10%. For the model with the best indoor temperature control performance, the supply–demand error is only 4.56%. In addition, it can be found from Figure 13 that the indoor heat demand changes periodically. With the upgrade of the training target, the fitting of the heat supply and the heat demand curve is significantly improved. Based on the primary target, although the heat supply is consistent with the heat demand in the changing trend, the peaks and valleys cannot be well fitted. Under this condition, the indoor temperature can be maintained in the acceptable interval based on the thermal storage of building envelopes. However, the indoor temperature will still be very high during the low heat demand at noon every day. When the intermediate target is achieved in training, the previous problem can be significantly alleviated as the prediction accuracy is sharply improved. When training with the advanced target, with the introduction of the retraining method, the fitting of heat demand and heat supply is further improved, and the problem of additional heat demand caused by the preheating of building envelopes in the early stage can be solved.





4. Conclusions


The accurate prediction of heat demand plays the critical role in refined management of heating, which is the basis for on-demand heating operation. However, the model established by the supervised learning method requires the operating conditions of the training data realized on-demand heating in advance, in order to achieve its on-demand heating operation. This study proposed a prediction model framework based on reinforcement learning according to indoor temperature to precisely predict the heat demand and achieve on-demand heating operation. This study established the agent based on the TD3 algorithm to dynamically maintain the indoor temperature at around 21 °C. A simulation environment was constructed based on building physical parameters and mathematical model to cooperate with the agent for training. In addition, three reward functions for the building heat demand prediction model were elaborate based on the indoor temperature considering practical heating performance. The main conclusions are as follows:




	(1)

	
The experimental results showed that the design of the reward function significantly influenced the performance of the model after training. The agent failed to achieve the primary target that 1/3 of the total reward based on R1. However, the agent achieved the advanced target and intermediate target, respectively, when R2 and R3 were used.




	(2)

	
The model proposed in this study can dynamically control the indoor temperature in the acceptable interval through building heat demand prediction. The experimental results showed that even if the model only reached the primary target through training, it could maintain the indoor temperature in the acceptable interval (19–23 °C) for more than 90% of the time during the experiment. Moreover, the proportion of time that the indoor temperature can be controlled within the target interval (20.5–21.5 °C) was over 35%, 55% and 70%, when the model reached the primary, intermediate or advanced targets, respectively. This study verified the prediction accuracy of building heat demand from the perspective of indoor temperature control performance, and validated the effectiveness and advancement the model proposed in this study.




	(3)

	
In addition to maintaining indoor temperature, the model proposed in this study also achieved on-demand heating operation. Although the final heat supply was directly influenced by the indoor temperature control, the experimental results show that the supply–demand error can be controlled below 10% by training a model that achieved the primary target. The model achieving the advanced target, which had the best indoor temperature control performance, had a supply–demand error of only 4.56%, providing basis and support for the realization of on-demand heating operation.
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Figure 1. The framework of reinforcement learning. 
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Figure 2. The nodes of external walls. 
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Figure 3. The nodes of roofs. 
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Figure 4. The nodes of floors. 
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Figure 5. Design of reward function 1. 
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Figure 6. Design of reward function 2. 
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Figure 7. Design of reward function 3. 
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Figure 8. The architecture of the Actor and the Critic. 
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Figure 9. Hourly outdoor temperature. 
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Figure 10. Hourly solar radiation intensity. 
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Figure 11. Training results of the three proposed reward functions. 
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Figure 12. Results of indoor temperature controlled by different prediction models. 
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Figure 13. Results of heat supply controlled by different prediction models. 
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Table 1. Detailed parameters of simulated building.






Table 1. Detailed parameters of simulated building.





	Parameters
	Values





	Length
	4 m



	Width
	3 m



	Height
	2.8 m



	Area of windows
	1.2 m2
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Table 2. The parameters of each envelope.
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External Walls (from Outside to Inside)




	
Materials

	
Thickness

	
Thermal Conductivity

	
Density

	
Heat Capacity




	
(mm)

	
(W/(m·K))

	
(kg/m3)

	
(kJ/(kg·K))




	
Cement mortar

	
20

	
0.93

	
1800

	
1.05




	
Reinforced concrete

	
200

	
1.74

	
2500

	
0.92




	
EPS insulation board

	
80

	
0.039

	
30

	
1.38




	
Cement mortar

	
20

	
0.93

	
1800

	
1.05




	
Roofs (from Top to Bottom)




	
Materials

	
Thickness

	
Thermal Conductivity

	
Density

	
Heat Capacity




	
(mm)

	
(W/(m·K))

	
(kg/m3)

	
(kJ/(kg·K))




	
Cement mortar

	
20

	
0.93

	
1800

	
1.05




	
XPS insulation board

	
75

	
0.03

	
30

	
1.38




	
Reinforced concrete

	
200

	
1.74

	
2500

	
0.92




	
Cement mortar

	
20

	
0.93

	
1800

	
1.05




	
Floors (from Top to Bottom)




	
Materials

	
Thickness

	
Thermal Conductivity

	
Density

	
Heat Capacity




	
(mm)

	
(W/(m·K))

	
(kg/m3)

	
(kJ/(kg·K))




	
Cement mortar

	
20

	
0.93

	
1800

	
1.05




	
EPS insulation board

	
25

	
0.039

	
30

	
1.38




	
Reinforced concrete

	
150

	
1.74

	
2500

	
0.92




	
External Windows (5 mm/9 mm Argon/5 mm/9 mm Argon/5 mm)




	
Parameters

	
Heat Transfer Coefficient (W/(m2 K)

	
Solar Heat Gain Coefficient (−)

	
Effective Area Factor (−)




	
Value

	
1.0

	
0.7

	
0.75
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Table 3. Summary of different methods for reward function design.
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	Types of Reward Function
	Characteristics





	Discrete reward function [29]
	Contains less information



	Continuous reward function [35]
	Contains more information, and suitable for continuous action space



	Inverse reinforcement learning [36]
	Require a large amount of labeled data
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Table 4. Parameters settings for the Actor network.
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	Parameters
	Values





	Neuron number of the LSTM
	256



	Activation function of the LSTM
	ReLU



	Neuron number of the FC
	128



	Activation function of the FC
	ReLU



	Optimizer
	Adam



	Learning rate
	0.001



	Dropout
	0.5
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Table 5. Parameters settings for the Critic network.
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	Parameters
	Branch of State
	Branch of Action





	Neuron number of the LSTM
	256
	128



	Activation function of the LSTM
	ReLU
	ReLU



	Neuron number of the FC
	128
	-



	Activation function of the FC
	ReLU
	-



	Optimizer
	Adam
	Adam



	Learning rate
	0.001
	0.001



	Dropout
	0.5
	0.5
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Table 6. Parameters settings for reinforcement learning.
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Parameters

	
Values






	
Sample time

	
1




	
Discount factor

	
0.995




	
Maximum episode

	
1000




	
Average window length

	
10




	
Exploration Method

	
Type of noise

	
Gaussian action noise




	
Mean

	
50




	
Standard deviation

	
200




	
Decay of SD

	
0.00001




	
Batch size

	
64
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