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Abstract: The fuel injector is a critical component of the internal combustion engine. The diameters of
the injector nozzle and the control chamber’s oil inlet and outlet are generally between 0.2 and 0.5 mm,
which are typical microchannel structures. During high-pressure injection, the cavitation phenomenon
in the channel seriously affects the reliability of the internal combustion engine. The choice of
turbulence and cavitation models is the key to investigate the cavitation in the microchannel by using
numerical methods. Based on the Winklhofer microchannel fuel experiment, five representative
turbulence models were used to construct a microchannel model, and the results were compared and
analyzed with the experiment. The results show that the pressure gradient values obtained from the
combination of RNG k-ε and ZGB models were similar to the experimental data, with an error of less
than 6%. The cavitation distribution calculated from the combination of LES and ZGB models was
most consistent with the experimental observation data. The outlet mass flow rate obtained from the
LES and ZGB models matched the trend of the experimental data in the pressure difference range of
19 bar to 85 bar, with an error of less than 2%. For the cross-sectional flow rate calculation, the RNG
k-ε and ZGB models had the smallest calculation errors, with errors below 11%.

Keywords: injector; cavitation; microchannel; internal combustion engine; model comparison

1. Introduction

As one of the main development directions in modern internal combustion engines,
high-speed and high-power density internal combustion engines are characterized by high
injection pressure and speed and short injection duration. With the increasing injection
pressure in a common high-pressure rail system, the cavitation problem inside the injector
nozzle holes becomes more and more serious. When the pressure difference ∆P between the
inlet and outlet of the injector hole is large, a low-pressure area will be generated near the
wall of the flow path inside the injector hole, resulting in the pressure of high-speed fuel in
this area rapidly dropping to its saturated vapor pressure value, thus leading to cavitation.
Cavitation in the injector hole affects the subsequent spray combustion effect, and long-term
cavitation corrosion will lead to spray hole wall peeling, affecting the injection accuracy and
reliability of engine operation. Currently, the use of computational fluid dynamics (CFD)
methods to validate relevant injector fuel cavitation flow tests and thus study the cavitation
in injector holes is one of the hot research topics in the field of internal combustion engines.

The current fuel cavitation tests that are widely used to verify the reliability of nu-
merical model calculations are mainly the two-dimensional injector hole test proposed by
Sou et al. [1] and the microchannel test proposed by Winklhofer et al. [2,3]. Because the
microchannel test is closer to the actual work of the injector hole, in recent years, scholars
at home and abroad have widely used it to validate various new numerical models of the
spray hole. Dai et al. [4] used the Winklhofer test for the validation of the reliability of
the model of a curved structure nozzle and used the nozzle model to study the effect of
nozzle curvature on the transient cavitation characteristics of the nozzle, finding that the
nozzle curvature can significantly reduce the cavitation in the hole degree. The greater the
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arc, the smaller the area of cavitation, and the smaller the average velocity of the spray
hole exit, but the mass flow rate did not change significantly. By combining the Winklhofer
test data, Sa et al. [5] used the realizable k-ε turbulence model and Schnerr and Sauer (SS)
cavitation model in their calculations and verified that the cavitation distribution of the
constructed multiphase flow model was consistent with the test, and then quantitatively
investigated the effect of the spiral counter-groove structure on the injector needle valve on
the turbulent fuel flow in the orifice and the subsequent fuel injection. Cristofaro et al. [6]
used the large eddy simulation (LES) model to calculate the cavitation distribution of his
multiphase flow model, in agreement with the experimental data, and investigated the
effect of liquid fuel viscosity on the mass flow rate, velocity profile and cavitation distri-
bution during the microchannel throttling flow. Zhao et al. [7] used a model with a grid
size of 10 µm to verify the cavitation distribution, outlet mass flow rate and cross-sectional
velocity distribution of the model similarly to the experiment, and finally investigated the
effect of the compressibility of the fuel on the emission coefficient and critical cavitation
number of the fuel in the nozzle. Guo et al. [8] used the homogeneous relaxation model and
the RNG k-ε turbulence model calculations to verify that the model used was consistent
with the experimental outlet mass flow rate and that the error in the cavitation distribution
was minimal, thus investigating the effect of needle valve motion on the development of
cavitation in the nozzle.

Although numerical calculation results closer to the experimental phenomena can be
obtained in the study of the Winklhofer test at present, the influence of the selected com-
putational model on the computational results and experimental validation has not been
reported in the above-mentioned papers because the computational models and meshing
strategies used are not the same. In recent years, some scholars have conducted related stud-
ies based on the influence of cavitation model selection on simulation results. Saha et al. [9]
investigated the influence of three cavitation models such as Zwart-Gerber-Belamri (ZGB),
SS and Saha-Abu-Ramadan-Li (SAL) on simulation results with the selection of single-fluid
and two-fluid methods. Piehl et al. [10] carried out similar research work using three
cavitation models such as Original Fire and SS, and Singhal et al. and Kumar et al. [11] com-
bined multiple URANS models with ZGB models to investigate the effect of the selection of
Unsteady Reynolds Averaged Navier-Stokes (URANS) models on the computational results
and verified them by comparing with the experimental data of Duke et al. [12]. He et al. [13]
evaluated the predictive ability of different models for string cavitation in nozzles based on
turbulence models such as RNG k-ε, SST k-ω, WALE LES and VLES, and found that LES
and VLES obtained more accurate simulation results when studying the above problem.
However, with the gradual use of LES and DES in microchannel cavitation simulations, it
became more important to compare the differences in the effects of LES, DES, and URANS
models on microchannel cavitation flow. The Winklhofer microchannel test mainly has four
result indicators: pressure gradient distribution, cavitation distribution, outlet mass flow
rate and cross-sectional flow rate distribution. In order to obtain more reliable research
conclusions, the simulation data need to be compared and verified comprehensively with
the above-proposed test parameters.

In this paper, we used Fluent 2020R2 commercial software to numerically simulate
the pressure gradient, cavitation distribution, outlet mass flow rate and cross-sectional
flow velocity distribution under various differential pressure conditions in the Winkl-
hofer microchannel test based on five combinations of turbulence and cavitation models
in turn, to compare and discuss the differences in numerical results among the model
combinations and to evaluate and summarize the influence of model selection on the test
validation results.
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2. Computational Model Theory
2.1. Turbulence Model
2.1.1. SST k-ω Model

The SST k-ω model is improved from the Baseline k-ω model and inherits the ro-
bustness and accuracy of the k-ω class model in the near-wall region and the free-flow
independence of the k-ε class model in the far-field region, and respectively defines the
transport process of turbulent shear stress in the turbulent viscosity with the transport
equations of turbulent kinetic energy and specific dissipation rate, as:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj
(Γk

∂k
∂xj

) + Gk −Yk + Gb (1)

∂

∂t
(ρω) +

∂

∂xi
(ρωui) =

∂

∂xj
(Γω

∂ω

∂xj
) + Gω −Yω + Dω + Gωb (2)

where Gk is the turbulent energy generation term; Gω is the specific dissipation rate
generation term; Γk and Γω are the effective diffusivity of turbulent energy and specific
dissipation rate, respectively; Yk and Yω are the dissipation terms of turbulence-induced
turbulent energy and specific dissipation rate, respectively; Dω is the cross-diffusion term;
Gb is the buoyancy-induced turbulent energy; and Gωb is the buoyancy term in the transport
equation. The specific expressions of the above variables are given in ref. [14].

2.1.2. Realizable k-ε Model

Based on the mean-square vorticity fluctuation transport equation, the Realizable k-ε
model derives a modified transport equation for the dissipation rate and has excellent
computational performance in most flow phenomena, especially separated flows and
secondary flows with complex characteristics, and its transport equations for turbulent
kinetic energy and dissipation rate are:

∂

∂t
(ρk) +

∂

∂xj
(ρkuj) =

∂

∂xj
[(µ +

µt

σk
)

∂k
∂xj

] + Gk + Gb − ρε−YM (3)

∂

∂t
(ρω) +

∂

∂xi
(ρωui) =

∂

∂xj
(Γω

∂ω

∂xj
) + Gω −Yω + Dω + Gωb (4)

where Gk is the turbulent energy due to the mean velocity gradient; Gb is the turbulent en-
ergy due to buoyancy; YM is the contribution of pulsating expansion to the total dissipation
rate in compressible turbulent flow; µt is the turbulent viscosity; C1 is a coefficient term in
the equation and has:

C1= max[0.43,
η

η + 5
] (5)

η = S
k
ε

(6)

S =
√

2SijSij (7)

where σk and σε are the turbulent Prandtl numbers of turbulent kinetic energy and dissi-
pation rate, respectively, and σk = 1.0 and σε = 1.2; C1ε and C2 are the constants in the
dissipation rate transport equation, and C1ε = 1.44 and C2ε = 1.9. The specific expressions
of the above variables are given in ref. [15].

2.1.3. RNG k-ε Model

The RNG k-ε model is based on the Standard k-ε model using the statistical method
of reformed group. It is characterized by the improved accuracy of the eddy calculation
and the effective calculation of the low Reynolds number effect in the near-wall region.
Thus the RNG k-ε model is more accurate and applicable to a wider range of flow cases
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than the Standard k-ε model, and the transport equations for turbulent kinetic energy and
dissipation rate are:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj
(αkµe f f

∂k
∂xj

) + Gk + Gb − ρε−YM (8)

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj
(αεµe f f

∂ε

∂xj
) + C1ε

ε

k
(Gk + G3εGb)− C2ερ

ε2

k
− Rε (9)

where Gk, Gb and YM have the same physical meaning as in the Realizable k-ε model
(Equation (3)); µe f f is the effective viscosity; αk and αε are the inverse of the effective
Prandtl number of the turbulent energy and dissipation rate, respectively; C1ε and C2ε are
the constants in the dissipation rate transport equation, and C1ε = 1.42 and C2ε = 1.68; Rε

are additional terms in the dissipation rate transport equation. The specific expressions of
the above variables are given in ref. [16].

2.1.4. LES Model

In the LES model, large eddies are solved by direct analysis, while small eddies
are solved by constructing a subgrid model. This paper uses the wall-adapting local
eddy-viscosity (WALE) model for the large eddy simulation [17]. Compared with the
Smagorinsky–Lilly model [18], the WALE model treats the turbulent viscosity of the laminar
shear flow as zero, which allows the WALE model to correctly handle the flow in the laminar
region of the basin, improving the accuracy of the solution at the near-wall turbulence. The
eddy viscosity of the WALE model is

µt = ρLS
2

(Sd
ijS

d
ij)

3/2

(SijSij)
5/2

+ (Sd
ijS

d
ij)

5/4 (10)

where Sij is the solvable scale strain rate tensor; LS and Sd
ij respectively are

LS = min(κd, CwV1/3) (11)

Sd
ij =

1
2
(g2

ij + g2
ji)−

1
3

δijg2
kk (12)

where, κ is the von Kamen constant, and κ = 0.41; d is the distance to the nearest wall; Cw is
the WALE model constant, and Cw = 0.325; gij is the velocity gradient tensor, and gij =

∂ui
∂xj

.

2.1.5. DES Model

The DES model is classified as a hybrid RANS/LES model. It obtains higher accuracy
than the URANS model by using the URANS model in the boundary layer, while switching
to the LES model in the outer field region where the separated vortices are generated, and
avoids the situation where a large amount of computational resources are occupied in the
LES model. In this paper, we use the SST k-ω based DES model [19], whose dissipation
terms of turbulent kinetic energy are

Yk = ρβ∗kωFDES (13)

where FDES is

FDES = max(
Lt

Cdes∆max
, 1) (14)

where Lt is the turbulence length scale, and Lt =
√

k
β∗ω ; CDES is the calibration constant in

the DES model, and CDES = 0.61; ∆max is the grid spacing.
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2.2. Cavitation Model
2.2.1. Cavitation Model Basic Control Equations

The cavitation model can constitute a multiphase flow cavitation modeling method
together with the multiphase flow model for controlling gas–liquid mixtures and the
traditional turbulence model, whose control equations are expressed as:

∂

∂t
( fvρ) +∇ · ( fvρ

→
Vv) =∇ · (Γ∇ fv) + Re − Rc (15)

where fv is the vapor mass fraction; ρ is the mixture density;
→
Vv is the vapor velocity; Γ is the

diffusion coefficient; Re is the vapor generation rate; and Rc is the vapor condensation rate.

2.2.2. ZGB Model

The ZGB model assumes that the bubbles in the multiphase flow system all have
the same size, neglects the effect of the non-condensable gas on the cavitation flow, and
considers the interphase mass transfer rate per unit volume using the rate of change of the
mass of a single bubble and the bubble number density [20].

When P ≤ Pv:

Re = Fvap
3αnuc(1− αv)ρv

<B

√
2
3

Pv − P
ρl

(16)

When P ≥ Pv:

Rc = Fcond
3αvρv

<B

√
2
3

P− Pv

ρl
(17)

where P is the local pressure of the flow field; Pv is the saturation vapor pressure; <B
is the bubble radius, <B = 1 × 10−6m; αnuc is the volume fraction at the gas nucleus,
αnuc = 5× 10−4; Fvap is the evaporation coefficient, Fvap = 50; Fcond is the condensa-
tion coefficient, Fcond = 0.01; ρv and ρl are the gas phase density and liquid phase
density, respectively.

3. Numerical Model Construction and Validation
3.1. Physical Model Construction

In this paper, a “U” shaped pipe from the Winklhofer visualization fuel experiment [3]
was selected as the object of our study, and its geometry is shown in Figure 1. The geo-
metrical parameters of the “U” pipe model are: pipe thickness W = 300 µm, microchannel
inlet height Hin = 301 µm, microchannel outlet height Hout = 284 µm, microchannel
length L = 1000 µm, and microchannel inlet corner radius R = 20 µm. The previous
studies [6,7,21] all used microchannel models with additional preset buffer flow channels
to verify with the Winklhofer test results for comparison. The purpose was to keep the inlet
and outlet pressures of the microchannel in the simulation consistent with the pressure
conditions in the test so that the simulation results are closer to the actual test measure-
ments. As shown in Figure 2, the simulation model of Guan [21] is referred to in this paper,
and the buffered flow channels of 2000 µm × 300 µm × 2312 µm and 3000 µm × 300 µm
× 2312 µm are preset before and after the microchannel model, respectively.

3.2. Numerical Calculation Settings

The fuel thermal property parameters used in the numerical calculations are shown
in Table 1 [21], and the fuel is set as a compressible fluid. In addition, the microchannel
inlet and outlet are defined as pressure inlet conditions and pressure outlet conditions,
respectively, keeping the inlet pressure of 100 bar constant and setting different outlet
pressure conditions (19 to 85 bar) for the computational model.
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Table 1. ISO4113 fuel thermophysical properties.

Parameters Value

Liquid phase density (kg/m3) 830
Liquid phase kinetic viscosity (kg/(m·s)) 0.0024

Saturated vapor pressure (Pa) 2000
Vapor phase density (kg/m3) 0.029

Gas phase kinetic viscosity (kg/(m·s)) 3.1 × 10−6

The discretization of the numerical model is based on the finite volume method (FVM),
the Mixture model is used to describe the gas–liquid two-phase flow, the PISO algorithm
is used for the pressure–velocity coupling method, and the pressure solution format and
the gradient solution format are set to PRESTO! The rest of the formats are set to QUICK
format. The calculation step is set to 5 × 10−7 s. The specific parameters of each turbulence
and cavitation model are shown in Table 2.

Table 2. The parameter settings for each model during numerical calculations.

SST k-ω Realizable k-ε RNG k-ε LES DES ZGB

σk,1 1.176 σk 1.0 C1ε 1.42
Cw 0.325 Cdes 0.61

Fvap 50
σω,1 2.0
σk,2 1.0

σε 1.2 C2ε 1.68 Fcond 0.01
σω,2 1.168
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3.3. Grid-Independent Verification

For the microchannel basin and the buffer basin near the entrance and exit of the
microchannel, local grid encryption was performed using ICEM software to obtain accurate
flow parameter results for subsequent model calculations, and the grid division is shown
in Figure 3.
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For the above-mentioned grid division strategy, the grid irrelevance was verified by
using the grids of magnitude 50,000, 200,000, 400,000, 600,000 and 800,000 in turn. The
Winklhofer flow experiment was able to observe the supercavitation phenomenon in the
microchannel under the condition of 80 bar differential inlet and outlet pressure. Therefore,
the grid-independent verification is based on the above pressure conditions, and the mass
flow rate at the exit of the microchannel for five grid numbers is shown in Figure 4. The
results show that the mass flow rate at the exit of the microchannel tended to a stable
value when the number of grids exceeded 600,000. Considering the accuracy of subsequent
numerical calculations and the allocation of computational resources, we finally determined
that the grid number of the computational model was 600,000, in which the minimum grid
size at the near-wall surface was 0.5 µm and the maximum grid size at the central flow
channel was about 4 µm.
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4. Calculation Results and Discussion

When fuel flows through the microchannel, the flow channel cross-section suddenly
becomes smaller, the flow velocity increases and the pressure drops below the saturated
vapor pressure of fuel, at which time flow separation and cavitation will occur. These
phenomena directly affect the pressure and velocity distribution in the microchannel. They
are reflected in the resultant parameters such as outlet mass flow rate, cavitation area
distribution, flow velocity distribution and pressure gradient distribution. In this paper,
the distribution characteristics of the above physical parameters are studied separately, the
differences in results under multiple numerical model application scenarios are compared
and analyzed, and finally, the accuracy of the numerical calculation of compressible fuel
under multiple model applications is discussed.

4.1. Comparison of Pressure Gradient

In order to elucidate the intrinsic mechanism of cavitation incipient to cavitation
development in the channel, this paper first analyzes the pressure gradient variation along
the flow direction at the centerline of the model under the ∆P = 70 bar, as shown in
Figure 5. Under this pressure condition, the fuel flow in the microchannel reaches the
critical cavitation condition. However, the fuel pressure value first decreases rapidly from
the channel inlet to the middle of the cavitation region because the cavitation region is not
fully developed at this time. It drops to a small value in the middle of the cavitation region
with the smallest local basin cross-section, and then the basin cross-section increases and
the pressure value rises back. After the fuel fluid flows through the end of the cavitation
region and reattaches back to the wall, the basin cross-section gradually decreases and the
flow rate gradually increases as the fluid continues to approach the channel exit, resulting
in a gradual decrease in pressure as well.

Figure 5 illustrates the differences in pressure gradient profile changes for multiple
turbulence and cavitation model applications. The pressure gradient curves obtained
from different model combinations almost overlap and are similar to the experimental
results as the fuel flows from the upstream buffer basin to the vicinity of the microchannel
inlet. As the fuel flows through the cavitation and non-cavitation regions, all five model
combinations, except for the RNG k-ε and ZGB model combinations, show a trend where
the pressure value first drops to a minimal value, then rises, and finally decreases. The
errors between the pressure gradient results of the five models and the experimental data
in each zone are given in Table 3. As can be seen from Table 3, except for the model
combinations of LES and ZGB, the results obtained in the two zones of −1.00~−0.25 mm
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and −0.25~0.22 mm are close to the experimental data, and the errors are within 6%. In the
0.22–0.50 mm range, the best simulation results were obtained for the RNG k-ε and ZGB
model combination with an error within 6%; in the 0.50–2.00 mm range, the simulation
results for the RNG k-ε and ZGB, DES and ZGB model combinations were within 4% error.
In general, the error between the pressure gradient simulation results obtained from the
combination of RNG k-ε and ZGB models and the experimental data is the smallest. From
Equation (9), it can be seen that the RNG k-ε model is based on the Standard k-ε model with
the addition of terms that can improve the accuracy for fast strain flow [16]. Therefore, the
RNG k-ε model shows superior simulation performance in the two main zones of fast strain
flow in microchannels, −0.25 to 0.22 mm and 0.22 to 0.50 mm.
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Table 3. Comparison of the error of the simulated average value of pressure gradient for each model
combination with the experimental data.

Model Combinations
Zone/mm

−1.00~−0.25 −0.25~0.22 0.22~0.50 0.50~2.00

SST k-omega&ZGB 2.55% 2.22% 15.14% 18.61%
Realizable

k-epsilon&ZGB 2.13% 0.79% 11.44% 14.51%

RNG k-epsilon&ZGB 2.38% 4.18% 5.68% 3.48%
LES&ZGB 1.20% 16.44% 64.68% 22.27%
DES&ZGB 2.16% 5.26% 27.02% 3.03%

4.2. Comparison of Cavitation Distribution

Figure 6 compares the cavitation distribution results between the experimental results
and the simulation of various model combinations. Due to the ∆P between the front and
rear buffer regions and the increase in fuel flow rate in the microchannel, the fuel pressure
in the local region decreases to the fuel evaporation pressure, and the fuel in the region
instantly evaporates into the gas phase, and the cavitation occurs.
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From the vapor volume fraction cloud diagram, it can be seen that there are significant
differences between the cloud diagrams obtained from different model combinations and
the experimental results. Due to the presence of non-condensable gases in the actual
fuel flow, the fuel liquid is more prone to gas nucleation during the pressure drop, and
cavitation is more likely to occur. At 60 bar ∆P, the cavitation at the channel’s entrance was
simulated by all five model combinations, consistent with the experimental results. For
70 bar ∆P, the cavitation clouds obtained by the LES and ZGB model combinations were
close to the experimental observations. In contrast, the cavitation domain lengths obtained
by the other five model combinations were smaller than those in the experimental results.
For the pressure difference of 80 bar, the simulation results of the LES and ZGB and DES
and ZGB model combinations were able to better reflect the experimental data, while the
cavitation domain lengths obtained from the SST k-ω and ZGB model combinations were
slightly smaller than the experimental values.

It can be seen from the experimental results that as the ∆P increased from 60 to 80 bar,
the gas phase fuel was no longer confined to the reflux region at the entrance of the mi-
crochannel, but gradually extended along the wall to the exit. However, the cavitation
domains observed in the microchannels in the experiments were still larger than those
obtained in the simulations, and the cavitation distributions obtained from different turbu-
lence models were different. Yu et al. [22] showed that different cavitation distributions
were observed using different cavitation models for the same microchannel structure.
Altimira et al. [23] also found that the cavitation domain was larger in the experiment
than in the simulation and pointed out that fuel compressibility affects the vapor conden-
sation rate, which may be the reason for the small cavitation domain in the simulation.
Meanwhile, he further found that using the different densities of grid distribution and
adjusting the size of control parameters affecting cavitation bubble development in the
cavitation model did not significantly affect the cavitation distribution at the near-wall
surface. Giannadakis et al. [24] showed that the cavitation domain development did not
depend on the initial diameter of the cavitation bubble.

In summary, the cavitation domain attached to the microchannel wall developed as
the ∆P between inlet and outlet increased, gradually extending along the wall to the outlet
of the channel. The reason for the variability in the cavitation distribution between different
model combinations at the same inlet and outlet pressure difference was the difference in
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the mathematical formulation of the different turbulence models because the cavitation
domain was mainly composed of multiple large vortices clustered at the macroscopic level
(one can see the wake of the vortices attached from the wall in the cavitation cloud at 60 bar
pressure difference from the Winklhofer experiment). The above error analysis process
also reflects that the LES model directly resolves the large vortices in a more suitable way
for the simulation calculation of the cavitation domain than the way the remaining four
turbulence models deal with the flow.

4.3. Comparison of Outlet Mass Flow Rates

Figure 7 reveals the microchannel outlet mass flow rate’s variation characteristics
and the differences in the simulation results obtained from five model combinations. In
this paper, the outlet mass flow rate is studied for thirteen ∆P conditions (∆P1 = 19 bar,
∆P2 = 45 bar, ∆P3 = 58 bar, ∆P4 = 60 bar, ∆P5 = 63 bar, ∆P6 = 65 bar, ∆P7 = 67 bar,
∆P8 = 69 bar, ∆P9 = 70 bar, ∆P10 = 71 bar, ∆P11 = 75 bar, ∆P12 = 80 bar, ∆P13 = 85 bar),
which are entirely consistent with the conditions used in the experiments.
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Figure 7. Comparison of mass flow rate results at the exit of microchannels under different
turbulence models.

From the experimental results, it can be seen that in the process of gradually increasing
the ∆P from 19 bar to 85 bar, the outlet mass flow rate firstly increases with the increase
in ∆P between the inlet and outlet. Then, the mass flow rate curve shows an inflection
point at 70 bar ∆P, after which the outlet mass flow rate maintains a certain value and no
longer changes with the increase in ∆P. As shown in Figure 7, numerical results obtained
by all five model combinations were in good agreement with the experimental data in
the range of 19 bar to 70 bar ∆P. As can also be seen from Table 4, by dividing the model
results into two zones (19 to 70 bar and 70 to 85 bar) with different variation trends of
outlet mass flow rate according to the experimental data, the error between the results
obtained from the five models and the experiments were within 6%. Among them, the
simulation error of the LES and ZGB model combination was the smallest, and the error
was within 2% in both zones. After a pressure difference of 70 bar, the results of the four
model combinations, except for the SST k-ω and ZGB model combinations, were slightly
larger than the experimental data, but the trend of no further increase in the outlet mass
flow rate could be reproduced. The LES (WALE) model assumes zero turbulent viscosity
for the laminar shear flow, an assumption that allows the model to treat the laminar region
in the domain correctly [18]. As a result, the LES(WALE) model yielded simulation results
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that were in general agreement with the experimental data during the process in which the
microchannel undergoes cavitation priming at 60 bar ∆P and subsequently progresses to
sheet cavitation at 70 bar ∆P.

Table 4. Comparison of the error of the simulated average value of outlet mass flow rate for each
model combination with the experimental data.

Model Combinations
Zone/bar

19~70 70~85

SST k-omega&ZGB 3.14% 5.20%
Realizable k-epsilon&ZGB 0.60% 3.13%

RNG k-epsilon&ZGB 0.44% 3.15%
LES&ZGB 0.53% 1.14%
DES&ZGB 3.67% 5.85%

4.4. Comparison of Velocity Distribution

The velocity distribution along the y-axis for two cross-sections (x1 = 0.053 mm;
x2 = 0.17 mm) within the microchannel at 55 bar and 67 bar ∆P are shown in Figure 8.
Since the gasified fuel occupies the cavitation region when the ∆P is 67 bar, it is not
easy to measure the velocity variation at the near-wall surface during the experiment [5].
According to the trend of cross-sectional flow velocity distribution in the Winklhofer test,
the simulation results of cross-sections x1 and x2 under two pressure differences can be
divided into sections to calculate the average value of flow velocity and tabulated and
summarized, as shown in Tables 5–8.

Table 5. The error of average cross-sectional x1 flow rate at 55 bar differential pressure compared to
test data.

Model Combinations
Zone/mm

0~48 48~150 150~266 266~300

SST k-omega&ZGB 38.27% 12.02% 15.27% 30.61%
Realizable

k-epsilon&ZGB 43.14% 8.02% 11.95% 32.34%

RNG k-epsilon&ZGB 41.11% 1.93% 5.87% 31.63%
LES&ZGB 42.25% 14.07% 15.44% 32.17%
DES&ZGB 34.04% 14.81% 18.78% 40.44%

Table 6. The error of average cross-sectional x1 flow rate at 67 bar differential pressure compared to
test data.

Model Combinations
Zone/mm

0~46 46~150 150~260 260~300

SST k-omega&ZGB 18.88% 13.98% 9.33% 24.82%
Realizable

k-epsilon&ZGB 20.57% 9.15% 5.01% 27.61%

RNG k-epsilon&ZGB 17.59% 7.10% 2.87% 23.75%
LES&ZGB 13.57% 20.69% 15.76% 27.93%
DES&ZGB 17.86% 14.62% 10.36% 29.28%
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Figure 8. Comparison of flow velocity distribution in microchannel cross-section under different
turbulence models. (a) The schematic diagram of the location of the two cross-sections within the
microchannel; (b) Velocity distribution of section x1 in 55 bar ∆P; (c) Velocity distribution of section
x1 in 67 bar ∆P; (d) Velocity distribution of section x2 in 55 bar ∆P; (e) Velocity distribution of section
x2 in 67 bar ∆P.

Table 7. The error of average cross-sectional x2 flow rate at 55 bar differential pressure compared to
test data.

Model Combinations
Zone/mm

0~55 55~150 150~254 254~300

SST k-omega&ZGB 69.51% 23.58% 20.86% 18.89%
Realizable

k-epsilon&ZGB 54.83% 18.93% 14.89% 12.15%

RNG k-epsilon&ZGB 34.17% 10.12% 6.42% 4.11%
LES&ZGB 78.30% 28.96% 20.97% 43.61%
DES&ZGB 39.17% 28.37% 23.28% 2.70%
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Table 8. The error of average cross-sectional x2 flow rate at 67 bar differential pressure compared to
test data.

Model Combinations
Zone/mm

0~63 63~150 150~256 256~300

SST k-omega&ZGB 17.11% 19.05% 14.55% 31.18%
Realizable

k-epsilon&ZGB 22.72% 10.99% 6.94% 35.13%

RNG k-epsilon&ZGB 22.71% 7.79% 4.92% 32.78%
LES&ZGB 12.05% 29.22% 19.18% 47.27%
DES&ZGB 18.31% 19.65% 14.39% 35.17%

Under the 55 bar ∆P condition, the simulation results at x1 can somewhat reflect the
velocity variation trend in the experimental data, as shown in Figure 8b,d. On the other
hand, at x2, all model combinations cannot reproduce the complex flow velocity variation
in the range of about 50~100 µm away from the upper and lower walls of the microchannel.
As can be seen from Tables 5 and 7, the simulation results are still quite different from the
experimental data in the near-wall basin at a distance of about 0~50 µm from the upper
and lower walls. When the y-axis position point is about 50~250 µm (i.e., the central basin
of cross-sections x1 and x2), the results obtained from the RNG k-ε and ZGB models are
closest to the experimental data, i.e., the calculation errors in both cross-sections are within
11%. The calculation errors of the DES and ZGB models are the largest, and the calculation
errors in both cross-sections are over 14%.

Combined with Figure 8c,e, the results obtained from the combination of the five
models all match the trend of the test data at section x1 under the 67 bar ∆P condition, but
this still makes it difficult to reproduce the flow velocity distribution in the range of about
50–100 µm away from the wall at x2. As can be seen from Tables 6 and 8, the computational
error of the flow velocity distribution near the wall at the 67 bar ∆P condition is slightly
improved compared to that at the 55 bar ∆P condition. However, the simulation results are
still somewhat different from the experimental data. For the central basin of cross-sections
x1 and x2, the calculation errors of RNG k-ε and ZGB models are still the smallest, i.e., the
calculation errors at both cross-sections are within 8%. In contrast, DES and ZGB have the
largest computational errors, which exceed 19% in both cross-sections.

Since the RNG k-ε model can construct an effective viscosity term based on the RNG
theory that takes into account the low Reynolds number effect [16], this means that the RNG
k-ε model has superior performance in dealing with the near-wall flow or microchannel
flow where the wall surface has a strong influence on the flow. Furthermore, the RNG
k-ε model retains the computational accuracy of the k-ε type model for the high Reynolds
number flow region. Therefore, we believe that the model treatment described above is
the main reason why the RNG k-ε and ZGB models eventually yield the simulation results
closest to the experimental data.

5. Conclusions

In this paper, the cavitation phenomena in the experimental model of Winklhofer
microchannel under different ∆P conditions were investigated numerically using the SST
k-ω, Realizable k-ε, RNG k-ε, LES and DES turbulence models combined with the ZGB
cavitation model, respectively. The following conclusions were obtained:

(1) At 70 bar ∆P, although the combination of RNG k-ε and ZGB models do not reflect the
trend where the pressure along the flow direction at the centerline of the microchannel
drops to a very small value, then rises, and finally decreases, the RNG k-ε and ZGB
model combination has the best agreement with the experimental value compared
with the other four model combinations, and its error is controlled within 6% in
each zone.
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(2) By comparing the experimental data with the simulation results, the cavitation domain
at the near wall develops continuously during the increase in the inlet and outlet
pressure difference and gradually extends along the wall to the microchannel outlet.
Under the same differential pressure condition, the cavitation domain length obtained
from simulation is smaller than that obtained from experimental observation. The
cavitation distribution varies among different model combinations. The LES and ZGB
model combinations can obtain simulation results similar to the cavitation distribution
of the Winklhofer test at 60 bar, 70 bar and 80 bar ∆P conditions. In comparison, the
simulation results of the remaining five model combinations at 70 bar and 80 bar ∆P
conditions are still somewhat different from the experimental data.

(3) For the numerical calculation of the outlet mass flow rate, all five model combinations
can obtain numerical results in the range of pressure difference from 19 bar to 70 bar,
in good agreement with the experimental data. After the differential pressure exceeds
70 bar, the calculation results of the remaining four model combinations can reflect the
trend of the experimental data, except for the SST k-ω and ZGB model combinations.
Among them, the LES and ZGB model combinations have the best simulation results,
and the errors in both study sections are within 2%.

(4) For the numerical calculation of the flow velocity distribution along the y-axis, the
results obtained from the simulation of the five model combinations still differed from
the experimental data in the near-wall basin at a distance of about 0~50 µm from the
upper and lower walls. In the central basin of cross-sections x1 and x2, the trends
of the calculated results of RNG k-ε and ZGB models are in the best agreement with
the experimental data, and the calculated errors are below 11% and 8% for the two
differential pressure conditions of 55 bar and 67 bar, respectively.

(5) Compared with the Winklhofer test data, the RNG k-ε and ZGB models are suitable
for calculating the pressure gradient variation at the centerline of the microchannel
and the flow velocity distribution in a certain cross-section of the microchannel when
cavitation occurs. The LES and ZGB models are suitable for calculating the injector
microchannel’s cavitation domain development and outlet mass flow rate.
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Nomenclature

C1 A coefficient term of Realizable k-ε model
C1ε A constant in the dissipation rate transport equation
C2ε A constant in the dissipation rate transport equation
Cw WALE model constant
CDES Calibration constant in the DES model
d Distance to the nearest wall (m)
Dω Cross-diffusion term
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fv Vapor mass fraction
Fcond Condensation coefficient
Fvap Evaporation coefficient
gij Velocity gradient tensor term
Gb Buoyancy-induced turbulent energy term
Gk Turbulent energy generation term
Gω Specific dissipation rate generation term
Gωb Buoyancy term in the transport equation
Hin Microchannel inlet height (µm)
Hout Microchannel outlet height (µm)
L Microchannel length (µm)
Lt Turbulence length scale (m)
P Pressure (Pa)
Pv Saturation vapor pressure (Pa)
∆P Differential pressure (Pa)
R Microchannel inlet corner radius (µm)
Rc Vapor condensation rate term
Re Vapor generation rate term
Rε Additional terms in the dissipation rate transport equation
Sij Solvable scale strain rate tensor term
→
Vv Vapor velocity (m/s)
Yk Dissipation terms of turbulence-induced turbulent energy rate term
Yω Dissipation terms of turbulence-induced specific dissipation rate term
YM Contribution of pulsating expansion to the total dissipation rate term
αnuc Volume fraction at the gas nucleus
σk Turbulent Prandtl numbers of turbulent kinetic energy term
σε Turbulent Prandtl numbers of dissipation rate term
κ Von Kamen constant
µe f f Effective viscosity (Pa·s)
Γ Diffusion coefficient
Γk Effective diffusivity of turbulent energy term
Γω Specific dissipation rate term

Abbreviation

CFD Computational fluid dynamics
DES Detached Eddy Simulation
FVM Finite volume method
LES Large Eddy Simulation
RNG Renormalization-Group
SAL Saha-Abu-Ramadan-Li
SS Schnerr and Sauer
SST Shear Stress Transport
URANS Unsteady Reynolds Averaged Navier-Stokes
VLES Very Large Eddy Simulation
ZGB Zwart-Gerber-Belamri
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