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Abstract: It is necessary to study different aspects of renewable energy generation, including wind
energy. Wind power is one of the most important green and renewable energy resources. The
estimation of wind energy generation is a critical task that has received wide attention in recent
years. Different machine learning models have been developed for this task. In this paper, we
present an efficient forecasting model using naturally inspired optimization algorithms. We present
an optimized dendritic neural regression (DNR) model for wind energy prediction. A new variant
of the seagull optimization algorithm (SOA) is developed using the search operators of the Aquila
optimizer (AO). The main idea is to apply the operators of the AO as a local search in the traditional
SOA, which boosts the SOA’s search capability. The new method, called SOAAO, is employed to
train and optimize the DNR parameters. We used four wind speed datasets to assess the performance
of the presented time-series prediction model, called DNR-SOAAO, using different performance
indicators. We also assessed the quality of the SOAAO with extensive comparisons to the original
versions of the SOA and AO, as well as several other optimization methods. The developed model
achieved excellent results in the evaluation. For example, the SOAAO achieved high R2 results of
0.95, 0.96, 0.95, and 0.91 on the four datasets.

Keywords: wind power; dendritic neural regression (DNR); seagull optimization algorithm; Aquila
optimizer; metaheuristic; time series; forecasting

1. Introduction

There has been significant attention on green energy because of the issues of ecological
environmental balance and the wastefulness of traditional energy. Therefore, world interest
has been directed towards green and renewable energy such as wind power [1]. However, it
is difficult to control wind turbines and their operating systems. There are great challenges
facing wind farm generation [2,3]. Therefore, excellent forecasting models are required to
apply these systems properly. These models include production and repair scheduling,
security evaluation, and energy transactions [4]. As a result, there are many prediction
approaches that forecast wind energy. These approaches include statistical approaches,
physical approaches, artificial intelligence (AI) approaches, and hybrid approaches [5,6].
These approaches show highly efficient long-term prediction, especially physical forecasting
approaches, such as weather prediction [7].

In fact, the atmospheric information required adds significant computation complexity
to solving wind speed prediction problems [8]. Statistical approaches, which include,
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for example, auto-regression and the autoregressive integrated moving average, are not
complicated and can have accuracy better than other short-term prediction methods [9,10].
Unfortunately, these methods cannot effectively predict the non-linear and non-stationary
wind speed because of the nature of statistical methods [11–14].

Intelligence models are effective and are extensively used to accurately forecast wind
energy. This can be seen clearly in least squares support vector machines (SVMs) and neural
networks. The most popular non-linear systems are artificial neural networks (ANNs),
which are able to extract unclear functional relationships from historical time series. ANNs
can develop themselves to be robust tools to predict wind energy [15,16]. Li and Shi [17],
for example, produced a complete comparison on the study of the prediction performance
of different ANNs. This study was based on data taken every hour in the state of North
Dakota (USA).

Ping and Zhenkun [18] introduced a new approach based on ANNs. Their model is a
hybrid model called NCFM that can measure short-term wind speed. It features the first
patent data pretreatment technique adopted to decompose initial wind speed data. Then,
the model analyzes the data to reconstitute it. It is an effective model because it can perform
predictions against the varying wind speed series. Hao et al. [19] presented a hybrid
wind power prediction approach where they extract the characteristics of every subseries
using a two-layer decomposition method. Both layers are based on decomposition; the
first layer, called EMD, is used to decompose wind power speed time series. The second
layer, called VMD, is applied to decompose the IMF1 created by the EMD layer with more
detailed coefficients.

Pei et al. [20] also tried to develop an accurate hybrid model with several stages.
First, they applied an improved complete model for decomposition with adaptive noise
techniques. This technique is based on eliminating noise and easily obtaining original
data. Then, they built and used a wavelet neural network with the optimization method to
achieve high accuracy. Finally, four examples and eighteen comparison models were used
to test the abilities of the models. Jiaojiao et al. [21] presented a new hybrid model for wind
speed forecasting. Firstly, they use complete ensemble empirical decomposition to separate
wind power time series and obtain multiple components. These components were extracted
using an optimized SVM. Then, they introduced a wind speed forecasting model using
a modified CNN. Finally, they compared the proposed method with other models using
real data on wind power to show how the validity of their method. Huang and Wang [22]
proposed a wind energy forecasting model using an optimized LSTM model based on
an improved version of the particle swarm optimization algorithm. They found that the
improved PSO had a significant impact on the performance of the LSTM. In [23], the authors
developed a multistep Informer model for adding meteorological parameters to wind
energy generation prediction. This model was compared to the original Informer network
and recorded better results. In [24], the authors applied the gradient boosting machine
model combined with nonparametric regression and the mutual information coefficient to
build a wind power estimation model. This combined method was successfully employed
for short-term forecasting problems. In [25], an optimization method called the Optuna
optimization framework was applied to optimize LSTM hyperparameters to improve the
forecasting ability of an LSTM. They compared the optimized LSTM model to ARIMA
and the original LSTM, concluding that the optimized LSTM model recorded the best
wind power prediction results. Dendritic neural regression (DNR) has also been employed
for wind power estimation and prediction. For example, in [26], an optimized DNR was
applied for wind forecasting. The authors used states of matter search (SMS) to optimize
DNR. Thus, the application of the SMS method improved DNR forecasting capability.
In [27], the authors evaluated the dendritic neuron model for wind speed forecasting.
They used the L-SHADE optimization algorithm to train the dendritic model to boost
its prediction performance. In [28], an optimization method called the artificial immune
system was used to train a dendritic neural model. This optimized model was applied for
wind speed forecasting and showed competitive performance compared to other models.
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Motivation and Contributions

Artificial neural networks are utilized in different research and engineering domains,
including time series forecasting and prediction. Spiking neural networks (SNNs) are
the third generation of ANNs, but they suffer from several critical issues, such as lacking
effective training methods, meaning that they face problems in real-world applications.
Furthermore, the encoding mechanisms of SNRs are not understood. Additionally, they
have high computation costs [29,30]. To address these challenges, a new model, called the
dynamic dendritic structure, was proposed by [31,32]. It was the initial structure of the
current dendritic neuron model. Its main structure is comprised of a cell body and several
layers called the synaptic, dendritic, and membrane layers. In recent years, the dendritic
neuron model has been adopted in various applications, especially in time series forecasting
and prediction such as economic tourism prediction [33], stock price prediction [34], PM2.5
concentration prediction [35], and COVID-19 pandemic prediction [36].

However, the dendritic neuron model faces certain limitations in the parameter config-
uration process. To this end, in recent years, advances in metaheuristic (MH) optimization
algorithms have been adopted to boost the performance of the dendritic neuron model by
training and optimizing its parameters, as in the genetic algorithm [34], the cuckoo search
(CS) algorithm [37], and particle swarm optimization [38].

Following this concept, in this study, we present an efficient MH optimization method
to train and optimize the parameters of a dendritic neuron model based on two algorithms:
the seagull optimization algorithm (SOA) and the Aquila optimizer (AO). Hybrid meta-
heuristic optimization approaches aim to overcome the limitations of stand-alone MH
optimization algorithms. To this end, we leveraged the advantages of the combination of
SOA and AO to avoid their individual shortcomings. The SOA was proposed by [39] as a
new bio-inspired MH optimization technique. It was inspired based on the natural behavior
(i.e., attacking and migration) of a seagull. It has been utilized in different applications due
to its good performance, such as in COVID-19 prediction [40], parameter estimation of pho-
tovoltaic models [41], dynamic optimization problems [42], routing problems in wireless
sensor networks (WSN) [43], engineering design problems [44], and different optimization
problems [45–49]. The AO is also a new natural-inspired MH optimization method. It
was inspired by the natural behaviors of Aquila in attacking and hunting [50]. It received
significant attention in recent years in solving different problems such as time series fore-
casting [51], medical image processing, feature selection for human activity recognition [52],
feature selection for intrusion detection systems [53], wind power forecasting [54], and other
optimization and engineering problems [55,56].

In this study, a new combined method, called the SOAAO optimization technique, is
developed by combining the proprieties of the traditional SOA and AO. The main idea
is to use the search parameters of the AO as a local search in the traditional SOA. Then,
the developed SOAAO is utilized to train and optimize the parameters of the dendritic
neuron model. The optimized dendritic neuron model is applied to forecast wind power
using real-world datasets collected over three years (2017–2020) from four turbines in
France. Additionally, we compared the performance of the new optimized model to
the traditional dendritic neuron model, as well as to several optimized dendritic neuron
schemes using well-known optimization methods, including the conventional versions of
the AO and SOA algorithms.

The main contributions of this study are summarized as follows:

• A new time series forecasting model for wind power is presented using an optimized
dendritic neuron model;

• A new optimization method is proposed based on the combination of SOA and
AO algorithms. The combined method, called SOAAO, is utilized for training and
optimizing the parameters of the dendritic neuron model to boost its forecasting
ability;

• Several MH optimization algorithms for training dendritic neuron models are com-
pared to the proposed SOAAO algorithm;
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• Extensive comparisons and evaluations are conducted using real-world wind power
datasets to verify the performance of the optimized dendritic neuron model and the
developed SOAAO algorithm compared to the traditional SOA and AOA, as well as
to other optimization algorithms.

Section 2 introduces the basics of the SOA, AO, and the dendritic neuron model.
Section 3 shows the steps of the proposed method. Section 4 shows the evaluation and
comparisons. Conclusions and future suggested research are presented in Section 5.

2. Background
2.1. Seagull Optimization Algorithm (SOA)

In this section, the steps of the SOA are introduced. The SOA simulates the seagulls
in nature searching for their foods [39]. In general, the SOA [39] simulates this behavior
through a set of stages described as follows.

2.1.1. Migration Stage

Migration behaviors mimic a swarm of seagulls flying from one location to different
ones. A seagull must meet the following three requirements: collision avoidance, move-
ment toward the best neighbor’s direction, and remaining close to the best search agent,
as follows.

The variable A is used to enhance the observed seagull’s value in order to prevent
collisions with nearby seagulls, as given in the following formula.

−→
PN = A×−→Pc (i) (1)

In Equation (1),
−→
PN refers to the value of a non-colliding agent and

−→
Pc refers to the

current solution at the ith iteration. A denotes the movement behavior of the agent and is
defined as:

A = fc −
(

i×
(

fc

Max(i)

))
(2)

In Equation (2), fc denotes the frequency control of A within [0, fc].
Following the successful avoidance of collisions with nearby seagulls, the searchers

go in the direction of the best solution. This process is defined as:

−→
de = B×

(−→
Pb (i)−

−→
Pc (i)

)
(3)

where de is position of Pc(i) toward Pb(i). The coefficient B denotes a random value that
controls exploration and exploitation. The value of B is computed as:

B = A2 × R× 2 (4)

where R is generated from [0,1].
The final stage involves updating the agents’ positions using the best agent with the

following formula:
−→
De =

∣∣∣−→PN +
−→
de

∣∣∣ (5)

in which De denotes the distance from the agent to the best agent.

2.1.2. Attacking Stage

The speed and attack angle may constantly change when seagulls strike during the mi-
gration phase. They maintain their altitude by using their weight and wings. Attacks cause
the air to behave in a spiraling manner. Mathematically, the behavior of the movements in
the planes (x, y, and z) can be represented as:

x̂ = s× cos(g) (6)
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ŷ = s× sin(g) (7)

ẑ = s× g, s = α× eβt (8)

in which s refers the radius of the spiral turns and g is a random value [0, 2π]. α and β are
used to represent the shape of the spiral. In addition, e refers to the base of the natural
logarithm. Additionally, the seagull position can be updated as:

−→
Pc (i) =

(−→
De + x̂ + ŷ + ẑ

)
+
−→
Pb (i) (9)

2.2. Aquila Optimizer (AO)

The fundamentals of the AO algorithm [50] are introduced in this section. The AO typ-
ically imitates Aquila social behavior. AO is a population-based optimization method that
starts by establishing an initial population X with N agents, much like other metaheuristic
(MH) techniques. This process was carried out using the following equation.

Xij = r1 × (UBj − LBj) + LBj, i = 1, 2, . . . , N, j = 1, 2, . . . , Dim (10)

where UBj and LBj are the search boundaries; r1 ∈ [0, 1].
AO’s next stage is research or exploitation until the ideal answer is discovered. The

exploration uses the best solution (agent) Xb and the average of agents (XM). Xi(t + 1) can
be computed as:

Xi(t + 1) = Xb(t)×
(

1− t
T

)
+ (XM(t)− Xb(t) ∗ rand), (11)

T represents the maximum number of generations.

XM(t) =
1
N

N

∑
i=1

X(t), ∀j = 1, 2, . . . , Dim (12)

The Levy flight (Levy(D) distribution) and Xb are employed in the exploration phase
to update the agents (solutions):

Xi(t + 1) = Xb(t)× Levy(D) + XR(t) + (y− x) ∗ rand, (13)

Levy(D) = s× u× σ

|υ|
1
β

, σ =

Γ(1 + β)× sine(πβ
2 )

Γ( 1+β
2 )× β× 2(

β−1
2 )

, s = 0.01, β = 1.5 (14)

In Equation (14), υ and u refer to random values. XR refers to a randomly selected
solution. y and x are two values applied to emulate the spiral shape:

y = r× cos(θ), x = r× sin(θ) (15)

r = r1 + U × D1, θ = −ω× D1 + θ1, θ1 =
3× π

2
, U = 0.00565, ω = 0.005 (16)

where r1 ∈ [0, 20], as defined by [50]. Moreover, as describe in [50], the following equation
is employed for enhancing X in the exploitation stage, relying on Xb and XM:

Xi(t + 1) = (Xb(t)− XM(t))× α− rnd + (UB× rnd + LB)× δ, UB = (UB− LB) (17)

The parameters α and δ can be used for the exploitation adjustment.
The solution is enhanced based on Xb, Levy, and the quality function QF. This is

formulated as follows.

Xi(t + 1) = QF× Xb(t)− GX− G2 × Levy(D) + rnd× G1 (18)
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GX = (G1 × X(t)× rnd)

QF(t) = t
2×rnd()−1
(1−T)2 (19)

Moreover, G1 refers to the motions employed for tracking the best agent; this can be
updated as:

G1 = 2× rnd()− 1, G2 = 2× (1− t
T
) (20)

where G2 is a parameter formulated as:

G2 = 2× (1− t
T
) (21)

2.3. Basics of DNR Model

The fundamental DNR model typically has four levels. The first layer is referred to
as the synaptic layer. This layer’s primary purpose is to accept data inputs. The defined
activation function can then transfer the incoming input data to the subsequent layer.
The dendritic layer is the second layer; the branches of this layer can be used to transmit
data from the input layers to the membrane layer, which is the next layer down (the third
layer). This layer’s primary purpose is to combine the information passed down from
earlier layers and provide it to the soma layer, which is the following layer. The defined
sigmoid function is used by the soma layer to process the input data and produce the
outputs. The mathematical models for the aforementioned steps are presented as follows.

(1) Synaptic layer: Following [36,57], Equation (22) is applied on the received input
datasets:

Dij =
ωi

1 + e−a(
ωi,j xi−θij

αi
)

(22)

In Equation (22), xi is the ith input samples and Dij refers to the values of the ith
synapse. In addition, α is a positive constant value, while wim and θim refer to alterable
parameters.

(2) Dendrite layer: The data input to the first layer is aggregated. The input data are
related to one another nonlinearly. They may be extremely important in the processing of
brain information. Equation (23) serves as a representation of this nonlinear relationship.

Mj =
I

∏
i=1

yij (23)

where Mj is mth dendritic branch output values.
(3) Membrane layer: The input data from the dendrite layer’s branches are combined

in the membrane layer. The integrated work is then carried out using a summation,
as shown in Equation (24):

S =
J

∑
j=1

(uj∗Mj) (24)

in which uj refers to the strength of the dendritic branches and S is the input of the following
layer. uj refers to a parameter utilized in many procedures to changing values in order to
address regression issues [36].

(4) Soma layer: The sigmoid function is used as an activated function in this layer.
In addition, if the membrane exceeds the threshold, the cell body may be eliminated.
The mathematical formulation of this function is given in Equation (25):

R =
1

1 + e−α(S−v)
(25)

in which R represents the output of this layer and v and α refer to positive constants.
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3. Proposed Method

This study works to optimize DNR using an enhanced version of the SOA to produce
a method called SOAAO. The workflow of the proposed method is presented in Figure 1.
In the SOAAO method, the operators of the AO are used to improve the original SOA.

In detail, the AO operators are applied as a local search of the SOA to increase its
ability to solve different optimization problems. This modification adds more flexibility to
the SOAAO to explore the search domain and improve diversity. Then, the SOAAO is used
to train the DNR method by optimizing its weight.

The SOAAO starts by declaring all the parameters, generating the initial solutions,
and reading the dataset to prepare for the experiment steps. Then, the first stage of the
SOA method searches for the best DNR weight; this weight is evaluated by mean square
error (MSE) (see Equation (26)) to check its equality. This step is run to collect the initial
fitness function values.

The next optimization steps update and evaluate all generated solutions. Here, the first
30% of iterations apply the operators of the AO (Equation (11)) to help the proposed method
explore the search space. Then, in the remaining iterations, the SOA is employed to update
the rest of the solution agents.

This sequence is repeated for the population until it reaches the stop criteria. Then,
the best weight within the optimization process is selected and saved to obtain the final
results.

MSE =
1
n

n

∑
i=1

(boi − (bci)
2 (26)

in which bo and bc are the real and target data, respectively. N is the data size. The MSE
equation measures the main square error between the target and output data to select
the best weights based on the smallest value. Algorithm 1 shows the pseudo-code of the
proposed method.

Algorithm 1 SOAAO-DNR pseudo-code.

1: Declare all the parameters used in the experiment.
2: Initialize the population randomly.
3: Compute the initial objective values.
4: Select the best solution among the population.
5: Initialize the iteration i = 0
6: while (i < max iteration) do
7: Update the parameters of the optimization process such as random and control

parameters.
8: if first 30% of the iteration then
9: Update the solution using parameters of the AO algorithm

10: else
11: Update the solution using parameters of the SOA algorithm.
12: end if
13: Pass the solution to train the DNR model.
14: Compute the objective value.
15: Save the best value.
16: i = i + 1
17: end while
18: Return the best DNR parameters.
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Figure 1. The proposed method.

4. Experimental Evaluation
4.1. Dataset Description

We used four datasets to consider the capability of the DNR-SOAAO model. They
were collected from wind turbines in France between 2017 to 2020. Table 1 presents all
their variables, which were recorded every ten minutes. In addition, the statistical values
for the variables are listed in Table 2, including standard deviation, mean, minimum,
and maximum. In our evaluation, the output values were normalized to be in the range
[0, 1]. The experiment utilized 53491 continuous data as a time series. We used 42,792 data
to train the model and the last 10,699 to test it.

Table 1. Dataset variables: standard deviation (Std), maximum (Max), minimum (Min).

No. Type Field

1 First anemometer on the nacelle Average
2 Min
3 Max
4 Std
5 Second anemometer on the nacelle Average value
6 Min
7 Max
8 Std
9 Average wind speed Average

10 Min
11 Max
12 Std
14 Absolute wind direction Average value
15 Min
16 Max
17 Std
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Table 2. Target data details and statistics.

Mean Min Max Std

R80711 0.20520 0 1 0.23250
R80721 0.16580 0 1 0.20560
R80736 0.17440 0 1 0.22170
R80790 0.18550 0 1 0.22430

4.2. Results and Discussion

To assess the quality of the DNR-SOAAO, we compared it to the original DNR model,
as well as to several optimized DNR models using other optimization techniques, such
as the genetic algorithm (GA), sine cosine algorithm (SCA), grey wolf optimizer (GWO),
marine predators algorithm (MPA), traditional SOA, and traditional AO. We used four
metrics, coefficient of determination R2, mean absolute error (MAE), root mean square
error (RMSE), and mean relative absolute error (MRAE). All algorithms were applied
in the same environment using MATLAB R2014b, “MS-Windows 10”, an “Intel Core-i7
CPU”, and 8GB of RAM. We used the same fitness evaluation number of 2500 for all
algorithms. The parameter settings for the algorithms were the same as those listed in the
original papers.

The results of all four evaluation indicators are presented in Tables 3–6. In terms of
RMSE, as listed in Table 3, the SOAAO recorded the best outcomes in three out of four
datasets (DS2, DS3, and DS4). For DS1, the MPA obtained the best RMSE value (smallest
RMSE), followed by GWO, the proposed SOAAO, PSO, GA, SOA, traditional DNR, and AO.
In terms of MAE and MARE, the proposed SOAAO achieved the best results in both DS2
and DS3. The MPA obtained the best results in DS1, whereas the best MAE value in DS3
was obtained by the GWO, as shown in Tables 4 and 5. These results indicate that the
predicted wind power value is close to the target value.

Additionally, in terms of R2, the best results for all datasets were obtained by the
proposed SOAAO method, as presented in Table 6. For more analysis, Figures 2 and 3 show
examples of QQ plots of the target value and the predicted value for two datasets—DS3
and DS4—respectively. The SOAAO achieved the best R2 compared to all methods. This
refers to the high correlation between the predicted wind power using the SOAAO and
the target value, seen by most of the samples values following straight line. Therefore,
from these results, it is clear that the combination of SOA and AO achieved better results
than the traditional SOA and AO algorithms for all datasets. At the same time, the applica-
tion of SOAAO with DNR obtained better results than traditional DNR. We can conclude
that the optimization of DNR has significant impacts on its prediction performance.

Table 3. RMSE results.

RMSE SOAAO SOA AO MPA PSO GA GWO DNR

DS1 0.04317 0.06030 0.12588 0.04114 0.04771 0.05426 0.04160 0.06545
DS2 0.03010 0.05398 0.13834 0.03055 0.03340 0.04125 0.03429 0.06923
DS3 0.03781 0.06532 0.06135 0.04404 0.04875 0.04243 0.03849 0.08375
DS4 0.05346 0.06648 0.06897 0.05490 0.06027 0.05993 0.05721 0.08730

Table 4. MAE results.

SOAAO SOA AO MPA PSO GA GWO DNR

DS1 0.03080 0.04042 0.09259 0.02582 0.03263 0.03585 0.02796 0.04232
DS2 0.01927 0.03619 0.10227 0.01963 0.02190 0.02773 0.02181 0.04609
DS3 0.02168 0.04331 0.03462 0.02576 0.02983 0.02474 0.02063 0.05871
DS4 0.02643 0.03798 0.04494 0.03058 0.03649 0.03430 0.03134 0.05604
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Table 5. MARE results.

SOAAO SOA AO MPA PSO GA GWO DNR

DS1 0.14342 0.18012 0.42473 0.11717 0.15016 0.15334 0.14833 0.16938
DS2 0.09528 0.17841 0.53094 0.10084 0.10963 0.12952 0.10440 0.21824
DS3 0.12427 0.21642 0.16130 0.13736 0.15315 0.13098 0.11109 0.29954
DS4 0.15186 0.18713 0.24604 0.15987 0.18775 0.18148 0.16116 0.28551

Table 6. R2 results.

RMSE SOAAO SOA AO MPA PSO GA GWO DNR

DS1 0.95226 0.88223 0.45716 0.95199 0.93865 0.92171 0.94922 0.87618
DS2 0.96688 0.86730 0.23529 0.96588 0.95886 0.94144 0.95462 0.81020
DS3 0.95602 0.84955 0.88116 0.93631 0.92649 0.94544 0.95238 0.71161
DS4 0.91471 0.86371 0.86747 0.90994 0.89567 0.89961 0.89729 0.75190

Figure 2. Results on DS3.
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Figure 3. Results on DS4.

To further ensure the quality of the proposed SOAAO compared to other optimiza-
tion algorithms, we conducted the Friedman test, which is a well-known non-parametric
statistical test that can be utilized to find differences between methods. The results are
presented in Table 7. We can see that the SOAAO obtained the best value (smallest value)
in three datasets (DS2, DS2, and DS4), whereas the GWO recorded the smallest value in the
first dataset (DS1). This indicates the significantly improved performance of the proposed
SOAAO over other models.

Table 7. The results of Friedman test.

SOAAO SOA AO MPA PSO GA GWO DNR

DS1 2.89 5.11 7.78 2.78 3.89 4.67 2.11 6.78
DS2 2.44 5.11 7.44 2.67 3.22 5.33 3.11 6.67
DS3 1.78 6.22 6.44 4.00 4.11 3.67 2.33 7.44
DS4 2.22 5.56 6.78 2.44 4.33 4.11 3.11 7.44

From the previous results, it can be noted that the developed SOAAO has a strong
ability to discover the feasible region that contains the optimal parameters for the DNN.
This enhances performance in wind power prediction. However, the SOAAO is still time
consuming, especially with an increasing number of parameters.

5. Conclusions

In recent years, green power technologies have received wide attention. One of the
most important green power resources is wind power. Thus, the estimation and prediction
of wind power are necessary to plan effectively. To this end, this paper presented an alter-
native wind power time series prediction approach using an optimized dendritic neural
regression (DNR) model. We utilized the recent developments of metaheuristics to train
and optimize the traditional DNR model to enhance its forecasting capability. We proposed
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a new version of the seagull optimization algorithm (SOA) by employing the operators of
the Aquila optimizer. The developed method, called SOAAO, was applied to train and
optimize the parameters of a DNR model. We evaluated the DNR-SOAAO approach using
four open-source datasets collected from real wind turbines located in France. To assess
the quality of the SOAAO, we comparing it to other optimization algorithms to verify
its performance using different evaluation indicators. Overall, the evaluation outcomes
verified the competitive and efficient performance of the SOAAO compared to the original
versions of the AO and SOA, as well as other well-known optimization algorithms. For
instance, the SOAAO achieved the highest R2 outcomes, of 0.95, 0.96, 0.95, and 0.91, for
the four datasets. In future works, the SOAAO optimizer could be utilized for other appli-
cations, for example, image segmentation, data clustering, global optimization, and other
optimization problems.
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