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Abstract

:

The importance of power in society is indisputable. Virtually all economic activities depend on electricity. The electric power systems are complex, and move studies in different areas are motivated to make them more efficient and solve their operational problems. The smart grids emerged from this approach and aimed to improve the current systems and integrate electric power using alternative and renewable sources. Restoration techniques of these networks are being developed to reduce the impacts caused by the usual power supply interruptions due to failures in the distribution networks. This paper presents the development and evaluation of the performance of a multi-objective version of the Bacterial Foraging Optimization Algorithm for finding the minor handling switches that maximize the number of buses served, keeping the configuration radial system and within the limits of current in the conductors and bus voltage. An electrical system model was created, and routines were implemented for the network verification, which was used as a function of the Multi-Objective Bacterial Foraging Optimization Hybrid Algorithm. The proposed method has been applied in two distribution systems with 70 buses and 201 buses, respectively, and the algorithm’s effectiveness to solve the restoration problem is discussed.
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1. Introduction


Electrical power systems exist to produce and deliver electricity to various consumers. These systems move studies in different areas to make them more efficient and solve their operational problems. Telecommunications technologies and computational tools have been implemented in other applications, such as smart power grids, known as smart grids, which emerged from the approximation of these areas and aimed to improve current electrical systems [1]. Smart grids are equipped with monitoring systems and remote operation of your equipment. These networks allow the supply of energy in a controlled and intelligent way, analyzing, among other factors, the consumption patterns of users, and can integrate ways of generating electricity through alternative, renewable sources [2] and electrical and gas storage [3].



Damage to the infrastructure of electrical networks, caused by storms, traffic accidents, vandalism, among other factors, is widespread and can cause interruptions in the electricity supply. In 2012, about 8 million people were left without electricity during Hurricane Sandy’s passage in the United States. The country’s economy is estimated to lose more than $150 billion a year due to interruptions in the electricity supply [4].



Techniques have been developed to reduce the impacts caused by these interruptions. These techniques try to recover the power distribution system, aiming to minimize the time required to restore supply and reduce the number of people affected [5]. Among them, computational intelligence optimization techniques, such as bio-inspired techniques [6], have been widely applied to design optimal plants, find the best configuration of restore switches and select the optimal sequence of operation of these switches.



With the expansion of new smart grids technologies for monitoring and remote performance in networks, efficient computational techniques will be increasingly important. The process known as self-healing has been studied to make intelligent power grids capable of recovering from faults in a fully autonomous way.



Current equipment effectively detects failures, and some initiatives can already suggest the actions needed to restore networks. However, the role of operators is still required to implement the solutions [7]. In addition, restoration plants need to be constantly updated. Due to the growth of cities and increased energy consumption, substations become overloaded and quickly become obsolete.



The restoration problem in the distribution network was initially treated by numerical methods, using mathematical programmings like mixed-integer linear optimization [8] or second-order optimization [9], or mathematical morphology [10]. However, the quality of the solutions found by these methods depends on the search space. In multi-modal search spaces or nonconvex search spaces, these methods can not have a good solution because it is impossible to produce tunneling.



With the advent of intelligent meta-heuristics techniques, some solutions have been developed to optimize restoring these networks. Optimization techniques such as PSO (particle swarm optimization) [11] and GA (genetic algorithm) [12] have been widely applied to design optimal plants, find the best positioning of restore switches and select the optimal sequence of operation of these switches. References [13,14,15] present examples of applications of PSO to provide restoration solutions for distribution systems, while references [16,17,18] deliver these solutions using GA techniques.



All meta-heuristic techniques are stochastic algorithms, meaning they involve random processes. In these algorithms, each initial condition and set of initial parameters produce a given solution. For this reason, a suitable adjustment of the initial parameters is necessary to avoid problems, like local minimums or premature convergence. And more, the algorithms must be executed several times, comparing their responses and selecting the best solution.



This paper proposes another intelligent meta-heuristic approach using the Multi-Objective Bacteria Culture Optimization Hybrid Algorithm (MOBCOHA) to solve the restoration problem. This new algorithm merges ideas shown in two references [19,20]. Then, given a system that failed, the proposed program performs power flow calculations on the network to find a minimum amount of switch opening and closing operations that result in a combination that maximizes the number of loads served.



This paper is structured as follows. The proposed MOBCOHA is presented with their most essential concepts in the second section. After, in the third section, the details of the development of the proposed approach are given. This section also includes information about the techniques and algorithms used. In Section 4, the results of some experiments compared to other algorithms are shown in an 11 kV radial distribution network used in many published studies and a 201-buses distribution network. Finally, Section 5 is presented the conclusion about the analysis of the experiments.




2. The Multi-Objective Bacteria Culture Optimization Algorithm


Algorithms that model the behavior of living beings or some bio-logical phenomenon, called bio-inspired algorithms, assume that nature’s various processes always find optimal strategies. They are part of computational intelligence studies, more precisely in natural computing. Using initial conditions and relatively simple rules, they are widely applied for machine learning, element classification, and optimization issues, among others.



Most of these methods use populations of individuals who spread through the search space and can simultaneously search for the best solution. Each individual represents a feasible solution. The way these individuals move in the search space and are selected are specific to each method.



Some models use Darwin’s evolutionary method of living beings as the basis. Evolution algorithms model evolution-related processes such as gene transfer between generations, crossover, mutation, and natural selection. Genetic algorithm (GA), proposed in [9], is an example of a technique that uses these concepts.



Another example of a technique inspired by biology is the intelligence of swarms. These techniques try to model the social behavior of some species of living beings while searching for food or protecting themselves from predators. The method proposed in [13], called particle swarm optimization (PSO), is based on the movement of birds flying in flocks. In contrast, the proposal in [21] uses as a basis the strategy of searching for food for ants, called ant colony.



The search for living beings for food, or foraging, has inspired the development of various meta-heuristic optimization techniques. Among them is the BFOA (Bacterial Foraging Optimization Algorithm), which serves as the basis for developing the proposal of this paper.



2.1. General Overview of the BFOA


The algorithm represents the search of bacteria for nutrients and the distancing of toxins, the interaction between bacteria and their reproduction. While changing position in the search space, which can have several dimensions, each individual of a population finds nutrients and toxins. In the optimization procedure, this combination is the value of the objective function intended to maximize or minimize when the state variables are the coordinates of the position of the bacterium in each iteration.



Four processes are implemented to model the behavior of the bacteria population while performing the search. They are chemotaxis, swarming (the interaction between individuals in a swarm), reproduction, and elimination and dispersion. Figure 1 shows a simplified flowchart of the method. Before performing these steps, a population is created with several individuals positioned randomly by the decision space. By default, the calculations shown below seek to minimize the objective function.




2.2. Foraging


Some of the techniques of natural computing are inspired by the strategies of animals in the food search. According to researchers in the field of foraging theory, animals and other heterotroph beings, such as bacteria, always tend to take actions that maximize the energy obtained during the time spent searching for food. This search is made respecting their limitations (for example, cognitive and sensory) and the limitations of the environment (for example, physical characteristics of the region, risk of predators, and the presence of food) [22].



Better strategies in the search and obtaining of food increase the chances of survival and reproduction. These strategies may be related to the distance traveled by the individual by time interval. Some animals use the “cruise” strategy and always look for some prey through the environment. Others use the “ambush” strategy, spending a lot of time waiting for the target to approach. Most animals have strategies classified between these two extremes, called “jumping” strategies, which seek small concentrations of food and remain in the location for a while before “jumping” into another environment [23].



Social behavior among individuals of a species is also significant in obtaining food. Through communication between the individuals, they can increase their chance of finding food, hunting larger prey, and protecting themselves from predators. The association between individuals is widespread in the animal kingdom. The intelligence of these collectives is widely studied and used as models in various applications, such as flocks of birds, schools of fish, ant colonies, and wolf packs, for example.



Based on the concepts of foraging theory, which include some of the concepts of reproduction and natural selection addressed by evolutionary algorithms and the concepts proposed by swarm intelligence algorithms, in [24] is presented an optimization method.




2.3. Bacterial Foraging Optimization Algorithm


The BFOA, proposed by [25], is another swarm optimization algorithm where the behavior of the bacterium Escherichia coli (also called E. coli) is modeled. This bacterium is found in the human intestine [26]. This bacterium uses flagella to move and is probably the microorganism best understood by science [27].



The algorithm tries to model the search for these bacteria for nutrients or the distancing of toxins and the interaction between bacteria and their reproduction. While changing position in the search space, which can have several dimensions, each individual of a population of bacteria finds a specific combination that merges nutrients and toxins. In the optimization procedure, the combination of nutrients and toxins provides the value of the objective function intended to maximize or minimize when state variables are the coordinates of the position of the bacterium in each iteration.



In the BFOA processes, four main steps are implemented to model the behavior of the bacteria population while performing the search. They are chemotaxis, swarming (the interaction between individuals in a swarm), reproduction, and elimination and dispersion.



2.3.1. Chemotaxis


The strategy of searching for bacteria’s food is of the jumping type and is di-straightly related to its mobility. Among the types of bacteria, some are independent of scourge to move. Some bacteria move through flagella, such as Escherichia coli. And more, biologists discovered that the movement of bacteria is not random but rather attracted to a direction or repelled by stimulus and called this behavior chemotaxis.



E. coli can move in two ways: advancing (swimming) or changing direction (tumble). It alternates between these two states during their lifetime, randomly changing direction, allowing space scanning in search of nutrients. The central idea of the algorithm is that when the bacteria detect a nutrient gradient, it advances toward the highest concentration and tends to spend more time moving than changing direction.



The change in the position of bacteria is made by equation (1), where Θi is the position of the i-th bacterium of the population, ϕ(j) is the random direction, C(i) is the size of the forward movement taken in the direction ϕ(j), j is the stage of the chemotaxis process, k is the stage of the reproduction process, l is the stage of the process of elimination and dispersion.


   Θ i   (  j + 1 , k , l  )  =  Θ i   (  j , k , l  )  + C  ( i )  × ∅  ( j )    ,  



(1)







The cost J is calculated, given by the objective function for the bacterium i in the new position, and the swarm interaction with the other bacteria is performed. If the cost of the position Θi(j + 1, k, l) is better than the cost of the position is Θi(j, k, l), the bacterium performs one more advance of size C(i) in that same direction ϕ(j). This process defines the scanning of the bacterium in a gradient. It is repeated as long as the cost of the new position is better than the previous one or if the amount of steps taken is less than Ns, adjusted initially.



The chemotaxis process is done for each Npop bacteria in the population and is repeated Nch times.




2.3.2. Swarm


Several types of bacteria exhibit swarm behavior. In the case of E. coli that releases a signal in the direction of other bacteria when subjected to a stress condition. According to the situation in which it is subjected, this signal can attract or repel others. In the optimization process, this interaction causes the value of the objective function for a bacterium, given by cost J, to receive a decrease (considering minimization as the default) if it is attracting the others or an increase if it is repelling.



Equation (2) shows the change caused in the cost value, where Jcc is the attraction/repelling factor that the bacterium i causes in the population P. A new interaction between individuals is made with each change of position.


  J  (  i , j + 1 , k , l  )  = J  (  i , j + 1 , k , l  )  +  J  c c    (   Θ i   (  j + 1 , k , l ,  )  , P  (  j + 1 , k , l  )   )  ,  



(2)







This change in the values of the objective function creates a region in the search space around each bacterium. Other bacteria are attracted or reread according to this region. The value Jcc is given by Equation (3), where p is the number of dimensions of the decision space, datrac is the depth and watrac is the width of the attractiveness region, hrepel is the height (hrepel is equal to datrac), and wrepel is the width of the region of repulsiveness.


    J  c c    (  Θ , P  (  j , k , l  )   )  =   ∑   i = 1    N  p o p      J  C C  i   (  Θ ,  Θ i   (  j , k , l ,  )   )     =   ∑   i = 1    N  p o p      (  −  d  a t r a c    e     (  −  w  a t r a c     ∑   m = 1  p  (  Θ m  −  Θ m i   )   2  )    )  +   ∑   i = 1    N  p o p      (  −  h  r e p e l    e     (  −  w  r e p e l     ∑   m = 1  p  (  Θ m  −  Θ m i   )   2  )    )      



(3)







The health value Jhealth of bacterium i, given by Equation (4), indicates the amount of nutrient it accumulates during the chemotaxis process. This health value is used to select bacteria in the reproduction step.


   J  h e a l t h  i  =   ∑   j = 1   N c h + 1   J  (  i , j , k , l  )    ,  



(4)








2.3.3. Reproduction


Healthier bacteria that have accumulated more nutrients are more likely to reproduce. E. coli bacteria are prokaryote bacteria and reproduce asexually, copying the chromosome and dividing the cell into two without mutations. On the contrary, bacteria that have absorbed fewer nutrients or failed to prevent toxins are eliminated.



To model this process, after all stages of chemotaxis, the health values of all bacteria, given by the value Jhealth, are increasingly ordered. The set is divided into two and a half, with the best health values surviving, while the better half’s replica replaces the other half. The amount of reproduction iterations is defined by the constant Nrep, adjusted initially.




2.3.4. Elimination and Dispersion


The environment in which bacteria are searching for food can change gradually or instantly, causing some individuals to disperse to other regions during this change.



In the iterations of this process, each bacterium is eliminated with one probability ped, and another is randomly positioned in the search space. This process is performed by Ned iterations. A high value of Ned increases the complexity of the solution and allows a better sweep of the search space, decreasing the chance of the solution being found to be a great location. The ped value should not be great, as it would lead to an exhaustive search.





2.4. MOOP and Bio-Inspired Algorithms


Multi-objective optimization problems (MOOP) involve optimizing two or more objectives simultaneously, which can be conflicting, i.e., improving one of the objectives causes the degradation of another. In addition, these problems may have restrictions of equality and inequality that must be satisfied for a feasible solution.



Each objective function can be maximized or minimized independently in a real application. However, optimization algorithms require that functions are only maximized or minimized. For this, the denial of the function can be made, changing its objective to suit the method. A technique widely used in optimization techniques is the definition of a normalization value to facilitate the comparison of results. Thus, one can easily standardize objective functions such as maximization or minimization. The objectives in a MOOP usually have a conflicted relationship with each other. If the value of an objective function f1 is improved, the value of another function, f2 worsens; it can be said that f1 is conflicting with f2.



Bio-inspired algorithms have several advantages over classical optimization methods. It is worth highlighting the ability to avoid optimal locations and the possibility of these algorithms working with multiple objectives. Although bio-inspired implementations are initially proposed to optimize a single objective function, the adaptations needed to solve a MOOP are simple and presented in several articles [6,28,29,30].



Some developments have also proposed BFOA versions with multi-objective optimization. The main change in the original technique is the issue of the reproduction of bacteria. In [19], a method of selecting bacteria that reproduce based on the health and dominance of individuals’ Pareto is developed. In [31], the same selection strategy is applied but with a repository of better solutions and an adaptation of the size of the jump of bacteria to each generation. A similar approach is proposed in [32].



Using the concepts of NSGA-II (Non-Dominated Sorting Genetic Algorithm-II) [33], it is proposed the selection of individuals for reproduction through non-dominated sorting, followed by a step of ordering by crowding distance and an ordering force of adapted Pareto. This approach considers each dominated bacterium and dominant solutions [20]. This last method also excludes the interaction of bacteria swarm and the repetition of chemotaxis, making each position change and evaluation a new selection and reproduction.





3. Proposed Methodology


The proposed methodology involves modeling the system to be restored, the isolation of the regions involved in the faults, the calculation of the power flow for a given system configuration, and the search for combinations of feasible and optimal switching that restore most of the system loads.



Figure 2 shows a flowchart of the proposed method. All prototype routines have been implemented in the C language. Initially, input data is collected from the observed electrical network, such as power demanded by consumers and conductor impedances. Then, the routines are executed for the search and isolation of failures and for the power flow calculation, which goes through the model checking the state of the switches. These routines are used as objective functions of the MOBFOA, which generates a random combination of system switch states and stores each bacterium to be evaluated. The following stage of development is described in more detail.



The proposed methodology can be classified as “branch exchange” and is used to reduce load losses after a contingency, like a short-circuit. The technique starts with a switches configuration that maintains the radial system. Then a set of switches is chosen, according to the algorithm proposed for reducing load losses, and is operated. Finally, another group of switches is chosen to be operated to keep the system in the radial configuration.



Initially, the algorithm is applied to the NO (normally open) switches to make the execution faster. If any configuration of these switches is sufficient to meet all loads respecting all restrictions, the program finalizes returning which NO switches should be closed. If disconnected loads or constraints are violated, the algorithm runs again for all system switches.



On the first run, the population is initialized with the value of the initial configuration of the switches. If necessary, the population starts with the best combinations found in the previous run in the second run. These initializations increase the chance of optimal solutions being found.



In the following sections, the electrical network model is presented based on the input data, as power demanded by consumers and impedance of the conductors. After, the routines for searching and isolating the short-circuit and calculating the power flow in the model are detailed. Then, the operational restrictions are checked, and, finally, the proposed version for the MOBFOHA algorithm and its application for the resolution of the problem is discussed in detail.



3.1. Network Representation


The distribution network is modeled as an acyclic, weighted, and non-related graph, where the vertices are the buses, and the feeders are the conductors that connect one bus to another. The topology of the distribution system is always radial. This feature creates a network where the buses are connected only to one substation, and there is no formation of loops. Thus, the formed graph is a set of trees, called a forest, where the root nodes are the substations that provide power to the buses.



Some of the connections between buses may be normally open or closed switches. The open switches enable network recovery in the event of failures. These switches can have their state changed to close according to the necessity of the network operation. The combination of open and closed switches must respect system constraints discussed below.



The graph that models the system is represented by an adjacency matrix Nbus × Nbus, where Nbus is the number of buses. Each element of the matrix stores information about the connection between the bus i and the bus j, being i, j = 0, 1, …, Nbus − 1. A position vector Nswitches is also implemented to store the information of each of the switches.



The system information that is relevant to the recovery procedure is arranged in an input file. The data is formatted so that the program can read and organize it in the data structure. The first information is the number of buses (Nbus) and the number of switches of the network (Nswitch). The following information refers to the lower and upper-voltage limits for the buses, V(min) and V(max), respectively. The base power value, the base voltage value, and the threshold for convergence analysis during the power flow study are also reported.



The following information is related to the feeders: (a) connection between two buses i and j, expressed by a pair (i, j); (b) identification id of the switch; (c) state of the switch; (d) impedance of the connection (Zij), expressed in resistance and reactance; (e) power S of the bus j, expressed in active and reactive power; and (f) current limit on the conductor.




3.2. Fault Isolation


Whenever a short-circuit is detected in the system, it must be isolated; that is, the part of the tree that has been affected is disconnected from the system, with its buses and connections. This process is important because, at first, it is not known for sure what caused the short-circuit. Therefore, failures can hinder the process of restoring other system loads.



The routine for isolating faults is based on an in-depth network search, starting from all roots (substations) until the short-circuit location is found. Then all adjacent close switches of the short-circuit open. These switches are flagged not to change in the restore process.



An auxiliary routine has also been implemented to perform some comparative tests. As in [13], a method is proposed that simplifies the insulation process. By deleting the feeders with system failures, considering this feeder as an open connection, this strategy makes the isolation process faster. However, this implies that the short-circuit has necessarily occurred in one of the conductors and that it is not short-circuited.




3.3. Power Flow Computation


The power flow computation is essential to know if all loads are fed and all network and operational restrictions are respected. The proposed solution is only applied in radial networks, then a simple method to perform this calculation is the sum of currents.



The current sum method is implemented as an iterative routine that ends when the difference between the voltages value calculated in iteration n and the value calculated in the n + 1 interaction is less than the convergence threshold initially defined.



The algorithm procedure is as follows:




	
The following values must be normalized: impedance (Zij) of each conductor, power bus consumed (S), the voltage of the power supply (Vbase).



	
The normalized reference voltage (of the power supply) is initially assumed, and its normalized value is denoted in 1 pu. Each consumer is then assigned the stress value equal to that of the reference.



	
A scan is made from the end nodes determining the values of the system currents according to the Equation (5):


   I  i j   =    (     S  i j      V  i j      )   *  + ∑ I k ,  



(5)







	
Starting from the substation to the final bars, the values of the system voltages are determined according to Equation (6):


   V j  =  V i  −  Z  i j    I  i j     ,  



(6)







	
After updating the stress values, an absolute error test is performed between the previous stress value and Vi0 the current value for a previously Vi1 specified ϵthreshold, as described in the Equation (7):


   |   V i 0  −  V i 1   |  < ϵ   ,  



(7)







	
If the test fails for some stress value, the procedure repeats from step 3 until convergence occurs.













3.4. Objective Functions and Constraints


The main restrictions that must be respected during the verification of the optimal configuration of a power transmission system proposed by this approach are maintaining the network structure in radial topology, keeping the bus’s voltage limits, and maintaining the current limits in the connections between the buses.



The optimal solution of the proposed restore system is composed of the following two objective functions:




	
Maximize the number of loads restored: After calculating the power flow, if all constraints have been respected, all powered buses are added, considering the priorities of each bus.



	
Minimize the number of switch operations: A comparison is made between the switch state solution vector with the initial vector to identify the number of changed switches.









3.5. The Multi-Objective Bacteria Culture Optimization Hybrid Algorithm


The version of MOBFOHA proposed in this paper merges the methodologies proposed in [19,20]. The implementation focuses on changing the stages of selection and reproduction of bacteria so that they do not depend on the health of individuals, making it possible to use the method adapted to a multi-objective more easily. In addition, how bacteria walk through the research space has been changed to a more adaptive version and focused on interaction with the rest of the population, as discussed in more detail in this section. Figure 3 shows the adjustments made in the method concerning the traditional algorithm.



As previously presented, the size of the jump defines the movement of bacteria while scanning the search space. Adjusting this jump size can significantly impact method convergence. A fixed and significant jump size value causes convergence to be achieved faster but can cause the individuals to jump “over” the optimal points, destabilizing the search. Otherwise, a fixed and small value improves the stability of the search but has a slower convergence and can cause the method to end before finding an optimal solution or can cause the solution to come to a great location. Adjusting through generations makes it possible to take advantage of the best benefits during scanning, maintaining stability, improving convergence speed, and avoiding optimal locations.



The proposed MOBFOHA belongs to the class of stochastic algorithms involving random processes. Then each time the algorithm is run, it can give a different answer. Therefore, a suitable adjustment of the initial parameters is essential to obtain reasonable solutions. Another problem is the efficiency of the proposed algorithm. This aspect can be divided into two topics: the time for convergence and the time to provide a restoration solution for a failure in the distribution network. For the first topic, the time for convergence of the algorithm in a large distribution network is not a problem because it does not contain recursive computations. Its order of complexity is O(n). Providing a solution in real-time is not a problem in the second topic. Even though the algorithm is being executed many times, the total time is inferior to the time of the operator’s analysis.



The same problem discussed in implementing the Multiple-Objective Particle Swarm Optimization (MOPSO) version proposed in [32] is considered in this proposed approach. Bacteria should not be attracted to a single point but the Pareto-optimal region. Thus, swarm operations must be adapted so that attraction and repelling interactions respect this characteristic. The version proposed in this paper is simplified and integrated into the chemotaxis stage, as presented in [34]. Each bacterium chooses the direction to move attracted by another dominant bacterium.



Then, given a MOOP with objectives, the algorithm steps and the routines mentioned above are presented in detail below:




	
Create N population with S-size and randomly spread individuals through the search space.



	
Evaluate each individual for each one of the M objectives.



	
Individuals who present solutions not dominated by other individuals are inserted in file P, that is, solutions that are not worse for each of the objectives found and better in at least one goal. These solutions are considered the approximate Pareto border [35].



	
The solutions in file A are mapped in the parallel cell coordinate system (PCCS) [32]. That is, each solution receives a label that is an integer between 1 and |A| (size of A) according to the Equation (8), where n is the solution indicator (1, 2, …,|A|), m is the objective indicator,    f  k , m     is the value of solution n, for objective m,    f m  m a x     is the highest value found for objective m and    f m  m i n       is the lowest value found for objective m. The value is rounded up, and when    f  k , m   =  f m  m i n      , the value is changed to 1 to avoid division by zero.


   L  k , m   = K      f  k , m   −  f m  m i n        f m  m a x   −  f m  m i n      



(8)







	
If the file size exceeds the maximum size S, the densities of all solutions must be calculated, and the highest density is eliminated. The density calculation of a solution is done based on the distances between pairs of solutions, as shown in the following equations:


  D C P  (   P i  ,  P j   )  =  {        ∑   m = 1  M   |   L  i , m   −  L  j , m    |  ,             i f   ∃ m   |    L  i , m   ≠  L  j , m           0.5 ,                                                         o t h e r w i s e           ,  



(9)






  D  (   P i   )  =   ∑   j = 1  K   1  D C P    (   P i  ,  P j   )   2        .  



(10)







	
For each generation, with the values of the labels, the entropy of the population is calculated, which measures the uniformity of the approximation of the Pareto border. Equation (11) shows the entropy calculation for generation t, where K is |A|, M is the number of objectives and   C e l  l  k , m    ( t )    is the number of solutions with the label      L  k , m     in the k-th row and m-th column of the PCCS.


  E  ( t )  = −   ∑   k = 1  K    ∑   m = 1  M    C e l  l  k , m    ( t )    K M   log   C e l  l  k , m    ( t )    K M      



(11)







	
The adjustment in the jump size of bacteria is made with the differential   Δ E  ( t )  = E  ( t )  − E  (  t − 1  )    according to the evolutionary state of the population, which can be a state of convergence, state of diversity, and state of stagnation. The threshold for the convergence state is given by    δ C  =  2 K  l o g 2   and the threshold for the stagnant state is given by    δ E  =  2  K S   l o g 2   where S is the maximum file size.



	
Given the thresholds, the adjustment of the jump size C is given by the following equation, where λ and μ are the adjustments and K(t) is the number of solutions in A the generation t.


   Convergence :    |  Δ E  ( t )   |  >  δ C      or    |  K  ( t )  − K  (  t − 1  )   |  > 0    Diversity :    δ C  <  |  Δ E  ( t )   |  <  δ E      and   K  ( t )  = K  (  t − 1  )  = S    Stagnation :    |  Δ E  ( t )   |  >  δ E      and   K  ( t )  = K  (  t − 1  )      



(12)






   C t   ( i )  =  {       C  t − 1    ( i )  − λ  (  1 +  |  Δ E  ( t )   |   )  ,     i f   c o n v e r g e n c e          C  t − 1    ( i )  + µ    |  Δ E  ( t )   |  ,                                 i f   d i v e r s i t y        C  t − 1    ( i )  ,                                                                             i f   s t a g n a t i o n          



(13)







	
For each one of the Ned steps of elimination and dispersion is made the reproduction process.



	
For each of the Nrep steps of reproduction is carried out the process of chemotaxis. A new population is generated P’ copying the values of the population P, and for each step of chemotaxis Nch, the population P’ is updated recalculating the position of each individual according to the equation (14), where is    θ i   (  c h , r ,   e d  )    is the position of the i-th bacterium in the ch-th step of chemotaxis, r- th stage of reproduction and ed-th elimination and dispersion step,   Δ  ( i )    is a random vector that represents the direction in which the bacterium jump and    C t   ( i )      is the size of the jump.


   θ i   (  c h + 1 , r ,   e d  )  =  θ i   (  c h , r , e d  )  +  C t   ( i )      Δ  ( i )       Δ T   ( i )  Δ  ( i )         



(14)







	
All bacteria are evaluated for all purposes, and file P is updated with the previous procedure.



	
Once the chemotaxis process is finished, a new population is generated through non-dominance ordering [20]. The N population is merged with the N’ population in a set R. All solutions from the Pareto border are selected. When the number of solutions found is less than S, they are added in the new population N and removed from R. A new Pareto border, that is, the rank 2 border, is selected from R. If the number of members of that border is less than S − |N|, they are also added in N and removed from R, and so on.








If any of the borders cannot be added in N, that is, it is larger than the space available for N to be size S, it is necessary to perform crown distance ordering of the elements of the border [36]. The crowd distance is the average distance between its two neighboring solutions. Sorting elements based on each of the objectives is required. Infinite distance is allocated to solutions with value    f m  m i n     and    f m  m a x     and the other elements of the border in question have the distance calculated by   F    [ k ]    d i s t a n c e   = F    [ k ]    d i s t a n c e   +  (   f  k + 1 , m   −  f  k − 1 , m    )  /  (   f m  m a x   −  f m  m i n    )   . Solutions with the highest values are added in N until |N| = S to ensure diversity on the Pareto border. Figure 4 shows how the construction of the new population is made.



	13.

	
Once the reproduction steps are completed, individuals are eliminated and dispersed in the search space with a probability    P  e d    .




	14.

	
After the elimination and dispersion steps, a new adjustment in the jump size is made and finished the generations. File P contains the best solutions found.









4. Results and Comparisons in Distribution Networks


The proposed methodology’s effectiveness for restoring an electrical distribution network is evaluated by applying the method in two systems with 70 and 201 buses. Some contingency cases with one and more short-circuit are tested for each system.



4.1. Applying the Proposed Methodology


The method is initially applied to the NO (Normally Open) switches. If any configuration of these switches is sufficient to meet all loads respecting all constraints, the program terminates by returning which or which NO switches should be closed.



After the first run, it is checked if any optimal solutions violate any conductor’s current limit. If this happens, there may be an NC (Normally Closed) switch that eliminates the overhead that occurred. In addition, there may be another NO switch that can be closed to meet the rest of the loads after opening this NC switch. In this way, a second execution of the algorithm is done considering all system switches.



Even if overloads have not occurred during the first run, it is also checked whether any solution reestablishes all the buses outside the isolation area. If this does not happen, the new execution is also performed for the search to continue. It is noteworthy that there may not be a solution that restores 100% of the required load, and the second execution is only performed to ensure that this possible optimal solution was not found in the first.



For each execution, individuals are initialized to optimize the search for the best settings. On the first run, the population is initialized with the value of the initial configuration of the switches after the isolation of the faults. If necessary, the population starts with the best combinations found in the previous run in the second run.




4.2. Parameter Adjustment


The parameters used for the tests were chosen based on studies present in the literature and by observing the convergence of the method. As discussed above, the algorithm runs twice. Each run has an initial configuration of different parameters because they involve other variables. Table 1 shows the value chosen for each parameter in the two runs.




4.3. Test System I: 70-Buses Network


The first network used for the tests was presented in [37], and it has been used in many published studies. This network comprises 70 buses, 2 substations, 9 NO switches, and 11 NC switches. The base voltage values are set to 11, and the base power value is 1. The voltage values on the buses must be in the range of 0.8 to 1.05. Current limits are given for each conductor. Figure 5 shows the initial network configuration.



4.3.1. Single Short-Circuit


This section presents two single short-circuits in the feeders 25–26 and 3–4.



Then, for the first experiment, a short-circuit is considered in the feeder between buses 25 and 26. For failure isolation, switches (NC) 8 and 9 are opened and marked, so they are not used in the restoration step and the NO switch 2.



The two Pareto-optimal solutions, present in Table 2, are found by performing a brute force analysis of all possible switching combinations. As shown in the table, the first solution meets all the demand by performing maneuvers on 5% of the switches, closing the NO switch 4 to meet buses 28 and 29. The second solution does not operate in the available switches and no longer meets about 5% of the demand power. Loads of buses 28 and 29 are disconnected from the system after isolation. It is noteworthy that the demand of the fault region is subtracted from the total demand during isolation.



The solutions found by the algorithm studied are shown in Figure 6 using the Pareto curve. The method found all optimal solutions in 35 s, using 2400 iterations.



In the second experiment, a short-circuit is considered in the feeder between buses 3 and 4. NC switches 10, 16, and 17 are used in isolation and are therefore marked so that they are not typed in the optimization step.



Again, the optimal solutions in Table 3 are found when performing a brute force analysis. In the first solution, all demand is applied by closing the NO switches 67–15 and 9–50, 10% of the available switches. Only the NO switch 67–15 is closed in the second solution. 5% of the switches and only 5% of the load are not applied. The final solution is the configuration after isolation. About 89.34% of the demand is supplied without any switch changes. Approximately 10.66% of the required load is disconnected from the system. It is important to remember that all optimal settings respect all operating restrictions of the system.



The proposed algorithm also finds all the optimal solutions for this case, taking about 75 s and 2400 iterations. The solutions are shown at the Pareto border in Figure 7.




4.3.2. Double Short-Circuit


This section shows an example where two short-circuit happen at the same time. In this case, the short-circuits occur in the same two feeders of the previous example: between buses 3 and 4 and between buses 25 and 26. The fault isolation process locked the same NC switches: 10, 16, and 17 due to fault in 3–4; and 8 and 9, and NO switch 2, due to 25–26.



After brute force analysis, the solutions presented in Table 4 are found. In this case, performing only the closing of NO switches could not restore all the buses without violating the current limit on some conductors. Therefore, in two solutions, the NC switch 14 must be opened, and in two others, the NC switch 15 is changed.



In Figure 8, the Pareto curve of the solutions found by the proposed algorithm is displayed with the best possible solutions. The solutions are found in 633 s with 12,000 iterations. Figure 9 shows the second of the 5 solutions found. This solution restores all the required load.





4.4. Test System II: 210-Buses Network


The second system used for the experiments is adapted from [13]. It has 201 buses, one substation with three feeders, 39 NO switches, and 37 NC switches. The base voltage value is 10 kV, and the base power value is 100 kVA. This system does not present the impedance values for the conductors, so the voltage drop calculation is not made, and, consequently, the voltage value for each bus is set at 1 pu. The maximum power of 7983 kW gives the flow limit on the conductors. Thus, the current limit of 79.83 A for each conductor is considered to adapt to the method. Figure 10 shows the initial system configuration.



4.4.1. Single Short-Circuit


This section presents an example considering a short circuit between buss 72 and 79. After isolation, the feeders between buses 76 and 89 are unsupplied.



After the execution of the method, the solutions in Table 5 are found, shown at the Pareto border in Figure 11. The proposed method used 2400 iterations and took 90 s to deliver all responses.




4.4.2. Double Short-Circuit


A more complex experiment is now performed, where short-circuit happens simultaneously between buses 9 and 10 and between buses 20 and 49. Joint failures disconnect about 30% of network load demand. Figure 12 shows the network configuration after the two faults are isolated.



The first execution of the proposed algorithm failed to restore all the load, although the best solutions found do not violate any operational limit. Therefore, a new execution of the algorithm is made, and, in this case, a solution that meets all the demand can be found. Table 6 shows all the solutions found, and Pareto’s boundary for these solutions is shown in Figure 13.



The first configuration, which restores all load demand for this case, is shown in Figure 14.




4.4.3. Comparison between Methods


The quality of the found solutions by the proposed approach to the 201-buses system is made by comparing it with the results obtained using the PSO technique proposed in [13] and the GA technique proposed in [38]. Both techniques use only one objective function and consider the other objectives through weighting. However, in different runs, the method finds equally optimal different solutions. Thus, it is possible to compare with a multi-objective method proposed in this work.



First, a set of short-circuits is compared in which the PSO and the GA presented a single solution. Table 7 shows each of these cases and the results found by the two methods in parallel. Observing the solutions on this table, MOBFOHA presents more alternatives to the operators, and new objectives can be applied to find the best solution among the better solutions.



Also, the results in which the PSO and the GA have more than one solution been compared. Table 8 shows the solutions found. It is possible observing that MOBFOHA finds a more significant number of solutions. Some objective functions considered in the mono-objective method have greater weight than others. Another considerable remark is the solutions found by MOBFOHA are the result of a single random execution of the method. In the case of the PSO and the GA, for each solution found, one execution is performed.



Observing the solutions shown in the previous tables, notice that MOBFOHA finds more solutions. It occurs because some objective functions considered in the mono-objective method have greater weight than others. It is worth noting that the solutions found by MOBFOHA are the result of a single random execution of the method. In the cases of PSO and GA, for each solution found, an execution was performed.



Unlike the PSO and the GA approach, MOBFOHA also considers the solutions that do not restore all the load demanded due to Pareto dominance rules. In this way, the concessionaire can weigh according to the need, choosing the best solution for each specific situation. Previously, weighing the functions makes this type of analysis impossible and should ensure that the best weights are chosen.






5. Conclusions


Through the proposed model, the performance of a version of the bio-inspired technique in bacteria’s foraging strategy can be evaluated. The adaptations made to the multi-objective version proved effective in searching for Pareto-optimal solutions. Through the comparations with the results obtained with the brute force routine in the case of the 70-buses system and with the results obtained by the PSO method for the 201-buses system, it can be noted that the method can deliver all the optimal solutions expected for the cases tested, considering the two proposed objectives.



Multi-objective optimization is very important for the operation of systems. With this approach, solutions that maximize the number of loads served are placed in parallel with others that minimize the number of switchings, even if not serving many loads. Thus, the distribution companies can make the best decision, considering the impact caused for each of the decisions, concerning the difficulty and cost generated to implement the proposed configuration and the possible fine for lack of supply, among other factors not addressed by the solution. In addition, when all other objectives can be considered, such as those suggested as future work, a much more assertive decision can be made, especially in the context of smart grids.
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Figure 1. Flowchart of BFOA steps. 
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Figure 2. Flowchart of the proposed method. 
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Figure 3. Flowchart of the MOBFOHA. 
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Figure 4. Construction of the new population. 
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Figure 5. Test system I: 70-buses network [37]. 
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Figure 6. Pareto border for 70 buses system with short-circuit in feeder 25–26. 
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Figure 7. Pareto border for 70 buses system with short-circuit in feeder 3–4. 






Figure 7. Pareto border for 70 buses system with short-circuit in feeder 3–4.



[image: Energies 15 01445 g007]







[image: Energies 15 01445 g008 550] 





Figure 8. Pareto border for 70 buses system with short-circuit in feeders 3–4 and 25–26. 
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Figure 9. Optimal configuration after the restoration of the system of 70 bus with faults in 3–4 and 25–26. 
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Figure 10. Test system II: 210-buses network [13]. 
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Figure 11. Pareto border for 210 buses system with short-circuit in feeder 72–79. 
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Figure 12. Test system II: 210-buses network after the isolation process with short-circuits in the feeders 9–10 and 20–49. 
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Figure 13. Pareto border for 210 buses system with short-circuits in feeders 9–10 and 20–49. 
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Figure 14. Test system II: 210-buses network after the restoration process with short-circuits in the feeders 9–10 and 20–49. 
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Table 1. MOBFOHA Parameters.
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	Parameters
	Execution 1
	Execution 2





	Ned
	2
	2



	ped
	0.25
	0.25



	Nrep
	4
	4



	Nch
	60
	120



	C
	50
	50



	Λ
	2
	2



	Μ
	10
	10



	maxgen
	5
	10
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Table 2. Pareto-optimal solutions for the 70-buses system with short-circuit in feeder 25–26.
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Faulty Feeders

	
NO Switches

	
NC Switches

	
P(%)






	
25–26

	
29–64

	
None

	
100%




	
None

	
None

	
94.83%
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Table 3. Pareto-optimal solutions for the 70-buses system with short-circuit in feeder 3–4.
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Faulty Feeders

	
NO Switches

	
NC Switches

	
P(%)






	
3–4

	
67–15

	
None

	
100%




	
9–50




	
67–15

	
None

	
95.00%




	
None

	
None

	
89.34%
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Table 4. Pareto-optimal solutions for the 70-buses system with short-circuit in feeders 3–4 and 25–26.
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Faulty Feeders

	
NO Switches

	
NC Switches

	
P(%)






	
3–4

25–26

	
9–50

29–64

45–60

9–15

	
44–45

	
100%




	
22–67

67–15

9–50

29–64

	
65–66

	
100%




	
22–67

67–15

29–64

9–15

	
65–66

	
100%




	
9–15

29–64

9–50

	
44–45

	
97.56%




	
67–15

9–50

	
None

	
94.22%




	
67–15

	
None

	
88.86%




	
None

	
None

	
89.34%
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Table 5. Pareto-optimal solutions for the 210-buses system with short-circuit in feeder 72–79.






Table 5. Pareto-optimal solutions for the 210-buses system with short-circuit in feeder 72–79.





	
Faulty Feeders

	
NO Switches

	
NC Switches

	
P(%)






	
72–79

	
58–64

	
None

	
100%




	
None

	
None

	
97.77%
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Table 6. Pareto-optimal solutions for the 210-buses system with short-circuits in feeders 9–10 and 20–49.






Table 6. Pareto-optimal solutions for the 210-buses system with short-circuits in feeders 9–10 and 20–49.





	
Faulty Feeders

	
NO Switches

	
NC Switches

	
P(%)






	
9–10

20–49

	
2–19

19–43

19–57

24–43

58–76

	
117–121

	
100%




	
19–43

19–57

24–43

58–76

	
83–106

	
99.02%




	
19–43

19–57

58–76

	
None

	
95.83%




	
19–57

58–76

	
None

	
93.14%




	
19–57

	
None

	
85.48%




	
None

	
None

	
75.91%











[image: Table] 





Table 7. Comparison of MOBFOHA, PSO, and GA methods results - Single solution.






Table 7. Comparison of MOBFOHA, PSO, and GA methods results - Single solution.





	
Faulty Feeders

	
MOBFOHA

	
PSO

	
GA




	
NO

	
NC

	
P(%)

	
NO

	
NC

	
P(%)

	
NO

	
NC

	
P(%)






	
1–91

	
2–19

20–56

	
20–48

	
100%

	
2–19

20–56

	
20–48

	
100%

	
2–9

19–57

76–58

	
70–62

67–65

	
82.62%




	
19–57

20–56

	
20–48

	
100%

	
-

	
-

	
-

	
-

	
-

	
-




	
2–19

	
12–201

	
86.75%

	
-

	
-

	
-

	
-

	
-

	
-




	
None

	
None

	
82.62%

	
-

	
-

	
-

	
-

	
-

	
-




	
76–77

	
81–89

	
None

	
100%

	
81–89

	
None

	
100%

	
81–89

	
None

	
100%




	
None

	
None

	
98.16%

	
-

	
-

	
-

	
-

	
-

	
-




	
93–110

	
112–113

	
None

	
100%

	
112–113

	
None

	
100%

	
112–113

	
None

	
100%




	
None

	
None

	
95.68

	
-

	
-

	
-

	
-

	
-

	
-




	
128–140

	
56–146

	
None

	
100%

	
56–146

	
None

	
100%

	
56–146

	
None

	
100%




	
None

	
None

	
93.62

	
-

	
-

	
-

	
-

	
-

	
-
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Table 8. Comparison of MOBFOHA, PSO, and GA methods results - Multiple solutions.






Table 8. Comparison of MOBFOHA, PSO, and GA methods results - Multiple solutions.





	
Faulty Feeders

	
MOBFOHA

	
PSO

	
GA




	
NO

	
NC

	
P(%)

	
NO

	
NC

	
P(%)

	
NO

	
NC

	
P(%)






	
1–91

	
58–76

126–127

	
117–121

	
100%

	
-

	
-

	
-

	
-

	
-

	
-




	
58–76

126–177

	
117–121

	
100%

	
58–76

126–177

	
117–121

	
100%

	
-

	
-

	
-




	
19–57

20–56

	
20–48

	
100%

	
19–57

20–56

	
20–48

	
100%

	
-

	
-

	
-




	
19–57

126–127

	
117–121

	
100%

	
19–57

126–127

	
117–121

	
100%

	
-

	
-

	
-




	
19–57

126–177

	
117–121

	
100%

	
19–57

126–177

	
117–121

	
100%

	
-

	
-

	
-




	
2–19

20–56

	
20–48

	
100%

	
-

	
-

	
-

	
-

	
-

	
-




	
2–19

126–177

	
117–121

	
100%

	
2–19

126–177

	
117–121

	
100%

	
-

	
-

	
-




	
19–57

	
117–121

	
87.68%

	
-

	
-

	
-

	
-

	
-

	
-




	
58–76

	
117–121

	
87.68%

	
-

	
-

	
-

	
2–9

19–57

	
58–68

	
82.62




	
2–19

	
117–121

	
87.68%

	
-

	
-

	
-

	
2–9

19–57

76–58

	
69–58

19–57

	
82.62




	
None

	
None

	
54.51%

	
-

	
-

	
-

	
-

	
-

	
-




	
1–189

	
2–19

126–127

	
117–121

	
100%

	
-

	
-

	
-

	
-

	
-

	
-




	
58–76

126–127

	
117–121

	
100%

	
58–76

126–127

	
117–121

	
100%

	
126–127

	
-

	
62.87%




	
19–57

126–177

	
117–121

	
100%

	
19–57

126–177

	
117–121

	
100%

	
126–127

126–177

	
124–127

	
62.87%




	
2–19

126–177

	
117–121

	
100%

	
2–19

126–177

	
117–121

	
100%

	
-

	
-

	
-




	
58–76

126–177

	
117–121

	
100%

	
58–76

126–177

	
117–121

	
100%

	
58–76

126–177

	
117–121

	
100%




	
None

	
None

	
62.87%

	
-

	
-

	
-

	
-

	
-

	
-




	
19–32

	
33–46

	
None

	
100%

	
33–46

	
None

	
100%

	
33–46

	
None

	
100%




	
2–19

	
None

	
100%

	
2–19

	
None

	
100%

	
2–19

	
None

	
100%




	
19–43

	
None

	
100%

	
19–43

	
None

	
100%

	
19–43

	
None

	
100%




	
30–39

	
None

	
100%

	
30–39

	
None

	
100%

	
30–39

	
None

	
100%




	
None

	
None

	
93.91

	
-

	
-

	
-

	
-

	
-

	
-
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