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Abstract: The gas–liquid slug flow characteristics in a novel honeycomb microchannel reactor were
investigated numerically and experimentally. Computational fluid dynamics (CFD) modeling was
carried out with Comsol finite element software using the phase-field method, and the simulation
results were verified by micro-particle image velocimetry (micro-PIV) analysis. The breakups of liquid
slugs at the bifurcations of current honeycomb microchannel followed a complex behavior, leading to
non-uniformity in each branch. The pressure distribution inside the microreactor was closely related
to the phase distribution. The increasing inlet gas velocity increased the gas phase volume fraction,
as well as the gas slug length. Higher gas velocity resulted in stronger turbulence of the liquid
phase flow field and a deviation of residence time distribution from normal distribution, but it was
favorable to even more residence time during the liquid phase. There also exists a secondary flow in
the gas–liquid interface. This work reveals the intrinsic intensified effect of honeycomb microchannel,
and it provides guidance on future microreactor design for chemical energy conversion.

Keywords: honeycomb microreactor; gas–liquid slug flow; CFD simulation; micro-PIV

1. Introduction

Characterized by large specific surface area, short diffusion transmission path and
strong controllability, the microreactor can significantly enhance the mass and heat transfer
process, providing a clean and safe chemical production environment [1]. Numerous scien-
tists have scrutinized the flow and heat transfer characteristics of different scale types of
fluids because of their importance in providing guidance for various industrial applications
and chemical reactor designs. Ramzan et al. [2] investigated the mechanical characteristics
of the non-Newtonian second grade nanofluid with gyrotactic microorganisms in heat and
mass transfer flow. By using the homotopy analysis method and computer-based program-
ing software, the magnetic dipole effect, activation energy, radiation effect and entropy
analysis of distinct quantities were explored, and the effects of numerous parameters on the
nanofluid temperature, velocity and entropy generation were discussed. Khan et al. [3] also
used optimal homotopy analysis method to explore the mechanical aspects of a bio-thermal
system. The time-independent three-dimensional flow of Maxwell nanofluid induced by
two parallel rotating disks was analyzed, including the heat transfer, nanoparticle concen-
tration, gyrostatic microorganisms with Hall current effect, Arrhenius activation energy
and binary chemical reactions.

Moreover, the fluid behavior in the microchannel is affected by the various external
operating conditions and design parameters of the microchannel. Turkyilmazoglu [4]
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investigated the gas–liquid plug flow in a microchannel exposed to an external magnetic
field to supplement the magnetohydrodynamics (MHD) flow experimental data. The
effects of magnetic field on hydrodynamic and thermal properties of plug flows in different
cross-sectional channels were examined thoroughly. On the other hand, Li [5] studied the
effects of the preparation procedures of the Pt/γ-Al2O3 catalyst coating, reaction condi-
tions and channel configurations in the microreactor on the catalytic methane combustion
reaction performance.

In the microchannel, the flow pattern is laminar, and the mixing process is dominated
by mesoscopic viscous deformation and microscopic molecular diffusion. Wiggins et al. [6]
used the deformation and motion theory in theoretical mechanics for laminar micromixing
process. It was believed that viscous deformation could increase the contact area between
fluids and shorten the diffusion distance, thus accelerating diffusion and improving mix-
ing and mass transfer efficiency. Based on this principle, Adamson et al. [7] proposed
that the slug flow could reinforce mixing between the liquid, i.e., by introducing an oil
or gas phase, such that the aqueous phase formed droplet slug flow, the mixing process
could be confined inside the droplets with enhanced radial mixing. The diffusion, mixing,
reaction and chemical analysis are controlled by encapsulating the reactants inside the
droplets [8]. Compared with reactors in traditional scale, micro-droplets greatly reduce the
consumption of reagents, increase significantly the heat and mass transfer performance due
to higher specific surface area and also exhibit more uniform residence time distribution
of reactants [9,10]. However, the microchannel size is in the micron magnitude, leading
to extremely high flow resistance. Consequently, the upper flow rate is limited, making
the droplet productivity of the microfluidic device unable to meet the engineering require-
ments [11]. The bionic network, which can make the flow circulate through multiple branch
channels and realize high-throughput micro-flow operation by transporting the materials
from point to surface [12–14], can potentially help solve this problem.

As mentioned earlier, the bionic configuration has excellent transport characteristics.
Coppens et al. [15] thus proposed the concept of Nature Inspired Chemical Engineering
(NICE). Large numbers of studies have shown that the application of bionic structure
in chemical reactors can effectively improve the heat and mass transfer efficiency of the
system. Yu et al. [16] carried out the numerical and experimental study of the flow and
thermodynamic characteristics of the bionic tree channel and found that the tree-shaped
microchannel had a higher heat transfer coefficient and lower energy consumption than the
straight tube type. Guo et al. [17] proposed an integrated design, in which multichannel
mixer, heat exchanger and reactor were combined in microscale. The test results showed
that rather impressive mixing could be achieved in the bionic fractal distributor without
increasing energy consumption too much. Huang et al. [18] applied the bionic fractal
channel design for methanol reforming and found that high methanol conversion rate and
hydrogen production rate could be reached.

With a hexagonal topology, the honeycomb structure has the characteristics of a bionic
transmission network. It has the shortest fluid flow path for a given area of microchannel
reactor [19]. The flow resistance can be effectively reduced in the fluid network in honey-
comb structure, leading to a more rational design of transmission network. In addition,
the hexagonal unit structure can effectively save the required material for certain strength.
Zhang et al. [20] designed a novel honeycomb microreactor for enhancing the conversion
of syngas to olefins. The authors discussed the effects of operating conditions on the reac-
tion performance and compared the honeycomb fractal microreactor with the traditional
mini-fixed bed and parallel straight microchannel reactor. They found the honeycomb
microreactor could improve both the heat and mass transfer significantly, thus enhancing
the reaction conversion and yield of desired lower olefins. These results were explained
by the higher surface-to-volume ratio in the honeycomb structure, which reinforced the
effect of separation and junction and made the fluid in the different channels contact fre-
quently. Zhang et al. [21] found out that the honeycomb reactor enhanced the gas–liquid
mass transfer because of its bifurcations, leading to much higher CO2 absorption rate in
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MEA solution as compared to conventional serpentine tubular reactor. Recently, we also
found that honeycomb microreactor could greatly enhance the hydroformylation reaction
of olefins as compared to conventional stirred reactors, which could be attributed to its
enhanced gas–liquid mass transfer [22]. In the honeycomb microreactor, the gas–liquid flow
characteristics directly affect the mass transfer efficiency, thereby influencing the gas–liquid
reaction performance.

In addition to experimental observation, numerical modeling is also a powerful tool for
investigating the flow characteristics in the microchannels. The principle of computational
fluid dynamics (CFD) is to use the numerical method to solve the nonlinear simultaneous
differential equations of mass, energy, composition and other parameters, and to solve the
details of flow, heat transfer, mass transfer, combustion and other processes. Therefore,
CFD is a useful method for studying the science and engineering of plug flows in mi-
croscale, and the establishment of a mathematical model is very important. Using this tool,
Turkyilmazoglu [23,24] investigated the ignition phenomenon of a non-static combustible
solid fuel bed under the exposure of a constant incoming heat flux impinging on the solid
surface and carried out the thermal analysis of particulate solids and fluids flowing through
a moving bed heat exchanger.

However, to the best of our knowledge, most aforementioned research works dealt
with the single-phase flow in the bionic microchannels. Though the honeycomb microchan-
nel reactor was reported previously, the gas–liquid flow characteristics of this microreactor
still remain unclear. Moreover, most of the reported simulation results of flow behavior
in the microreactors were only verified by the empirical formula without quantitative
comparison to the actual flow experimental data.

Therefore, in this study, the gas–liquid slug flow in honeycomb microchannel reactor
was studied by CFD simulation, as well as micro-particle image velocimetry (micro-PIV)
measurement. The phase-field method was applied to track the diffusion interface between
gas and liquid in the simulation. The numerical results were verified by micro-PIV system.
The effect of increasing inlet gas velocity on phase distribution, pressure drop, pressure
distribution and residence time distribution was then analyzed. Having a full understand-
ing of the gas–liquid flow characteristics in the honeycomb microreactor contributes to this
research field.

2. Experimental and Numerical Methods
2.1. Micro-PIV Measurement
2.1.1. Flow Field Test Method

In the present study, the micro-PIV (LaVision GmbH, Göttingen, Germany, Flowmas-
ter) was used to measure the instantaneous flow field distribution by the carrier fluid
with 2 µm diameter fluorescent polystyrene tracer particles (HyperCyte, Beijing, China).
During the measurement, the laser light was transmitted to the microscope through op-
tical fibers, and then tracer particles were illuminated by a Nd:YAG double-cavity laser.
The image pairs were recorded by a dual-frame CCD camera (LaVision, Imager SX 4M).
Afterward, each recorded image was segmented into small inquiry windows, and then two
corresponding inquiry window images in sequence were processed by cross-correlation
to obtain the correlation function map of the possible displacement of particles. The coor-
dinates corresponding to the maximum peak value in the correlation function map were
the displacements of particles. The time interval of a laser pulse was defined as dt, within
which the particle moved a distance of ds. Then, the velocity of the particle in each inquiry
window could be obtained as ds/dt. Finally, all displacement vectors of inquiry windows
were converted into a complete transient velocity field distribution map.

The micro-PIV images were pre-processed using background subtraction, and spurious
vectors in the liquid flow field were removed in the post-processing step. The adaptive
multi-pass algorithm was adopted with a final interrogation window size of 16 × 16 px2
and a 50% window overlap (DaVis 10.1, LaVision). The particle concentration was 5.7 × 107
particles per milliliter, resulting in about two particles per interrogation volume.
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2.1.2. Flow Field Test Apparatus

Figures 1 and 2a display the honeycomb structure and photo of the microreactor
studied in this work, respectively. The microreactor was manufactured by processing
the PDMS (polydimethylsiloxane) channel surface, using a template replication method,
punching, cutting, plasma bonding with the PET cover surface and, finally, hot baking.
The internal honeycomb microchannel presented 1 mm in width and 0.8 mm in depth. It
is noted that these sizes were chosen based on the typical data of microchannels in the
literature, and they could be further optimized in the future.
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Figure 2. (a) The photo of honeycomb-shaped reactor; (b) Description Micro-PIV photographing platform.

The system diagram of the micro-PIV flow field measurement device is shown in
Figure 2b. Nitrogen was used as gas phase, of which the flowrate was regulated from 0
to 10 mL/min by mass flow controller (Beijing SevenStar CS400). Deionized water with
tracer particles was used as liquid phase, and its flow rate was controlled by a syringe
pump (LongerPump LSP02-1B). The two phases merged at a T-junction before entering the
honeycomb microreactor.

2.2. CFD Numerical Simulation

In this study, the phase-field method was used to track the diffusion interface between
gas and liquid using COMSOL finite element software, and the two-phase flow dynamics
was controlled by Cahn–Hilliard equation. Boundary conditions can be mathematically
described as

n · ε2∇φ = ε2 cos(θω)|∇φ| , n× γ
λ

ε2 ∇ϕ = 0 . (1)
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The gas–liquid diffusion interface is defined as the region of dimensionless phase-field
variables from −1 to 1. When solving the Cahn–Hilliard equation, it is divided into the
following two equations [25]:

∂φ

∂t
+ u · ∇φ = ∇× γλ

ε2 ∇ψ (2)

ψ = −∇πε2∇φ+
(
φ2 − 1

)
φ (3)

where u is the fluid velocity (m/s), γ is the mobility (m3·s/kg), λ is the mixed energy
density (N), ψ is the phase-field associated variable and ε (m) is the interface thickness
parameter, which can usually be set to ε = hc/2, where hc is the characteristic mesh size of
the interface area. The mobility parameter γ determines the time scale of the Cahn–Hilliard
diffusion. The default value of γ = ε2 is usually a suitable initial setting.

The volume fraction of the fluids can be calculated as follows:

Vf1 =
1−φ

2
, Vf2 =

1 +φ
2

(4)

In the current model, air was defined as fluid 1 and water was defined as fluid 2. The
smoothly varying density (kg/m3) and viscosity (Pa·s) of the mixture across the two-phase
interface are defined by the following expressions:

ρ = ρw + (ρair − ρw)Vf1 (5)

µ = µw + (µair − µw)Vf1 (6)

where the water attribute is represented as w, and the air attribute is expressed as air.
The mass and momentum transfer of fluids were simulated based on the Navier–

Stokes equations of incompressible fluids (Equations (7) and (8)), which include surface
tension in the model.

ρ
∂u
∂t

+ ρ(u · ∇)u = ∇ ·
[
−pI + µ

(
∇u + (∇u)T

)]
+ Fst + ρg (7)

∇ · u = 0 (8)

where ρ is density (kg/m3), µ is dynamic viscosity (N·s/m2), p is pressure (Pa), g is gravity
vector (m/s2). Fst denotes the surface tension on the air/water interface.

The surface tension was calculated through diffusion interface representation method
by calculating the distribution force on the interface and using only the ψ and phase-field
variable gradients. This method avoids the use of surface normal vector and surface
curvatures, which are difficult to calculate numerically [26].

Fst = G∇φ (9)

where ε is phase-field parameter, G is chemical potential (J/m3) and can be obtained
according to

G = λ

−∇2φ+
φ
(
φ2 − 1

)
ε2

 =
λ

ε2ψ (10)

Different meshes were compared, and the mesh with about 1.2 million structured cells
was selected for final modeling, which was also considered for the boundary layer near the
wall, since the simulations indicated no significant differences between this mesh and a
finer mesh. The boundary conditions were as follows: water was used as the liquid phase,
and the liquid inlet speed was 0.01 m/s, while nitrogen was used as the gas phase, and
the gas inlet velocity was studied ranging from 0.01 to 0.09 m/s (Condition 1–5) as shown
in Table 1; the pressure of the outlet boundary was set as normal atmosphere; the wall
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condition was no slip. The initial condition was that the whole channel was full of water
phase; then, the two phases entered from the two different inlets and merged to form a slug
flow after a T-junction.

Table 1. Conditions of gas velocity.

Condition 1 2 3 4 5 6 7 8 9

Gas velocity (m/s) 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

3. Results
3.1. Model Verification via Micro-PIV

The statistical results of liquid phase velocity magnitudes of all grid cells in the entire
flow channel under operating conditions 3 obtained by simulation calculation and micro-
PIV imaging are shown in Figure 3. It can be seen that the statistical results of these two
methods were in good accordance. In addition, by capturing a certain liquid column, the
velocity curve of the liquid column from the tip to the rear was also analyzed with the
simulation and micro-PIV imaging method, as shown in Figure 4. It can be observed that
the velocity at the tip was the largest, while the velocity at the interior of the liquid column
was relatively lower and uniform in both the simulation and micro-PIV imaging results.
Therefore, we can conclude that the characteristics of the slug flow field obtained by micro-
PIV imaging were consistent with the simulation results, indicating that the latter were
reliable. The discrepancies in Figure 4 could be attributed to the experimental error caused
by many experimental factors, such as the wall roughness caused by the microchannel
processing technology, the error of PIV measurement, etc.
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3.2. Flow Characteristics Analysis

The phase distribution can intuitively reflect the flow characteristics in the microchan-
nel. Figure 5 shows the volume fraction distribution contour under condition 3. Typical
slug flow pattern was observed under the investigated conditions. The overall gas volume
fraction in the microreactor increased almost linearly as the inlet gas velocity increased
(Figure 6). Moreover, it can be seen from Figure 5 that the splitting of the liquid slug at the
bifurcation of the honeycomb microchannel was random. Under the driving force from the
upstream fluid, the part of liquid slugs broken up at the bifurcation and the rupture were
both symmetrical and asymmetrical, leading to the non-uniformity of flow in each branch
of the honeycomb microchannel.
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As illustrated in Figure 7a, the length of the original liquid and gas slug formed after
the T-junction was affected by the increasing inlet gas velocity. The original liquid slug
length decreased firstly when the inlet gas velocity increased from 0.01 to 0.03 m/s, and it
then gradually stabilized at 4 mm when the gas velocity exceeded 0.03 m/s. The original
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gas slug length followed a simpler trend, which was almost linearly promoted by the
increasing inlet gas velocity. Garstecki et al. [27] proposed an empirical correlation formula
to predict the bubble length in T-shaped microchannels. The bubble length was found to
be positively correlated with the flux ratio of discrete and continuous phases, which was
consistent with our simulation result. Furthermore, it can be seen from Figure 7b that the
average liquid slug velocity was considerably favored by the increasing inlet gas velocity
in the range of 0.01–0.07 m/s, but it decreased as the inlet gas velocity increased further
>0.07 m/s. This can be explained by the fact that the trend of gas shortcut, a phenomenon
whereby gaseous fluid flows through the passageway without interacting with the liquid
phase, would occur in higher gas velocity conditions, and then, the acceleration to the
liquid velocity could be weakened.
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The liquid slug formation process is a tensile fracture, which is driven by upstream
pressure and hindered by the surface tension in the droplet tail region. Figure 8 displays the
variation of the overall pressure drops in the honeycomb microchannel with the increasing
gas velocity. It can be seen that the pressure drops followed a very similar trend as shown
in Figure 7b, indicating that the liquid slug velocity was positively correlated with the
change of pressure drop. Consequently, we can conclude that the inertial force dominated
during the flow of the liquid slugs, and the effect of surface tension was lower.
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3.3. Pressure Analysis

The pressure distribution in the honeycomb microchannel under condition 3 can be
found in Figure 9a. It was reported that the pressure drop of the gas–liquid flow through
the overall arborescence structure increased sharply with the inlet gas flow rate [28]. As for
the honeycomb microreactor, the pressure drop increased more slowly, indicating that the
design of the microchannel was beneficial for reducing energy consumption. The pressure
distribution was closely related to the volume fraction distribution shown in Figure 5. The
pressure in the gas phase was higher than that in the liquid phase next to it. Moreover, it can
be found that along the direction of gas–liquid flow, the pressures of both the gas and liquid
phases decreased, but the pressure drop in the liquid phase seemed more pronounced.
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The inlet of the honeycomb microreactor was selected as the monitoring point (point c
in Figure 9a). Under various inlet gas velocities, the pressure versus time curves are shown
in Figure 9b. The fluctuation of pressure became more pronounced with higher gas velocity,
but the frequency of pressure fluctuation at each working condition was not affected too
much, except with the lowest gas velocity (0.01 m/s). This was consistent with the trend of
liquid slug length (Figure 7a), suggesting that the change of pressure along the honeycomb
microchannel was mainly influenced by the phase distribution.

The pressure spectrum of the three different branch positions in the honeycomb
microreactor (point d1, d2, d3 in Figure 9a) is displayed in Figure 10. It can be seen
from the figure that the main frequency of pressure fluctuations for the three monitoring
positions was almost the same, reflecting the flow characteristics of different branch flow
microchannels exhibiting a certain statistical uniformity for a period of time.

3.4. Residence Time Distribution

By coupling the model of transport of diluted species, the evaluation of the tracer
particles’ concentration in the liquid phase with the time was simulated in the present
work with the purpose to analyze the residence time distribution. Figure 11 shows the
concentration of the tracer particles at the exit of the honeycomb microreactor as a function
of time under different operating conditions. As the inlet gas velocity increased from 0.03
to 0.09 m/s, the average residence time became just slightly shorter in the honeycomb
microchannel, indicating that this honeycomb reactor was suitable for high throughput
conditions. Moreover, the residence time distribution under the low inlet gas velocity
condition (<0.03 m/s) was approximately the standard normal distribution, which was
consistent with that in the straight channel under laminar flow [29]. However, with the
increasing inlet gas velocity, multimodal distribution occurred, demonstrating that the
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residence time distribution deviated from normal distribution distinctly. It can be explained
by the fact that in higher inlet gas velocity conditions, the fracture of liquid columns at the
bifurcations is more frequent and random, leading to the distribution of motion paths and
residence time of tracer particles showing multimodality. This phenomenon implied that
when the gas velocity was higher, the turbulence of the liquid phase flow field was stronger,
but the variance of the residence time data would become lower, which was advantageous
for practical high throughput flow applications.
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3.5. Velocity and Vorticity Distribution

The velocity field distribution under working condition 3 was represented in Figure 12a.
At a certain moment, the velocity field distribution in the honeycomb microchannel looked
very uneven, and the velocity in the gas–liquid interface changed abruptly. The upstream
interface velocity of the liquid slug was maximum, while the downstream interface velocity
was almost zero. This could be explained by the fact that the gas phase pressure was
greater than the liquid phase in the adjacent region, and the direction of pressure drop at
the upstream interface was the same as the flow direction, while the direction of pressure
drop at the downstream interface was opposite to the flow direction. Meanwhile, it can
be seen from the velocity vector diagram in Figure 12b that a secondary flow formed at
the upstream interface of the liquid slug, and a certain velocity component perpendicular
to the flow direction was also generated. In addition, the strength of secondary flow was
positively correlated with the magnitude of velocity.
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As seen in Figure 12c, vortices appeared in the liquid column, indicating the obvious
existence of eddy diffusion. As is known, the mass transfer caused by the intense mixing of
vortices is much greater than the molecular motion of laminar flow, for the former is based
on particle motion, while the latter is based on the molecular scale. Therefore, the mass
transfer rate could be largely enhanced compared to the single-phase laminar flow.

The vorticity field distribution under working condition 3 was shown in Figure 13a.
Compared with the phase distribution contours in Figure 5, we can see that a strong
vorticity field was formed in the gas–liquid interface region. Furthermore, as Figure 13b
exhibited, the average vorticity of the entire flow channel was strengthened with the
increase in the inlet gas velocity, but the increasing amplitude decreased gradually, which
was caused by the gas shortcut trend when gas velocity is higher. In addition, the average
vorticity fluctuated with time, the frequency of which was almost the same as that of slug
generation, and the intensity of fluctuation increased with the rise of inlet gas velocity.
This indicated that the gas phase created a large disturbance to the liquid phase flow field,
which resulted in a strong secondary flow, thereby contributing to the micromixing inside
the liquid slug. These results were in good agreement with the reports of Tan et al. [30],
Dietrich et al. [31], and Yang et al. [32], wherein the authors found that higher flowrates
enhance mass transfer process.
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4. Conclusions

In this paper, the fluid dynamics of the gas–liquid slug flow in a honeycomb microreac-
tor was studied by CFD simulation, which was verified by micro-PIV analysis. The present
contribution provides detailed analysis of gas–liquid slug flow in honeycomb microreactor,
which is helpful for the practical application of this kind of reactor. The following points
warrant being highlighted:

• Under current honeycomb configuration, the liquid slug split at the bifurcation ran-
domly, leading to the non-uniformity of the flow in the microreactor. The flow of
liquid slug was dominated by the inertial force.

• The pressure distribution was closely related to the phase distribution. The pressure in
the gas phase was higher than that in the nearby liquid phase, and it decreased more
slowly along the gas–liquid slug path.

• The increasing inlet gas velocity promoted the fluctuation of pressure inside the
honeycomb microreactor, but the main fluctuation frequency remained unaffected.
With the increasing inlet gas velocity, the gas phase volume fraction and the gas slug
length increased, while the liquid slug length decreased.

• Higher inlet gas velocity increased the turbulence in the liquid phase flow field and
resulted in the deviation of residence time distribution from normal distribution,
leading to a lower variance of the residence time, which was beneficial for practical
high throughput applications. In the gas–liquid interface, there was a sudden change
of velocity and secondary flow, which was positively correlated with the velocity
magnitude, enhancing the micromixing inside the liquid slugs.

• Vortices and eddy diffusion in the liquid columns are favorable for enhancing the
mass transfer inside the liquid.
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Nomenclature

u fluid velocity (m/s)
γ mobility (m3·s/kg)
λ density (N)
ρ density, (kg/m3)
µ dynamic viscosity, (N·s/m2)
p pressure (Pa)
g gravity vector (m/s2)
G chemical potential (J/m3)
ψ phase-field associated variable, (dimensionless)
ε interface thickness parameter, (dimensionless)
φ phase-field associated variable, (dimensionless)
hc characteristic mesh size of the interface area, (dimensionless)
Vf1 volume fraction of the air, (dimensionless)
Vf2 volume fraction of the water, (dimensionless)
Fst surface tension on the air/water interface, (N/m)
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